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ABSTRACT

This thesis evaluates the training performance of classifiers in terms of Root Mean
Square Error (RMSE), Training Time and Complexity. The study was based on
different data set that were obtained from UCI machine learning database and
tested by the WEKA software machine learning tools. The aim of this study is to
experiment several classifiers with different data sets to find out the best classifier
for a certain data set like nominal, numerical and both, according to the objective

of this research.
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CHAPTER 1

INTRODUCTION

This section describes the context of the study that includes the introduction to
classification techniques, followed by the problem statement, the objectives of the study,

the scope of study and finally, the significance of the study.

1.1 Classification

Classification is one of the data mining techniques. Classification maps data into
predefined groups or classes. It is often referred as supervised learning because the
classes are determined before examining the data. Classification algorithms require the

classes to be defined based on data attribute values. Figure 1.1 shows classification tasks.

Classification
Function Statistical
aqe ‘ -
Probability Distance
Decision tree

Figure 1.1: Classification algorithm categorization

One common classification scheme based on the use of distance measures is K Nearest
Neighbours (KNN). The KNN technique assumes that the entire set includes not only the

data in the set. but also the desired classification for each item (Dunham, 2003). Whereby,
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