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ABSTRACT (BAHASA MALAYSIA)

Massive information can be collected from students' data in order to produce knowledge. The educational institutions collect students' data such as academic information, demographic, and personal traits. The data collected based on these variables used to predict the students' academic achievement. On this study, the respondents are students who have graduated within the period of six months in the year 2006, 2007 and 2008. Two data mining techniques for analyzing and building the classification model for students' achievement in College of Arts and Sciences (CAS), Universiti Utara Malaysia (UUM) are presented. Initially, the relationship and correlation between students' cumulative grade point average (CGPA) with academic background, demographic, entry qualification, sponsorship and interpersonal skills, students' achievement are analyzed. For model building purposes, final CGPA has been used as a target. The analysis conducted using Multinomial Logistic Regression and Neural Network found that, gender, entry qualification, language qualification (Bahasa Malaysia and English), family income, sponsorship, analytical and analysis skill as well as teamwork are all the best predictors contributed to students' performance. The result obtained through this study can be used to help the management of CAS to make certain decisions and to predict the outcome of current and future students.
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CHAPTER 1

INTRODUCTION

This chapter consists of a study on the students' performance of College of Arts and Sciences (CAS), Universiti Utara Malaysia (UUM). Performance information is gathered from students' final semester results. Research background, problem statements, project's objectives, scope, research questions and significance of the study are highlighted in this chapter.

1.1 RESEARCH BACKGROUND

Students' performance in academic achievement is the major concern in the universities (Fennolar, Roman, & Cuestas, 2007). The increasing of students attending university has developed the interest in identifying factors to predict academic performance. In higher education, the issues of prediction and explanation of academic performance and a study to identify the key indicators to the academic success and persistence of students are extremely important (Komaraju, Karau & Ramayah, 2007; Ervina & Md Nor, 2005).
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