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Abstract

Routing is the process of forwarding data across an inter-network from a designated
source to a final destination. Along the way from source to destination, at least one
intermediate node is considered. Due to the major role that routing protocols play in
computer network infrastructures, special cares have been given to routing protocols
with built-in security constraints. In this thesis, we evaluate the impact of MDS5
Authentication on routing traffic for the case of EIGRP, RIPv2 and OSPF routing
protocols in case of secured and non-secured routing traffic. A network model of four
Cisco routers has been employed and a traffic generation and analysis tools have been
developed and used to generate traffic data and measure delay time, jitter and overhead.
The results show that the average delay time and jitter in the secured MD5 case can
become significantly larger when compared to the unsecured case even in steady state
conditions. Also, the EIGRP protocol shows the minimum overhead even when the

system is extremely overloaded.
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Chapter 1

Introduction

1.1 Overview

The past few years have witnessed an ever-growing reliance on computer networks
for business transactions where routing plays an extensive role in these network
communications. Routing is then an essential part in keeping networking
infrastructures running. It is the method by which a router decides where to send a
datagram. Routers are devices that direct traffic between hosts by collecting
information about all the paths between a source and a destination. Based on this
information, a router builds a routing table. A router may be able to send the
datagram directly to the destination, if it is on one of the networks that are directly
connected to the router. However, the interesting case is when the destination is not
reachable directly. In this case, the router attempts to send the datagram to another
router which is nearer to the destination. Thus, the goal of a routing protocol is to

supply the information needed to do routing. [1], [3].

As our economy and massive infrastructure increasingly rely on the Internet, such
routing protocols become of critical importance. Routing protocols, however, are
difficult to efficiently secure; since an attacker attempt to inject forged routing
messages into the system or may modify legitimate routing messages sent by other
sources. Routing protocols are, thus, subject to threats and attacks that can harm
individual users or the network operations as a whole. For instance, an attacker
may attack messages that carry control information in a routing protocol to break a
routers' neighboring relationship. This type of attack can impact the network
routing behavior in the affected routers and likely the surrounding neighborhood as
well. An attacker may also attack messages that carry data information in order to
break a database exchange between two routers or to affect the database
maintenance functionality where the information in the database must be authentic
and authorized. Attackers can also send forged protocol packets to a router with the
intent of changing or corrupting the contents of its routing table or other databases,

which in turn could degrade the functionality of the router. [2], [4], [5].



To prevent such attacks, we must ensure that routers form routing protocol peering
or neighboring relationships with trusted peers. One way to do this is by
authenticating routing protocol messages. Enhanced Interior Gateway Routing
Protocol (EIGRP), Routing Information Protocol version2 (RIPv2) and Open
Shortest Pass First (OSPF) protocols support Message Digest 5 (MD5)
Authentication, which uses a secret key combined with the data being protected to
compute a hash. When the protocols send messages, the computed hash is
transmitted with the data. The receiver uses the matching key to validate the

message hash.

In fact, routing security has received varying levels of attention over the past
several years and has recently begun to attract more attention specifically around
the public network. Due to its dynamically changing topology, open environment
and lack of centralized security infrastructure, a routing protocol is extremely
vulnerable to malicious node presence and to certain types of attacks that can
occur. Thus, the ongoing work on requirements for the next generation routing
system and future work on the actual mechanisms for it will require well

documented routing security requirements.

With the almost free flow of information and the high availability of most
resources, owners and managers of enterprise networks have to understand all the
. possible threats to their networks. These threats take many forms, but all result in
loss of privacy to a certain degree and possibly malicious destruction of
information or resources that can lead to large monetary losses. A threat is then
defined as a potential for violation of security, which exists when there is a
circumstance, capability, action, or event that could breach security and cause

harm. [6], [7].

1.2 Problem Statement

Routing is the operation of moving information across an inter-network from a
source to a destination. Along the way, at least one intermediate node typically is
encountered. Routing is often contrasted with bridging, which might seem to

accomplish accurately the same thing to the casual observer. Due to the major role



that routing protocols take part in network infrastructures, special attentions have
been made to routing protocols with built-in functionality to effectively secure [4].
A major concern is to avoid false routing update packets that falsely modify

routing tables. Often, this is due to miss configuration or malicious purpose.

Generally speaking, to secure a routing protocol it is required that important
routing information be authenticated between neighboring routers. Those various
kinds of attacks actually take advantage of the lack of authenticity, integrity or
confidentiality. Authentication services are primarily concerned with the providing -
assurances about the identity of an entity. In a routing protocol context, when a
router sends out a routing message, the identity of the originator of the information
should be able to be validated. Integrity services ensure that the data being
transmitted is consistent with the data being received. Confidentiality service
provides privacy of routing message, which uses encryption to prevent others from

knowing what the routing message is.

Moreover, the current state of the ability in protecting the routing infrastructures
relies on so-called best practices, which include various simplistic techniques such
as passwords, Transmission Control Protocol (TCP), authentication, route filters,
and private addressing to ease the most basic vulnerabilities and threats [5] [6].
Authentication occurs when two neighboring routers exchange routing information
and ensures that the receiving router incorporates into its tables only the route
information that the trusted sending neighbor really intends to send. It prevents a
genuine router from accepting and then using unauthorized, malicious, or corrupted
routing updates that may compromise the security or availability of the network.

Such a compromise would lead to rerouting of traffic, or a denial of service.

In this research work, we will measure and evaluate the performance of EIGRP,
RIPv2, and OSPF routing protocols in the context of: secured MD5 Authentication
and non-secured situations. To meet this goal, a network test-bed model of four
Cisco routers will be employed. A traffic generation and analysis tools will be
developed to generate traffic data and to measure the average delay time in
millisecond (ms), jitter and overhead as our performance measures of interests.

Specifically, in the experiment model, a Java-based Object-oriented discrete-event



program with both client and server will be implemented at the end nodes of the
network model. The network traffic, as TCP packets, will be directed from the
client side to the server side which eventually calculates the major performance
measures. The generation of these packets follows the Markov Poisson Process
(MPP), which is a stochastic Poisson process whose rate varies according to a
Markov process. The MPP can be viewed as a superposition of latent Poisson
processes, which can be expressed as a non-homogeneous discretely indexed
Hidden Markov Model (HMM) by partitioning time into intervals between
observed events. The resultant traffic model is an exponentially distributed

ON/OFF traffic where the client sends bulk traffic only during the ON periods.
1.3 Research Objective

The main objective of this research is to measure and evaluate the performance of
routing traffic on several routing protocols for the cases of secured MDS35
Authentication and non-secured. This can be carried out through studying and
analyzing the available EIGRP, RIPv2 and OSPF routing protocols, first without
any security rules and later with security constrains applied. Toward this main

objective, the following general objectives can be obtained:

1. To investigate the effect of deploying the security MDS5 authentication
constrains in different routing protocols messages. |

2. To specify the measure performance of metrics average delay time, jitter and
overhead used in this research.

3. To develop a generic client/server program that can be employed at the end
nodes of the test-bed network model for generating, monitoring and reporting

the network traffic.
1.4 Research Scope

The scope of this research considers a test-bed network model of four Cisco 1721
routers, with Internetwork Operating System (IOS) version 12.4, which are directly
connected through serial interfaces using WAN Interface Card (WIC). On each point

to point connection, the clock rate on the specified Data Communication Equipment



(DCE) router terminal is set to 800,000 Hz. In addition, Client and Server, with
windows OS platform, are implemented at both ends of the test-bed network model.
The selected routing protocols to be configured are the EIGRP, RIPv2 and OSPF.
For the authentication and security constrains we limited our research for Message
Digest 5 (MDS5). This is due to the fact that MD5 is a highly secured place to store
the secret key since all calculations can be carried out on the routers’ port avoiding

traveling over a secure network.

For generating, monitoring and reporting the required TCP packet traffic, a Java-
based Object-Oriented discrete event program is built. All traffic generation follows
the Markovian Poisson Process (MPP) that defines a stochastic process in which
network events occur continuously and independently of one another. This allows for
generating network traffic bulks which has an exponentially distributed time between
its arrivals during the ON periods of the source traffic model. The TCP packets’ size
is limited to 1000 Byte.

1.5 Thesis outline

The remainder of this thesis is organized into five chapters starting by introducing
the literature review related to this work and ending by presenting the research

conclusions and future work. The chapters are defined as the following:

In Chapter 2, we present our literature review of this research work. We start by
introducing the concept of routing protocols; a protocol that specifies how routers
communicate with each other to disseminate information that allows them to select

routes between any two nodes on a network.

In Chapter 3, we present the research methodology we adopt for carrying out our
experiment. We start by identifying the main research problems related to the
routing security issues. And consequently, we defined the selected security model,
MD35 Authentication. We end this chapter by identifying the selected performance
evaluation technique adopted for carrying out this research, followed by illustrating

the computational method for our system performance measures of interest.



In Chapter 4, we introduce in details of our test-bed network model experiment.
We explain in details our experiment from both hardware and software
perspectives. A Java client and server programs for generating, monitoring and

reporting traffic is presented as part of this work.

In Chapter 5, we will measure and evaluate our test-bed network model. The
performance measures of interest to be studied are the average delay time, jitter and
overhead. Lastly, in Chapter 6, we state our research conclusions and outline future

research directions.



Chapter 2

Literature Review

2.1 Introduction

A computer network is a collection of interconnected computing devices that can
exchange data and share resources. In a packet-based network the computing devices
communicate data by dividing the data into small blocks called packets, which are

individually routed across the network from a source device to a destination device.

Routers are commonly used at interfaces between Local Area Networks (LANs) and
Wide Area Networks (WANS). Internet Protocol (IP) networks are implemented with
routers that interconnect physically and logically separate network segments. Routers
receive data on a physical media, such as optical fiber, serial cable or Ethernet,
analyze the data to determine its destination, and output the data on a physical media
in accordance with the destination. In a typical packet data router, packets originating
from various source locations are received via a plurality of communication

interfaces [8], [9].

Each packet contains routing information, such as a destination address, which is
associated with a respective communication interface of the router, e.g., by a routing
table or packet forwarding protocol. In operation, the routers distinguish data packets
according to network protocols and forwards traffic according to network-level
addresses utilizing information that the routers exchange among themselves to find
the best path between network segments. As the status of routers change in the
network, the routers exchange information to reroute traffic around congested or
failed routers or to route traffic to a newly activated router. A router typically

includes a series of line cards in connection with a communication fabric [2].

Hence, routing is the process of selecting paths in a network along which to send
data or physical traffic. Routing is actually performed for many kinds of networks,
including the telephone network, the Internet, and transport networks. Routing

directs logically addressed packets from their source toward their ultimate
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destination through intermediary nodes; typically hardware devices called routers,
bridges, gateways, firewalls, or switches. The routing process usually directs packets
on the basis of routing protocols which maintain a record of the routes to various
network destinations. Thus constructing routing protocols, which are held in the
routers' memory, becomes very important for efficient routing. Routing, in a more
narrow sense of the term, is often contrasted with bridging in its assumption that
network addresses are structured and that similar addresses imply proximity within
the network. Because structured addresses allow a single routing table entry to
represent the route to a group of devices, structured addressing outperforms
unstructured addressing, bridging, in large networks and has become the dominant
form of addressing on the Internet, though bridging is still widely used within

localized environments [3].

However, routing protocols are subject to attacks that can harm individual users or
network operations as a whole. For example, an attacker may attack messages that
carry control information in a routing protocol to break a neighboring e.g., peering
adjacency relationship. This type of attack can impact the network routing behavior
in the affected routers and likely the surrounding neighborhood. An attacker may
also attack messages that carry data information to break a database exchange
between two routers. Indeed, an attacker who is able to introduce bogus data can
have a strong effect on the behavior of routing in the neighborhood. Another type of
routing threats is called source threats that result from subverted devices; a subverted
device is an authorized router that may have been broken into by an attacker. The
attacker can use the subverted device to inappropriately claim authority for some
network resources, or violate routing protocols, such as advertising invalid routing

information [10].

Hence, securing network infrastructure is like securing possible entry points of
attacks on a country by deploying appropriate defense. Computer network security is
more like providing means to protect a network against outside intrusion and the
civilians from getting exposed to the attacks. In fact, network security starts from
authenticating any user, most likely a username and a password. Once authenticated,
a stateful firewall enforces access policies such as what services are allowed to be

accessed by the network users. Though effective to prevent unauthorized access, this
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component fails to check potentially harmful contents such as computer worms being

transmitted over the network [2].

In addition, most of the mechanisms to provide security have been available for years
but have not been widely deployed or are not clearly understood probably leading to
the non-deployment issue. This focuses on most of the routing protocols used in
deploying IP routing architectures: EIGRP, RIPv2, and OSPF. Consequently, the
lack of a common set of security requirements and methods for routing protocols has
recently resulted in a wide variety of security mechanisms for individual routing
protocols. Also, ongoing work on requirements for the next generation routing
system and future work on the actual mechanisms for it will require well documented

routing security requirements [11].
2.2 Routing Protocols

Routing Protocols allow routers to dynamically advertise and learn routes, determine
which routes are available and which are the most efficient routes to a destination.
Routing protocols provide the layer 3 network state update and populate routing
tables on the layer 3 switches/routers. However, some popular layer three protocols,
such as Internet Protocol (IP), Novell Internetwork Packet eXchange (IPX), and
AppleTalk are called routed protocols, which transport data across the network [2].

There are two types of routing protocols: Distance Vector Routing and Link State
Routing. Basically, Distance Vector protocols determine best path on how far the
destination is, while Link State protocols are capable of using more sophisticated
methods taking into consideration link variables, such as bandwidth, delay, reliability
and load. Distance Vector protocols judge best path on how far it is. Distance can be
hops or a combination of metrics calculated to represent a distance value. The IP
Distance Vector routing protocols still in use today are: Routing Information

Protocol (RIP v1 and v2) and Interior Gateway Routing Protocol (IGRP) [5].

On the other hand, a link-state routing is a concept used in routing of packet-
switched networks in computer communications. Link-state routing works by having

the routers tell every router on the network about its closest neighbors. The entire



routing table is not distributed from any router, only the part of the table containing
its neighbors. Some of the link-state routing protocols are the OSPF, and IS-IS where
EIGRP integrates the capabilities of link-state protocols into distance vector
protocols [14]. Novell's NLSP (NetWare Link State Protocol) is also a link-state
routing protocol, which only supports IPX. This type of routing protocol requires
each router to maintain at least a partial map of the network. When a network link
changes state, up to down or vice versa, a notification, called a Link State
Advertisement (LSA) is flooded throughout the network whereby all the routers note

the change, and re-compute their routes accordingly [12], [13].

Moreover, distance-vector routing protocols are simple and efficient in small
networks, and require little, if any management. However, they do not scale well,
and have poor convergence properties, which has led to the development of more
complex but more scalable link-state routing protocols for use in large networks.
Link state routing protocols, however, provide greater flexibility and sophistication
than the Distance Vector routing protocols. They reduce overall broadcast traffic and
make better decisions about routing by taking characteristics such as bandwidth,
delay, reliability, and load into consideration, instead of basing their decisions solely

on distance or hop count [11].

Accordingly, a routing protocol is a protocol that specifies how routers communicate
with each other to disseminate information that allows them to select routes between
any two nodes on a network. The term routing protocol may also refer more
specifically to a protocol operating at Layer 3 of the Open Systems Interconnection
(OSI) model which similarly disseminates topology information between routers.
Typically, each router has a priori knowledge only of its immediate neighbors, and
the routing protocol shares this information so that routers have knowledge of the
network topology at large. For a deep discussion on the concepts of our research-

related routing protocols, the following subsections are introduced [7] [12].

2.2.1 Interior Gateways Routing Protocol IGRP)

The Interior Gateway Routing Protocol (IGRP) is a routing protocol that was

developed in the mid-1980s by Cisco Systems, Inc. Cisco’s main goal in creating
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IGRP was to provide a robust protocol for routing within an Autonomous System
(AS). Indeed, IGRP is kind of IGP which is a distance-vector routing protocol
invented by Cisco. IGRP was created in part to overcome the limitations of RIP;
maximum hop count of only 15, and a single routing metric when used within large
networks. Moreover, to provide additional flexibility, IGRP permits multipath
routing. Dual equal-bandwidth lines can run a single stream of traffic in round-robin

fashion, with automatic switchover to the second line if one line goes down.

In addition, IGRP is considered as a Classful routing protocol. As the protocol has no
field for a subnet mask, the router assumes that all interface addresses have the same
subnet mask as the router itself. This contrasts with classless routing protocols that
can use variable length subnet masks. Classful protocols have become less popular as
they are wasteful of IP address space. Consequently, Cisco developed Enhanced
IGRP in the early 1990s to improve the efficiency of IGRP. Figure 2.1 illustrates the
IGRP protocol structure.

8 bits 16 bits 24 hits 32 hits
Version Opcode Edition ASystem
Ninterior Nsystem Nexterior Checksum

Figure 2.1: IGRP Protocol Structure

As figure 2.1 depicted, the IGRP protocol structure contains the following fields:

e Version - IGRP version number (currently 1).

o Opcode - Operation code indicating the message type: 1 Update; 2 Request.

« Edition - Serial number which is incremented whenever there is a routing table
change.

o ASystem - Autonomous system number. A gateway can participate in more than
one autonomous system where each system runs its own IGRP. For each

autonomous system, there are completely separate routing tables.
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e Ninterior, Nsystem, Nexterior - Indicate the number of entries in each of these
three sections of update messages. The first entries (Ninterior) are taken to be
interior, the next entries (Nsystem) as being system, and the final entries
(Nexterior) as exterior.

o Checksum - IP checksum which is computed using the same checksum algorithm

as a UDP checksum [14], [15].
2.2.2 Enhanced Interior Gateways Routing Protocol (EIGRP)

The EIGRP using Diffusing Update Algorithm (DUAL) algorithm, referred to as an
advanced Distance Vector (DV) protocol, offers radical improvements over IGRP.
Traditional DV protocols such as RIP and IGRP exchange periodic routing updates
with all their neighbors, saving the best distance or metric and the vector or next hop
for each destination. EIGRP differs in that it saves not only the best least-cost route
but all routes, allowing convergence to be much quicker. Further, EIGRP updates are
sent only upon a network topology change; updates are not periodic. Instead, EIGRP
sends partial updates only when the metric for a route changes. Propagation of partial
updates is automatically bounded so that only those routers that need the information
are updated. As a result of these capabilities, EIGRP consumes significantly less

bandwidth than IGRP. Figure 2.2 illustrates the EIGRP protocol structure.

8 bits 16 bits 32 bits |
Verston Opcode Checksum
Flags

Sequence number

Acknowledge number

Asystem: Autonomous system number

Type Length

Figure 2.2: EIGRP Protocol Structure
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As figure 2.2 depicted, the EIGRP protocol structure contains the following fields:
Version - The version of EIGRP.
Opcode - indicating message type: 1 Update. 2 Reserved. 3 Query. 4 Hello. 5

IPX-SAP.

checksum - is computed using the same checksum algorithm as a UDP checksum

Flag - Initialization bit and is used in establishing a new neighbor relationship

Sequence number - used to send messages reliably

Acknowledge number - used to send messages reliably

Asystem -

Autonomous system number. A gateway can participate in more than

one autonomous system where each system runs its own IGRP.

Type - Value in the type field: 1 EIGRP Parameters. 2 Reserved. 3 Sequences. 4

Software version 5 Next Multicast sequence.

Length - Length of the frame.

Also, EIGRP updates carry subnet mask information which allows EIGRP to

summarize routes on arbitrary bit boundaries, support classless route lookups, and
allow the support of Variable Length Subnet Masks (VLSM). EIGRP use five

metrics when performing path forwarding. These EIGRP metrics are shown in Table

2.1

Table 2.1: EIGRP Metrics

Metric 1 Value

Bandwidth |

In units of kilobits per second; 10000 for Ethernet

Delay In units of tens of microseconds; for Ethernet it is100x10
microseconds=1 ms

Reliability | 255 for 100 percent reliability 1

Load Effective load on the link expressed as a number from 0 to 255 (255 is |
100 percent loading)

MTU Minimum MTU of the path; usually equals that for the Ethernet

Linterface, which is 1500 bytes

[16) [17]
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Since its development, EIGRP is known to converge as quickly as a link-state
protocol in a medium-scale network while maintaining loop freedom at every instant.
The protocol, which is deployed in part of Cisco Systems engineering network, based
on three main elements: a transport algorithm that supports the reliable exchange of
messages among routers, the diffusing update algorithm, which computes shortest
paths distributedly, and modules that permits the operation of the new routing
protocol in a multiprotocol environment. Furthermore, EIGRP provides multiple
paths to every destination that may have different weights, and thus many sites have

run EIGRP in both real-world internetwork and laboratory environment [18].

For instance, to evaluate EIGRP performance under a very dynamic network, a
simulation model has been employed in [19]. The simulated network was a
composite of wired and wireless networks, and the results hold for both types of
media. The study shows that the host mobility using route updates is a feasible
method to achieve seamless mobility and continuous connectivity for users of mobile
wireless devices as they move within an AS. Moreover, the EIGRP overhead
incurred from mobility is minimal as all of EIGRP query and reply messages are
small. Consequently, the research results in [19] showed that EIGRP converges faster

than a single TCP timeout in most cases.

In the year of 2000, network architects state that EIGRP is among routing protocols
which are implemented in approximately half of the networks [20]. They claimed
that EIGRP is not only an enterprise-oriented routing protocol, but also is protocol
that can be used in service provider environments because it has fewer topology

limitations than others.

Recently, a number of research works has been done on analyzing the EIGRP
performance. For instance, M. Gouda et al in [21] presented a simple theory and
several applications for maximizable routing metric. They showed that the composite
metric used by IGRP and EIGRP is not maximizable. Analyzing the Diffusing
Update Algorithm (DUAL) for using nonmonotonic composite routing metrics,
EIGRP may not behave as expected. Their proofs of the necessity of monotonicity
was based upon the definition of maximizable, which requires that there exist

maximum metric trees with respect to all edge weight assignments to all networks.
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Nigel Houlden et al [22], consider the use of compound cost functions in routing
calculations and develop the theoretical principals of optimal end-to-end EIGRP
routing protocol. To determine the path cost function of EIGRP, the formula is

generally stated as:

C:[k1b+k_zb+k3dj ko
25 r—k4

where b is the minimum bandwidth measured in kilobits per second; 1 the load on the

link expressed as a number from 0 to 255 (255 is 100 percent loading), d the total
delay in unit of tens of milliseconds, and r the reliability along the length of the path
255 for 100 percent. k1, k2, k3, k4 and k5 are administrator-configurable coefficients
(although the values must be consistent across the domain). However, even this
calculation is complicated by the need to scale bandwidth and delay as b = (256 x
108) / b0 and d = 256d0, where b0 and dO are the measured or configured values; the
256 arises from a storage difference (from IGRP to EIGRP) between 24 and 32 bits.
Indeed, it is claimed that the default coefficient values of k1=1, k2=0, k3=1, k4=0 &
k5=0 lead to the simplified path cost of C=b +d.

Eventually, the research work in [23] developed a complete model and associated
tools for characterizing interconnections between routing instances based on analysis
of router configuration data. The experimental results emphasize the urgent need for
more research to improve this model safety and flexibility to support important
design objectives. The work discovers that the high vulnerability of route
redistribution to routing abnormalities has resulted in complex configurations.
Furthermore, some of the complex configurations can still be vulnerable to routing
instabilities. These empirical results end to strongly suggest making EIGRP routing

protocol safe and robust.

2.2.3 Routing Information Protocol (RIP)

RIP is a relatively old, but still commonly used, Interior Gateway Protocol (IGP)
created for use in small and homogeneous networks. It is a classical Distance-Vector

routing protocol. RIP uses broadcast User Datagram Protocol (UDP) data packets to

exchange routing information. Since RIP uses UDP as its delivery mechanism, the
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routing updates sent to the neighboring routers are not guaranteed. The sending of
the RIP table entries between routers defaults to 30 seconds after the initial startup of
the router. This advertising of routes occurs also between two routers when a router
becomes active on a connection to an already active router. RIP sends the updates to
the interfaces in the specified networks. If an interface's network is not specified, it

will not be advertised in any RIP update [14] [15].

Due to the performance limitations of the traditional RIP protocol, the new RIP
version2 protocol was introduced. RIP version 2 derives from RIP, which is an
extension of the Routing Information Protocol (RIP) intended to expand the amount
of useful information carried in the RIP messages and to add a measure of security.
The RIP Version 2 supports Key management, plain text and Message Digest (MD35)
authentication, route summarization, Classless Inter-Domain Routing (CIDR), and
variable-length subnet masks (VLSMs). Figure 2.3 illustrates the RIP protocol
structure [10] [11].

8 bits 16 bits 32 hits
Command Version Unused
Address family 1dentifier Route tag (only for RIP2; O for RIP)
IP address

Subnet mask (only for RIP2; 0 for RIP)

Nest hop (only for RIP2; 0 for RIP)

Metric

Figure 2.3: RIP Protocol Structure
As figure 2.3 depicted, the RIP protocol structure contains the following fields:
e Command - The command field is used to specify the purpose of the datagram.

There are five commands: Request, Response, Trace on, Trace off and Reserved.

e Version - The RIP version number. The current version is 2.
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e Address family identifier - Indicates what type of address is specified in this
particular entry. This is used because RIPv2 may carry routing information for
several different protocols. The address family identifier for IP is 2.

¢ Route tag - Attribute assigned to a route which must be preserved and re-
advertised with a route. The route tag provides a method of separating internal
RIP routes, routes for networks within the RIP routing domain, from external RIP
routes, which may have been imported from an EGP or another IGP.

o IP address - The destination IP address.

o Subnet mask - Value applied to the IP address to yield the non-host portion of the
address. If zero, then no subnet mask has been included for this entry.

e Next hop - Immediate next hop IP address to which packets to the destination
specified by this route entry should be forwarded.

e Metric - Represents the total cost of getting a datagram from the host to that
destination. This metric is the sum of the costs associated with the networks that
would be traversed in getting to the destination. The RIP metric is composed of
hop count, and the maximum valid metric is 15. Anything above 15 is considered

infinite; we can use 16 to describe an infinite metric in RIP [15], [16], [17].

As being the most popular distance vector routing protocol, RIP gets a deep concern
from many researchers since its creation. For instance, the research work in [25]
proved that such existing protocols are insecure due to the lack of strong
authentication and authorization mechanisms and the difficulty, if not impossibility,
of validating routing messages which are aggregated results of other routers.
Consequently, the researchers introduced a secure routing protocol, namely S-RIP,
based on a distance vector approach. In S-RIP, a router confirms the consistency of
an advertised route with those nodes that have propagated that route. The threat
analysis and simulation results showed that in S-RIP, a well-behaved node can
uncover inconsistent routing information in a network with many misbehaving nodes
assuming no two of them are in collusions, with relatively low extra routing

overhead.

In addition, the research work in [26] developed a simple and effective approach
called RIP with Triangle theorem checking and Probing RIP-TP to detect and

identify suspicious or invalid new routing messages in RIP routing protocol and use
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probing messages to verify the correctness of the messages. They evaluated the
effectiveness of RIP-TP through simulation using various faulty node behaviors, link
failure dynamics and network sizes. Their design emphasizes effectiveness,
simplicity, low overhead, backward compatibility with the standard RIP protocol,
and supports for incremental deployment. The results showed that, in the worst case,
RIP-TP can effectively detect 95% or more invalid routing announcements. As they
demonstrated, existing RIP routing protocols can be enhanced with effective fault
detection capability. However, a year later, some researchers argue that distance
vector protocols are poor candidates for detecting faults because a router has no way

to verify the validity of the distance information [27].

Recently, Abdelaziz Babakhouya et al [28] proposed a new approach called S-DV to
Secure Distance Vector Routing Protocols which provides both protections from
internal and external attackers. This mechanism is less expensive that offers a
deterministic detection of distance fraud than the approach proposed in S-RIP [26].
Moreover, SDV routers use a new metric that they designate by Security Indicator, to
prefer a choice of a secure route than a shortest one which has been subject to
frequent attacks. This reduces the overhead compared to S-RIP and increases the
scalability of RIP protocol. This is guaranteed through metric which measures the

frequency of malicious routing updates, received from each neighboring node.

2.2.4 Open Shortest Pass First (OSPF)

The OSPF is an interior gateway protocol used for routing between routers belonging
to a single Autonomous System. OSPF uses link-state technology in which routers
send each other information about the direct connections and links which they have
to other routers. Each OSPF router maintains an identical database describing the
Autonomous Systems topology. From this database, a routing table is calculated by
constructing a shortest path tree. OSPF recalculates routes quickly in the face of
topological changes, utilizing a minimum of routing protocol traffic. OSPF provides
support for equal-cost multi-path. An area routing capability is also provided,
enabling an additional level of routing protection and a reduction in routing protocol
traffic. In addition, all OSPF routing protocol exchanges are authenticated and the
OSPF metric is a cost value based on 10%/bandwidth of the link in bits/sec.
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OSPF allows sets of networks to be grouped together. Such a grouping is called an

area. The topology of an area is hidden from the rest of the Autonomous System.

This information hiding enables a significant reduction in routing traffic. Also,

routing within the area is determined only by the area's own topology, lending the

area protection from bad routing data. Figure 2.4 illustrates the OSPF protocol

structure.
8 bits 16 hits 24 hits
Version No. Packet Type Packet length
Router ID
ArealD
Checksum AuType
Avuthentication (64 bits)

Figure 2.4: OSPF Protocol Structure

As Figure 2.4 depicted, the OSPF protocol structure contains the following fields:

Version number - Protocol version number (currently 2).

Packet type - Valid types are as follows: 1 Hello, 2 Database Description, 3 Link
State Request, 4 Link State Update, 5 Link State Acknowledgment.

Packet length - The length of the protocol packet in bytes. This length includes
the standard OSPF header.

Router ID - The router ID of the packets source. In OSPF, the source and
destination of a routing protocol packet are the two ends of an (potential)
adjacency.

Area ID - identifying the area that this packet belongs to. All OSPF packets are
associated with a single area. Most travel a single hop only.

Checksum - The standard IP checksum of the entire contents of the packet,
starting with the OSPF packet header but excluding the 64-bit authentication
field.
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» AuType - Identifies the authentication scheme to be used for the packet.
» Authentication - A 64-bit field for use by the authentication scheme.
[15], [16], [17].

OSPF is a link state routing protocol which received particular attention in the
literature. For instance, the authors in [29] present a methodology and examination of
how OSPF routing protocol is used in operational networks. They demonstrate and
present a methodology for working with the configuration files of production
networks. The results showed that the conventional model of interior gateway
protocols is insufficient to describe the diverse set of mechanisms used by architects,
and argued that it opens paths towards new understandings of network behavior and
design. In [30], the study analyzed and investigates for OSPF routing protocol from
both stability and dynamics view. The analysis was based on large-scale simulations
of OSPF, and careful design of experiments to perform an efficient search for the
best parameter settings of routing protocol. The results defined the number of routing
updates as the metric to minimize in the search for the best parameter settings and
found that the link status changes propagated heavily from the OSPF effects of link

weight changes

The research work in [31] also describe an experimental evaluation of using an
approximation to OSPF Multi-Topology Routing (MTR), to provide more load
balancing choices within the OSPF framework and a policy-based route map
prototype of MTR-like routing, to better distribute traffic load in congested networks.
MTR works by overlaying multiple logical OSPF topologies on a single physical
topology and by consistently mapping packets based on header bits to a logical
topology at each hop. Consequently, explore the performance benefits and scaling
trends of MTR traffic management in a small scale network setting. The results have
shown that MTR optimization provides moderate to significant performance

improvements under most test conditions.

Moreover, the research work in [32] present an approach to improve the realism of
the on—demand methods, without incurring the memory overhead of the routing
protocol method, when forwarding of packets from a source to a destination in the

simulated topology firstly; by implementing a model of OSPF routing protocols,
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secondly; based on revised global topology knowledge within the simulator to simply
re-compute routing information when the topology changes occur, and lastly; use
on—demand routing computations using global topology knowledge. Both of the first
two suffer from excessive memory requirements for routing table storage, which can
be in the extreme case. The last two suffer from unrealistic routing decisions in the
presence of topology changes, due to the use of instantaneous global topology
knowledge. The proposed design can be tuned to model time delays needed for
routing protocols to converge on new routing information. The effectiveness in terms
of dropped packets due to incomplete information and in terms of memory and CPU
overhead was demonstrated. The results showed that the overhead is minimal, both

in terms of memory usage and CPU overhead.

Recently, the researchers in [33] built an experimental network to implement various
routing activities which are monitored and analyzed via logging and snmp trap
analysis systems to examine the performance and security issues of various existing
routing protocols including RIP, OSPF, and EIGRP. Various routing performance
metrics are evaluated and analyzed via the logged and trapped information. Two
kinds of problems will occur in the routing security issue. One is to increase the
overhead of routing maintenance in order to degrade or even disable the routing
service, and the other is to modify the routing information such that packets will be
forwarded incorrectly or dropped. They build two simple attacks to evaluate and
analyze the overhead for existing routing protocols: RIP, OSPF and EIGRP.
Eventually, they proposed a log-based analysis system in which routers’ routing logs
can be used to monitor the activities of routing protocols in order to detect malicious
and abnormal routing behaviors. They conclude that the routing protocols
authentication is required to protect legitimate routing packets and reduce the

probabilities of being attacked.
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2.2.5 Comparison of Routing Protocols

Table 2.2: illustrates a summary of the above routing protocols with respect to the

most common interior routing protocols criteria's.

Table 2.2 Comparison of Common Routing Protocol Features

Criteria IGRP EIGRP RIPv2 OSPF
Type DV* DV DV LS**
Convergence Time slow fast Slow Fast
VLSM**#* no Yes Yes Yes
Bandwidth Consumption | high low High Low
Resource Consumption low low Low High
Multi-path Support yes yes No Yes
Scales Well yes yes No Yes
Proprietary (Cisco prod.) | yes yes No No
Routers Non-IP Protocols | No L yes No No
* DV = Distance Victor routing protocols [3]

** LS = Link State routing protocols.
***% VLSM = Very Large Subnet Mask.

2.3 Routing Protocol Authentication

Most routing protocols incorporate neighbor authentication to protect the integrity of
the routing domain. Authentication occurs when two neighboring routers exchange
routing information and ensures that the receiving router incorporates into its tables
only the route information that the trusted sending neighbor really intends to send.
Authentication prevents a legitimate router from accepting and then using
unauthorized, malicious, or corrupted routing messages that may compromise the
security or availability of the network; for example, having an unauthorized device
send routing information that makes the legitimate router believe that the best route
for certain traffic is via an alternative path that may or may not exist. Such a
compromise would lead to rerouting of traffic, a denial of service, or just giving

access to certain packets of data to an unauthorized person.
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When neighbor authentication is configured, the router authenticates the source of
each routing update packet it receives. This is accomplished by the exchange of an
authentication key, sometimes referred to as a shared secret, which is known to both
the sending and the receiving routers. Two types of neighbor authentication are
typically used: plaintext authentication and cryptographic authentication typically
using the Message Digest 5 (MDS5) [34], [35], [39].

2.3.1 Plaintext Authentication

In plaintext authentication, each participating router must share an authentication
key. This key must be specified in each router's configuration. Multiple keys can be
specified with some protocols; each key must be identified with a key number.

Figure 2.5 illustrates how plaintext authentication is used for routing information.

Router Key
@/ | Roster1 Gomeey
Router-1 Router-2 Vaice —H)
Campus
Sending Receiving
Router ‘8"—! + Router
© g Q
MemgachzPTED
Bog # Goy
Message REJECTED

Figure 2.5: Plaintext Neighbor Authentication.

In general, from Figure 2.5, when a routing message is sent, the following

authentication sequence occurs:

Step 1 A router sends a routing update with a key and the corresponding key
number to the neighbor router. In protocols that can have only one key, the

key number is always 0.

Step 2 The receiving (neighbor) router checks the received key against the same key

stored in its own memory.
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Step 3 If the two keys are match, the receiving router accepts the routing message
packet. If the two keys do not match, the routing message packet is rejected.
These are Most protocols use plain text authentication: IS-IS, OSPF and RIPv2 [5].

2.3.2 MD5 Authentication

MDS5 authentication works similarly to plaintext authentication, except that the key is
never sent over the wire. Instead, the router uses the combination of a shared secret
key, which must be manually preconfigured between the sending and receiving
routers, and the routing information as input to the MDS5 algorithm to produce a
message digest called a hash. The MDS5 digest works by creating a 16-byte hash of
the routing message combined with a secret key. The 16-byte value is, therefore,
message-specific, and modification of the message by an attacker invalidates the 16-
byte digest appended to the message. Without the secret key, which is never sent
over the wire by the routing protocol, the attacker is unable to reconstruct a valid
message. Figure 2.6 illustrates the sequence of events involved for routing protocol

authentication for the originating router [14].

% <+ Message

Message

Hash

Figure 2.6: MD5 Neighbor Authentication: Originating Router [14]

Based on the Figure 2.6, the receiving router takes the routing information, along

with its preconfigured shared secret, and uses this as input to the MD35 algorithm to
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produce a message digest. If this new digest matches the one that was received, the
neighbor is authenticated and the routing information is incorporated into the router's

routing information as shown in Figure 2.7.

Routg

Hash Message
Recewing router separates

Message and hash.
+ Message
The message and the preconfigured I I
shared key are used as input to the
hash function
If hashes are equal, the
message 15 accepted

a \/

Hash Hash

Figure 2.7: MDS5 Neighbor Authentication: Destination Router [14]

In fact, the MD5 authentication is a more secure place to store the secret key. All
calculations can be carried out on the port; which means that the secret key never has
to leave the port, avoiding traveling over a secure network. The keys can even be
generated on the port itself, which also eliminates any threats to the secret key at
initialization. However, the port is vulnerable to loss and theft just like any other
hard token. When the secret key is stored in the router port, a password can be used
to protect and encrypt it. If the secret key is not password protected, another person
could misuse it while the computer is left unattended. However, malicious code
entering the computer through the browser could cause damage or theft of the secret
key, which is a very serious threat. Various protocols use MD5 authentication are

OSPF, RIPv2, BGP, and IP Enhanced IGRP [14], [47], [48].
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2.4 MD5 Authentication for EIGRP

EIGRP supports only keyed MD5 cryptographic checksums to provide authentication
of routing messages. Each key has its own key identifier, which is stored locally. The
combination of the key identifier and the interface associated with the message
uniquely identifies the authentication algorithm and MD5 authentication key in use.
Also, EIGRP MD5 authentication supports multiple keys with lifetimes. Only one
authentication packet is sent, regardless of how many valid keys exist. The key
numbers are examined in order from lowest to highest, and EIGRP MD5

authentication uses the first valid key it encounters.

EIGRP MDS5 authentication ensures that routers accept EIGRP packets only from
trusted sources. After the MDS authentication is configured on an interface, every
EIGRP packet sent by a router over that interface is signed with an MD35 fingerprint.
Now, every EIGRP packet received over an interface with MDS5 authentication
configured is checked to verify that the MDS5 fingerprint in the packet matches the
expected value, making it impossible for the intruder to insert un-trusted routers in

the network or send false packets to the routers [40],{41], [48].

MDS is an algorithm described in RFC 1321 that takes a message, EIGRP packet,
and generates 128 bits of hash value, called message digest or fingerprint, with
several properties that make MDS5 usable in very secure signature implementations
since changing a single bit in the original message changes approximately half of the
bits in the MD5 fingerprint. It is almost impossible to generate another message that

yields the same MDS5 fingerprint; therefore, forging is very hard.

The MDS5 value generated from the EIGRP message packet is appended to the
EIGRP packet, and the packet is sent to the EIGRP neighbor.'The receiving router
can verify the integrity of the packet by recalculating the MDS5 value and comparing
the result with the MDS5 fingerprint in the packet. This process does not lead to
improved security because an intruder can repeat the steps taken by the originating
router and generate forged packets with proper signatures. A secret known only to
the sending and receiving router must to be introduced to stop the intruder from

generating forged, signed packets. The whole process of secure information
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exchange between EIGRP neighbors can be summarized in the following steps

graphically presented in Figure 2.8:

EIGRP payload Secret
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Figure 2.8: EIGRP MDS5 Authentication [12-p266].

In general, from Figure 2.8, when a routing message is sent, the following

authentication sequence occurs:

Step 1: The sending router generates EIGRP information to be sent.

Step 2: MD5 is computed over EIGRP information and the shared secret.

Step 3: The resulting MD35 hash value is appended to the packet and sent to the
neighboring router(s). Because the intruder does not know the shared secret,

he or she cannot forge the packets.
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Step 4: The receiving router computes MD35 over received EIGRP information and
the shared secret. If the computed MDS5 value matches the MD3 fingerprint
appended to the packet, the packet is genuine and is accepted for further
processing. Packets that do not pass the MDS5 fingerprint check are silently
dropped [13], [15], [16].

2.5 MD5 Authentication for RIPv2

A cryptographic authentication mechanism for RIPv2 is defined in RFC 2082. Keyed
MD?5 is proposed as the standard authentication algorithm, but the mechanism is
intended to be algorithm independent. The basic RIPv2 message format provides for
an 8-byte header with an array of 20-byte records as its data content. When keyed
MDS5 is used, the same header and content are used, except that the 16-byte
authentication key field is reused to describe a Keyed Message Digest trailer, as

illustrated in Figure 2.9.

0 4 8 16 31
Command (1) Version (1) Routing Domain (2)
OxFFFF Auth Type =Keyed Message Digest
RIPv2 Packet Length (2) Key ID ~ Auth Data Length

Sequence Number [non-decreasing] (4)
Reserved — Must be Zero (4)
Reserved — Must be Zero (4)

(RIPv2 Packet Length — 24) Bytes of Data

OxFFFF 0201
Authentication Data (variable length; 16 bytes with Keyed MD3)

Figure 2.9: RIPv2 Packet Format Using MDS Authentication
RIPv2 MDS5 authentication uses the following fields:

o The authentication type is Keyed Message Digest algorithm, indicated by the

value 3. 1 and 2 indicate IP route and plaintext password, respectively.
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o A 16-bit offset from the RIPv2 header to the MD35 digest. If no other trailer fields
are ever defined; this value equals the RIPv2 data length.

» An unsigned 8-bit field that contains the key identifier or key ID. This identifies
the key used to create the authentication data for this RIPv2 message. A key is
associated with an interface.

» An unsigned, 8-bit field that contains the length in octets of the trailing
Authentication Data field. The presence of this field permits other algorithms for
instance, Keyed Secure Hash Algorithm (SHA) to be substituted for keyed MD5
if desired.

e An unsigned, 32-bit sequence number. The sequence number is a non-decreasing
for all messages sent with the same key ID.

e The authentication data, which is the output of the Keyed Message Digest
algorithm. When the authentication algorithm is keyed MDS3, the output data is
16 bytes. k

During digest calculation, the authentication data is effectively followed by a Pad
field and a Length field as defined by RFC 1321. The trailing pad is not actually
transmitted, because it is entirely predictable from the message length and algorithm
in use. Figure 2.9 illustrates the trailer that is kept in memory and is appended by the

MDS5 algorithm and treated as though it were part of the message.

16 Bytes of MD5 "Secret”

Zero or More Pad Bytes (defined by RFC 3121 when MD?5 is Used
64-bit Message Length (Most Significant Word) “:
64-bit Message Length (Least Significant Word)

Figure 2.10: RIPv2 MDS5 Trailer

In addition, the RIPv2 authentication key is selected by the sender based on the
outgoing interface. Each key has a lifetime associated with it, and no key is ever used
outside its lifetime. Table 2.3 depicts the steps to be carried out at the sending router

to generate an authenticated RIP message.

29



Table 2.3 Steps for Generating an Authenticated RIP Message

Step 1. | The Authentication Data Offset, Key Identifier, and Authentication Data

size fields are appropriately filled in.

Step 2. | The 16-byte keyed MD5 RIPv2 authentication key is appended to the
data. For all algorithms, the RIPv2 authentication key is never longer than
the output of the algorithm in use.

Step 3. | The trailing Pad and Length fields are added and the digest calculated
using the indicated algorithm. When keyed MDS5 is the algorithm in use,
these are calculated per RFC 1321.

Step 4. | The digest is written over the RIPv2 authentication key. When MD5 is

used, this digest is 16 bytes long.

As we mentioned earlier, there is a trailing pad which is not actually transmitted,
because it is entirely predictable from the message length and algorithm in use.
When the RIP message is received, however, the following process is reversed as in

table 2.4.

Table 2.4 Steps for Retrieving MD35 Digest

Step 1. | The digest is kept in memory.

Step 2. | The appropriate algorithm and key are determined from the value of the
Key Identifier field.

Step 3. | The RIPv2 authentication key is written into the appropriate number of
bytes starting at the indicated offset. With keyed MDS5, 16 bytes are used.

Step 4. | Appropriate padding is added as needed, and then a new digest is
calculated using the indicated algorithm.

If the calculated digest does not match the received digest, the message is not
processed and is discarded. If the neighbor has been heard from recently enough to
have feasible routes in the route table and the received sequence number is less than
the last one received, the message is also discarded unprocessed. Eventually, the
RIPv2 MD5 authentication specification has the following key management

requirements:
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e Storage of more than one key at the same time, although it is recognized that only
one key will normally be active on an interface.

e Associate a specific lifetime and a key identifier with each key.

e Support manual key distribution. For instance, the privileged user manually
typing in the key, key lifetime, and key identifier on the router console.

o Keys that are out of date can be automatically deleted by the implementation
without requiring human intervention. Manual deletion of active keys can also be

supported.

When updating the RIP routers with new keys, a smooth convergence can be ensured
if network administrators update all communicating RIPv2 systems with the new key
several minutes before the current key expires and several minutes before the new
key lifetime begins. The new key should have a lifetime that starts several minutes
before the old key expires. This gives time for each system to learn of the new RIPv2
authentication key before that key will be used. It also ensures that the new key will
begin being used and the current key will go out of use before the current key's
lifetime expires. For the duration of the overlap in key lifetimes, a system may
receive messages using either key and authenticate those messages. The key ID in

the received message is used to select the appropriate key for authentication.

The specification also recommends that implementations not revert to
unauthenticated conditions in the event that the last key associated with an interface
expires. It suggests that the router should send a last authentication key expiration
notification to the network manager and treat the key as having an infinite lifetime
until the lifetime is extended, the key is deleted by network management, or a new
key is configured. It is also strongly desirable to use a key management protocol to
distribute RIPv2 authentication keys among communicating RIPv2 implementations.
However, an integrated key management protocol technique was deliberately omitted
from the RIPv2 MD5 specification because at this time of writing specification there

does not exist a robust enough key management protocol [15], [34], [47], [48].
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2.6 MDS5 Authentication for OSPF

All OSPF protocol exchanges are authenticated. The OSPF packet header as
illustrated in Figure 2.11 includes an Authentication Type field and 64 bits of data

for use by the appropriate authentication scheme [3].

0 4 8 16 31
Version # (1) Type (1) Packet Length (2)

Router ID (4)
ArealD &)
Checksum (2) Authentication Type (2)

Authentication (4)

Authentication (4)

Figure 2.11: OSPF Packet Header

Generally, most fields within this common header have obvious meanings. For
instance, the version number is set to 2 to indicate OSPFv2 and the type is the OSPF
packet type i.e. hello, database description, link-state request, link-state update, and
link-state acknowledgment. The packet length is the number of bytes in the packet.
The router ID is the IP address selected for identifying the router, and the area ID is
the identification of the area where the value zero is reserved for the backbone area.
However, it is common practice to choose an IP network number for identifying an
area. The checksum is computed over the whole OSPF packet, excluding the 8-byte
Authentication field. The Authentication Type field, which is configurable on a
router per-interface basis, identifies the authentication algorithm. Three values are
defined in the RFC 2328 standard: null authentication, simple password

authentication, and plaintext authentication [4], [7], [12].
In null authentication, the routing exchanges over the network or subnet are not

authenticated. The 64-bit Authentication field in the OSPF header can contain

anything and it is not examined on packet reception. When null authentication is
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used, the entire contents of each OSPF packet, other than the 64-bit Authentication

field, are check-summed to detect any data corruption and attacks [13], [14], [15].

When using the simple password authentication type, however, a 64-bit field is
configured on a per-network basis. All packets sent on a particular network must
have this configured value in their OSPF header 64-bit Authentication field. This
essentially serves as a clear 64-bit password. In addition, the entire contents of each
OSPF packet other than the 64-bit Authentication field are check-summed to detect
data corruption. It is worthy to mention here that despite the simple password
authentication guards against routers inadvertently joining the routing domain,
simple password authentication is vulnerable to passive attacks where anyone with
physical access to the network can learn the password and compromise the security

of the OSPF routing domain [34], [47], [48].

Eventually, plaintext authentication uses a shared secret key known to all the routers
on the network segment. When a sending router builds an OSPF packet, it signs the
packet by placing the key as plaintext in the OSPF header. The receiving router then
compares the received key against the key in memory. If the keys match, the router

accepts the packet. Otherwise, the router rejects the packet [41], [47].
2.7 Research Works on Routing Authentication

In a system as large as today’s Internet, faults and attacks are inevitable. Given that
all Internet based communications rely on a dependable packet delivery service, it is
critically important to make network routing protocols highly secured [42].
Consequently, the past decade witnessed a number of research works on this area.
For instance, [43] analyzed the security of the Border Gateway Protocol (BGP)
routing protocol, and identify a number of vulnerabilities in its design and the
corresponding threats. The researcher presented a set of proposed modifications to
the protocol which minimize or eliminate the most significant threats. Also, [44]
described how to achieve hop integrity in networks that support Internet Protocol
(IP). The researcher adopted two famous protocols used in IP networks, namely RIP
and OSPF to illustrate how hop integrity can secure the communications between

adjacent routers. They argued that every protocol that involves communications
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exchanged between adjacent routers can be secured by the deployment of hop

integrity in the network.

Traditional routing protocol designs have focused solely on the functionality of the
protocols and simplicity assumes that all routing update messages received by a
router carry valid information. However, operational experience suggests that
hardware faults and operator miss configurations can all lead to invalid routing
protocol messages. Thus, the researcher in [26] developed a simple and effective
approach to detect invalid routing messages in RIP routing protocol. Their design
emphasizes effectiveness, simplicity, low overhead, backward compatibility with the
standard RIP protocol, and supports for incremental deployment. Their research
work also showed that by carefully exploring the design space of invalid routing
messages checking, existing routing protocols can be enhanced with effective fault

detection capability as were demonstrated with RIP protocol.

Furthermore, in [27] a survey made on the research efforts over the years aimed at
enhancing the dependability of the routing infrastructure. To provide a
comprehensive overview of these various efforts, the research work introduced a
threat model based on known threats, then sketched out a defense framework, and
put each of the existing efforts at appropriate places in the framework based on the
faults and attacks against which it can defend. The analysis shows that although
individual defense mechanisms may effectively guard against specific faults, no
single fence can counter all faults. Thus, a resilient Internet routing infrastructure
implies for integrating techniques from cryptographic protection mechanism,
statistical anomaly detection, protocol syntax checking, and protocol semantics
checking to build a multi-fence defense system. Also, the analysis shows that in
order to provide secured neighbor-to-neighbor communication then plaintext
passwords and keyed MDS35 authentication are needed. Plaintext passwords are
vulnerable to eavesdropping, while Keyed MDS5 authentication can effectively

protect neighbor-to-neighbor protocol exchanges.

In the area of distance vector routing protocols, the research work in [25] proved that
such existing protocols are insecure due to the lack of strong authentication and

authorization mechanisms and the difficulty, if not impossibility, of validating
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routing messages which are aggregated results of other routers. Consequently, the
researcher introduced a secure routing protocol, namely Secured-RIP, based on a
distance vector approach. In Secured-RIP, a router confirms the consistency of an
advertised route with those nodes that have propagated that route. A reputation-based
framework is proposed for determining how many nodes should be consulted,
flexibly balancing security and efficiency. The threat analysis and simulation results
showed that in Secured-RIP, a well-behaved node can uncover inconsistent routing
information in a network with many misbehaving nodes assuming no two of them are

in collusions, with relatively low extra routing overhead.
2.8 Conclusion

In this chapter, we introduced the concept of routing protocol; a protocol that
specifies how routers communicate with each other to disseminate information that
allows them to select routes between any two nodes on a network. We also
differentiate between two types of routing protocols: Distance Vector Routing and
Link State Routing. Basically, Distance Vector protocols, such as RIP and EIGRP,
determine best path on how far the destination is, while Link State protocols, such as
OSPF, are capable of using more sophisticated methods taking into consideration

link variables, such as bandwidth, delay, reliability and load.

Most routing protocols incorporate neighbor authentication to protect the integrity of
the routing domain and prevent a legitimate router from accepting and then using
unauthorized, malicious, or corrupted routing messages that may compromise the
security or availability of the network. Typically, there are two types of neighbor
authentication: plaintext authentication and cryptographic authentication mainly

using the Message Digest 5 (MDS).

In plaintext authentication, each participating router must share an authentication
key. This key must be specified in each router's configuration. On the other hand,
MD5 authentication works similarly to plaintext authentication, except that the key is
never sent over the wire. Instead, the router uses the combination of a shared secret

key, which must be manually preconfigured between the sending and receiving
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routers, and the routing information as input to the MDS5 algorithm to produce a
message digest called a hash.

For EIGRP authentication, only keyed MD5 cryptographic checksums is supported
to provide secured EIGRP routing messages. With this scheme, the key numbers are
examined in order from lowest to highest, and EIGRP MD5 authentication uses the
first valid key it encounters. EIGRP MDS5 authentication ensures that routers accept
EIGRP packets only from trusted sources through verifying the integrity of the
EIGRP packet by recalculating the MDS5 value and comparing the result with the
MDS5 fingerprint in that packet.

The basic RIPv2 message format provides an 8-byte header with an array of 20-byte
records as its data content. When keyed MDS is used, the same header and content
are used, except that the 16-byte authentication key field is reused to describe a
Keyed Message Digest. In addition, the RIPv2 authentication key is selected by the
sender based on the outgoing interface. Each key has a lifetime associated with it,
and no key is ever used outside its lifetime. Eventually, if the calculated digest does

not match the received digest, the message is not processed and is discarded.

All OSPF protocol exchanges are authenticated using three main types: null
authentication, simple password authentication, and plaintext authentication. When
null authentication is used, the entire contents of each OSPF packet, other than the
Authentication field, are check-summed to detect any data corruption and attacks.
The simple password authentication guards against routers inadvertently joining the
routing domain. However, simple password authentication is vulnerable to passive
attacks where anyone with physical access to the network can learn the password and
compromise the security of the OSPF routing domain. Finally, plaintext
authentication uses a shared secret key known to all the routers on the network

segment to provide a secured OSPF messages.
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Chapter 3
Research Methodology
3.1 Introduction
In this chapter, we present in details the research methodology we adopt for
evaluating different routing protocols performance in the context of: secured Md5

Authentication and non-secured situations. In general, our research method can be

characterized by the sequence diagram shown in Figure 3.1.

Identifying Research
Problem and Objective

Designing Experimental
Model

A

Building a Discrete Event
Simulator

N

Measuring System
Performance

d
-

Validation/Verification

If No

If Yes
Finish

Figure 3.1: Research Method [51]

As the figure shows, our methodology starts by identifying the major research
problem and objective. To do so, an extensive literature review on authenticated
routing messages was carried out in Chapter 2. The literature revealed that two types
of routing authentication are commonly used: plaintext authentication and
cryptographic authentication typically using the Message Digest 5 (MDS5). With the
desirable property for the MD35 authentication to eliminate most threats and data

corruption, MD5 was widely adopted. Generally speaking, to secure a routing
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protocol it is required that important routing information be authenticated between
neighboring routers. In a routing protocol context, when a router sends out a routing
message, the identity of the originator of the information should be validated in terms
of integrity and confidentiality. Integrity services ensure that the data being
transmitted is consistent with the data being received. Confidentiality service
provides privacy of routing message, which uses encryption to prevent others from
knowing what the routing message is. Consequently, our research's fundamental
objective, to ensure such authentication, will be achieved in the next step of our
methodology by designing an experimental model which will enable us to evaluate
the performance of different routing protocols. The design will shows the needed

networking devices to be used in such experimental model [48].

Once the experimental model is built then it must be evaluated with the proper
performance measure of interest. However, since we have two alternative techniques,
mathematical and physical, to evaluate such model then we will adopt the second
performance evaluation technique. However, since we need an input data for this
physical model then our next research methodology step will start by building a
discrete event simulator to generate such input data. The discrete-event simulator
with client and server sides is constructed in such a way that the traffic generated by

client will be passed to the server via the experimental physical model.

Eventually, to measure and evaluate the performance of this system, we set three
performance measures of interest. First, we will estimate the expected packet
average delay time, second we will measure the variation of such average delay
known as jitter, and third we will measure the variation of overhead for all routing

protocols [49].
3.2 Identifying Research Problem

Generally speaking, to secure a routing protocol it is required that important routing
information be authenticated between neighboring routers. Those various kinds of
attacks actually take advantage of the lack of authenticity, integrity or confidentiality.
Authentication services are primarily concerned with the providing assurances about

the identity of an entity. In a routing protocol context, when a router sends out a
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routing message, the identity of the originator of the information should be able to be
validated. Integrity services ensure that the data being transmitted is consistent with
the data being received. Confidentiality service provides privacy of routing message,

which uses encryption to prevent others from knowing what the routing message is.

Moreover, the current state of the ability in protecting the routing infrastructures
relies on so-called best practices, which include various simplistic techniques such as
passwords, TCP, authentication, route filters, and private addressing to ease the most
basic vulnerabilities and threats [5], [6]. Authentication occurs when two
neighboring routers exchange routing information and ensures that the receiving
router incorporates into its tables only the route information that the trusted sending
neighbor really intends to send. It prevents a genuine router from accepting and then
using unauthorized, malicious, or corrupted routing updates that may compromise
the security or availability of the network. Such a compromise would lead to

rerouting of traffic, or a denial of service.

In this research work, we will evaluate the performance of EIGRP, RIPv2 and OSPF
routing protocols in the context of: secured MD5 Authentication and non-secured
situations. To meet this goal, a test-bed network model of four Cisco routers will be
employed. A traffic generation and analysis tools will be developed to generate
traffic data and to measure the average delay time, jitter and overhead as our
performance measures of interests. Specifically, in the experiment model, a Java-
based Object-oriented discrete-event program with both client and server will be
implemented at the end nodes of the test-bed network model. The network traffic, as
TCP packets, will be directed from the client side to the server side which eventually
calculates the major performance measures. The generation of these packets follows
the Markov Poisson Process (MPP), which is a doubly stochastic Poisson Process
whose rate varies according to a Markov Process. The MPP can be viewed as a
superposition of latent Poisson processes, which can be expressed as a non-
homogeneous discretely indexed Hidden Markov Model (HMM) by partitioning time
into intervals between observed events. The resultant traffic model is an
exponentially distributed ON/OFF traffic where the client sends bulk traffic only
during the ON periods [40] [41].
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3.3 Designing the Experimental Model

In this research, we intend to design a physical model for carrying out our research
experiment. Specifically, the designed model will be used to evaluate different
routing protocols for both secured MD5 Authentication and non-secured situations.
Accordingly, to achieve such objective, our proposed model should satisfy the

following research questions:

1. Can we demonstrate that our proposed design model is enough robust to handle

the input data generated by the client?

2. Can we guarantee that our proposed design model is capable of achieving our

main research objective?
3. Can we ensure that the proposed design model is of minimum overhead?

4. Can we ensure that the proposed design model is highly synchronized within its

neighboring routers and client/server?
3.4 Selecting Evaluation Technique

A system is defined to be a collection of entities, e.g. people or machines, which act
and interact together toward the accomplishment of some logical end [50]. In
practice, what is meant by the system depends on the objectives of a particular study.
The collection of entities that comprise a system for one study might be only a subset
of the overall system for another. However, the state of a system can be defined as
the collection of variables necessary to describe that system at a particular time,

relative to the objectives of a study.

In general, systems can be categorized into two types, discrete and continuous. A
discrete system is one for which the state variables change instantaneously at
separated points in time. A continuous system is one for which the state variables
change continuously with respect to time. Few systems in practice are wholly

discrete or wholly continuous; but since one type of change predominates for most
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systems, it will usually be possible to classify a system as being either discrete or
continuous. However, at some point in the lives of most systems, there is a need to
study them to try to gain some insight into the relationships among various
components, or to predict performance under some new conditions being considered.
Figure 3.2, maps out different ways in which a system might be studied. Hence, the

ways for studying a particular system can be categorized by the following [51]:

Experiment
with the
actual system

Experiment
with a model
of the system

Physical
model

Mathematical
model

Analytical

Simulation

Solution

Figure 3.2: Ways of Studying Systems

e Experiment with the Actual System vs. Experiment with a Model of the System.
If it is possible (and cost-effective) to alter the system physically and then let in
operate under the new conditions, it is probably desirable to do so, for in this
case there is no question about whether what we study is valid. However, it is
rarely feasible to do this, because an experiment would often be too costly or

too disruptive to the system. More graphically, the system might not even exist,
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but we nevertheless want to study it in its various proposed alternative
configurations to see how it should be built in the first place; such as a
proposed communication network, or a strategic unclear weapons system. For
these reasons, it is usually necessary to build a model as a representation of the

system and study it as a surrogate of the actual system.

Physical Model vs. Mathematical Model. Tt has been found useful to build
physical models (also called iconic models) to study engineering or
management system. But the vast majority of models built for such purposes
are mathematical, representing a system in terms of logical and quantitative
relationships that are then manipulated and changed to see how the model
reacts, and thus how the system would react-if the mathematical model is a

valid one.

Analytical Solution vs. Simulation. Once the mathematical model has been
built, it must be then examined to see how it can be used to answer the
questions of interest about the system it is supposed to represent. If the model is
simple enough, it may be possible to work with its relationships and quantities
to get an exact analytical solution. This is very simple, closed-form solution
obtainable with just paper and pencil, but some analytical solutions can become
extraordinary complex, requiring vast computing resources. If an analytical
solution to a mathematical model is available and is computationally efficient,
it is usually desirable to study the model in this way rather than via a
simulation. However, many systems are highly complex, so that valid
mathematical models of them are themselves complex. In this case, the model
must be studied by means of simulation, i.e. numerically exercising the model
for the inputs in question to see how they affect the output measures of
performance. Simulation is one of the most widely used operations-research

and management science techniques, if not the most widely used.

For our research work, we choose to experiment with a physical model of the system

rather than with its mathematical one; since experiment with the physical model is

more useful and almost less costly. Once the proposed physical model is built then it

must be evaluated with the proper performance measures of interest.
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However, since we need an input data for this physical model then we will need to

build a simulator tool to generate such input data. In fact, simulation is one of the

most widely used operation-research and management science techniques. It is

defined as the imitation of the operation of a real-world process or system over time.

Thus, simulation modeling can be used both as an analysis tool for predicting the

effect of changes to existing systems, and as a design tool to predict the performance

of new systems under varying sets of circumstances. Consequently, Simulation

models can be classified based on seven different dimensions [52]:

Static vs. Dynamic Models. A static simulation model is a representation of a
system at a particular time, or one that may be used to represent a system in
which time simply plays no role. On the other hand, a dynamic simulation
model represents a system as it evolves over time, i.e. the system state changes

with time.

Deterministic vs. Stochastic (Probabilistic) Models. If a simulation model does
not contain any probabilistic (i.e. random) components, it is called
deterministic; a complicated system of differential equations describing such a
model. In deterministic models, the output is determined once the set of input
quantities and relationships in the model have been specified; even though it
might take a lot of computer time to evaluate what is it. Many systems,
however, must be modeled as having at least some random input components,
and this give rise to stochastic simulation models. For example, most queuing
systems are modeled stochastically. Stochastic simulation models produce
output that is itself random and must be therefore treated as only an estimate of

the true characteristics of the model.

Continuous vs. Discrete Models. A model in which the system state variables
are defined at all times is called continuous-time model. On the other hand, if
the system state variables are defined only at particular instants in time, the

model is called discrete-time model.

In our research, the specific nature of the developed simulator is considered as a

Dynamic Stochastic Discrete event simulation. A dynamic simulation model
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represent a system as it evolves over time, stochastic is defined as the simulation
model contains some probabilistic such as random input components. Finally,
discrete event simulation concerns the modeling of a system as it evolves over time
by a representation in which the state variables change instantaneously at separate
points in time [50]. These points in time are the ones at which an event occurs, where
an event is defined as an instantaneous occurrence that may change the state of the

system.

Because of the dynamic nature of discrete-event simulation models, we must keep
track of the current value of simulated time as the simulation proceeds, and also need
a mechanism to advance simulated time from one value to another. For that reason, a
variable, called simulation clock must be defined in the simulation model to give the
current value of simulated time. The unit of time for that simulation clock is never
stated explicitly when a model is written in a general-purpose language, and it is

assumed to be in the same units as the input parameters.

Historically, two principal approaches have been suggested for advancing the
simulation clock: next-event time advanced and fixed-increment time advance.
However, the first approach is used by all major simulation software and by most
people coding their model in a general-purpose language, while the second is a
special case of the first. With Fixed-Increment Time Advance approach, the
simulation clock is advanced in increments of exactly same time units. After each
update of the clock, a check is made to determine if any events should have occurred
during the previous interval of length. If one or more events were scheduled to have
occurred during this interval, these events are considered to occur at the end of the
interval and the system state are updated accordingly. The primary use of this
approach appears to be for systems where it can reasonably be assumed that all
events actually occur at fixed intervals. On the other hand, with Next-Event Time
Advanced approach, the simulation clock is initialized to zero and the times of
occurrence of future events are determined. The simulation clock is then advanced to
the time of occurrence of the first of these future events, at which point the state of

the system is updated to account for the fact that an event has occurred.
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3.5  Modeling Arrival Process

In many simulations it is needed to generate a sequence of random points in time 0 =
to <t <t; <...<ty, such that the ith event of some kind occurs at time t; (i=1, 2... n)

and the distribution of the event times {t;} follows some specified form.

In this research, two models of arrival processes are considered: first, the Poisson
process, which is an arrival process for which its values are IID (Identically and
Independently Distributed) exponential random variables. The Poisson process is
probably the most commonly used model for the arrival process of customers to a
queuing system. Second, the Batch arrival, which is an approach for modeling arrival

processes where each event is actually an arrival of a group of packets.

Poisson Processes: The stationary Poisson process with rate A > 0, has the property
that the inter-arrival times 4; = t; — t,.; (where i = 1, 2 ...) are IID exponential random
variables with common mean 1/ A. Thus, we can generate the #;’s recursively as

follow:

1. Generate U~ U (0, 1) independent of nay previous variants.

2. Return L=1t- (1/ X) In U.

This algorithm can be easily modified to generate any arrival process where the inter-

arrival times are [ID random variables, whether or not they are exponential.

Batch Arrivals: In this approach we consider an arrival process ith batch of
customers arrives at time #; and the number of customers in this batch is a discrete
random variable B,. If we assume that the B/’s are IID and, in addition, are
independent of the #’s. Then a general recursive algorithm for generating this arrival
process is as follow:

1. Generate the next arrival time ¢,

2. Generate the discrete random variants B; independently of any previous B;’s

and also independently of ¢}, t,... t.

3. Return the information that B; customers are arriving at time ¢;.
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3.6  Measuring System Performance

To measure and evaluate the performance of this system, we will look at estimates of
two quantities. First, we will estimate the expected packet average delay of the n
packets completing their delays during the simulation; we denote this quantity by
d(n). Since the actual average delay observed of the » packets, on a given run of the
simulation, depends on the inter-arrival and service-time random variable
observations, then the average delay on a given run of the simulation is properly
regarded as a random variable itself. As a result, the estimation of this measure is

expressed by the expected value of this random variable.

From a single run of the simulation resulting in packet delays D;, D, ... D,, an

obvious estimator of d(n) is

n

> D,

1

d(n) =—'n—— (3.1)

The second and final output measure and evaluate of performance for this system is a
measure of jitter which is defined as a variation in the delay of received packets. At
the sending side, packets are sent in a stream with the packets spaced evenly apart.
Due to network congestion, improper queuing, or configuration errors, this steady
stream can become lumpy, or the delay between each packet can vary instead of
remaining constant. Hence, from multiple run of the simulation resulting in packet’s

average delays D), D; ... D,,A, we can estimate the variation of such delays.

3.7 Conclusion

In this chapter, we presented in details the research methodology we adopt for
evaluating different routing protocols performance in the context of: secured and
non-secured situations. We started our methodology by identifying the main research
problems related to authenticate routing protocol messages. And consequently, we
defined our proposed experimental model, which will be used in studying the

performance of secured versus non-secured routing protocol messages.
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On determining the performance evaluation techniques to be adopted for carrying out
this research, we decided to experiment with a physical model of the system rather
than with its mathematical one. However, since we need an input data for this
physical model then we outline that our next step of research approach is to build a

simulator tool to generate such input data.

The specific nature of the developed simulator is considered as Dynamic Stochastic
Discrete event simulation. A dynamic simulation model represent a system as it
evolves over time, stochastic is defined as the simulation model contains some
probabilistic such as random input components, and discrete event concems the
modeling of a system as it evolves over time by a representation in which the state

variables change instantaneously at separate points in time.

Finally, to measure and evaluate the performance of this system, we looked at
estimates of three quantities. First, we will estimate the expected packet average
delay time of the system packets completing their delays during the simulation. The
second output measure of performance for this system is a measure of jitter which is
defined as a variation in the delay of received packets. The third output measure of
performance for this system is a measure of the variation of overhead for all routing

protocols.
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Chapter 4

The Test-bed Network Model

4. 1 Introduction

In this chapter, we are presenting in the details of the real experiment network model
we adopt for evaluating the performance of different routing protocols in the context
of MD5 Authentication secured and non-secured situations. Accordingly, we will
start our chapter by explaining our test-bed network model and its features before we
strictly describe the MDS5 authentication technique and our Java-based Object-

Oriented discrete-event simulator.

4.2 Test-Bed Network Model (Cisco Routers)

The real proposed test-bed network model consists of four Cisco Routers 1721
Modular Access Router, Client/Server, Transmission media connections and a Java
client-server program for generating, monitoring traffic and reporting results is
presented as part of this work. The Java-based Object-oriented discrete-event
simulator with both client and server is implemented at each end node of the network
model. The network traffic, namely TCP packets, is directed from the client to the
server, which calculates the major performance measures, especially the average
delay time, jitter and overhead of the TCP packets. Figure 1 illustrates the real
proposed test-bed network model [53], [54].
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Test-Bed Network Model
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Figure 4.1: Test-bed Network Model

4. 2.1 Cisco Routers 1721 Modular Access Router

The Cisco router 1721 Modular Access Router has good characteristics to use as it is
reliable, dependable, and secured in both internet and network access through various
high-speed WAN access technologies. The Cisco 1700 Series offers a comprehensive
suite of integrated security capabilities with wire-speed IP Security Virtual Private
Networks (VPN), stateful firewall protection, and intrusion detection. It also offers a
migration path to voice-over-IP and IP telephony services through a converged data
and voice network that offers call processing and Quality of Service (QoS)

guarantees. Figure 4.2 shows front and back sides for the Cisco 1721 Router [54].
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Figure 4.2: Cisco Routers 1721 Modular Access Router

Indeed, Cisco router 1721 is an ideal for enterprise branch offices small and medium-
sized businesses, the Cisco 1700 Series modular design provides the flexibility to
meet demanding and evolving business requirements by offering high-speed
broadband and leased-line access, comprehensive security, and multi-service data and

voice integration [53].

4. 2.2 Cisco Router 1721 Key Feature

The Cisco 1721 Modular Access Router is designed to help organizations embrace
the productivity benefits of secured applications. The Cisco 1721 router enables such
benefits by delivering secure Internet, intranet, and extranet access with (VPN) and
firewall technology. Table 4.1 shows the key features of Cisco Routers 1721

Modular Access Router.

Table 4.1: Key Features of Cisco Routers 1721
Feature Description

One Fast Ethernet Operates in full- or half-duplex mode.
(10/100BASE-TX) port Supports auto-sensing for 10- or 100-Mbps operation.
Supports IEEE 802.1Q VLAN encapsulation.

Two Cisco WAN Supports a combination of any two of the following

interface card, (WIC) WIC's: ISDN BRI, 56-kbps DSU/CSU, FT1/T1

slots DSU/CSU, high-speed serial, dual-serial, ADSL, and
Ethernet.

One Console port Supports router configuration and management with a

directly-connected terminal or PC. Supports up to
115.2 kbps.
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One Auxiliary port Supports modem connection to the router, which can

be configured and managed from a remote location.

Supports up to 115.2 kbps.

3DES, encryption module

VPN hardware-assisted | Provides [IPSEC DES and 3DES hardware encryption.

SNMP support Router can be managed over a network using Simple

Network Management Protocol (SNMP).

Support for Cisco IOS Supports IP, IPX, AppleTalk, IBM, Open Shortest Path
software version 12.4 First (OSPF), NetWare Link Services Protocol (NLSP),

Resource Reservation Protocol (RSVP), encryption,

features.
network address translation, and the Cisco 10S
Firewall Feature Set
[54], [55]
4.2.3 Front Panel LED's

This subsection looks for the router front panel LED's, which are shown in Figure 4.3

and its detailed description, is illustrated in Table 4.2.

Cisco 1721 Front Panel LED’s

WICO WIC1
ETH
PWR ACT/CHO ACT/CHO
acT

I R W
l‘_o';_'} cC3J C3 [ —

ACT/CH1 ACT/CH1 coL

Figure 4.3: Front panel of Router 1721

Table 4.2: Cisco Routers 1721 Front Panel LEDs Description

LED

Indication Description

PWR

Green /Off E’ower is supplied to the router / The router is not

powered on.

OK

Green / Off | The router has successfully booted up and the
| software is functional. This LED blinks during the
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power-on self-test (POST) / The router has not
successfully booted up.

WIC 0 Green Serial and DSU/CSU cards—Blinks when data is
ACT/CHO being sent to or received from the port on the card
in the WICO slot

WIC 0 Green Serial and CSU/DSU cards—Remains off

ACT/CH1

WIC 1 Green Serial and DSU/CSU cards—Blinks when data is

ACT/CHO being sent to or received from the port on the card
in the WICI slot

WIC 1 Green Serial and CSU/DSU cards—Remains off

ACT/CH1

ETH ACT Green Blinks when there is network activity on the
Ethernet port

ETH COL Yellow Blinks when there are packet collisions on the
local Ethernet network

[54], [55]
4. 2. 4 Back Panel Ports and LED's

In this subsection, we describe the router back panel ports and LED's, which are

shown in Figure 4.4 and its detailed description is illustrated in Tables 4.3 and 4.4.

Kensington-compatible
locking socket

‘ wiC 0 slot Console port WIC 1 slot POWG’ISW""h
\ |

oFmTE B B
ot DI LWHI o o

Cisco 1721 wr,ooK FOX 100 UNK SEERGEIIED GWILew MCDCK WICH OK TS +12,-12V00 %
T ! | T
wiCc ¢ 101100-Mbps MOD OK
QK LED Ethernet port LED J Power
ocket
FDX/100/ Auxiliary port WIC 1 OK
LINK LEDs LED

Figure 4.4: Back panel of Router 1721
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Table 4.3: Cisco Routers 1721 Back Panel Ports Description

Connector/Slot | Label/Color | Description
Ethernet port 10/100 Connects the router to the local Ethernet network
ETHERNET | through this port. This port autosenses the speed
(yellow) (10 Mbps or 100 Mbps) and duplex mode (full-
or half-) of the device to which it is connected
and then operates at the same speed and in the
same duplex mode.
Auxiliary port | AUX Connects to a modem for remote configuration
(black) with Cisco IOS software. Supports up to 115.2
kbps.
Console port CONSOLE | Connects to a terminal or PC for local
(blue) configuration using Cisco IOS software. Supports
up to 115.2 kbps.
WIC slot0 No label Supports one Cisco WAN Interface Cards (WIC).
(WICO)
WIC slotl No label Supports one Cisco WAN Interface Cards (WIC)
(WIC1)

Table 4.4: Cisco Routers 1721 Back Panel LEDs Description

LED Label Color Description

WICO OK Green On when a WIC is correctly inserted in the card
slot.

FDX Green On solid—Ethernet port is operating in full-
duplex mode. Off—Ethernet port is operating in
half-duplex mode

100 Green On solid—Ethernet port is operating at 100
Mbps.

Off—Ethernet port is operating at 10 Mbps

LINK Green On when the Ethernet link is up.

MOD OK Green On when the VPN hardware encryption module is
installed and recognized by the IOS.

WIC1 OK Green On when a WIC is correctly inserted in the card

slot.
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4. 2. 5 Physical Interfaces

The interfaces on a router provide network connectivity to the router. The console
and auxiliary ports are used for managing the router. Routers also have ports for
LAN and WAN connectivity. The LAN interfaces usually include Ethernet, Fast
Ethernet, while the serial interfaces are used for WAN connectivity. Specifically, for

Cisco Routers 1721, the following ports are identified:

1. One 10/100BASE-TX Fast Ethernet port (RJ-45)
e Automatic speed detection and duplex negotiation

o [IEEE 802.1Q VLAN routing

2. Two WAN interface card slots
e Supports any combination of two WAN interface cards.

3. One auxiliary (AUX) port

e RJ-45 jack with EIA/TIA-232 interface
e Asynchronous serial data terminal equipment (DTE) with full modem controls

Carrier Detect, data set ready (DSR), Request To Send (RTS), Clear To Send
(CTS)
e Asynchronous serial data rates up to 115.2 kbps

4. One console port
e RJ-45 jack with EIA/TIA-232 interface
e Asynchronous serial DTE
e Transmit/receive rates up to 115.2 kbps (default 9600 bps, not a network data

port)

e No hardware handshaking such as RTS/CTS

5. One internal expansion slot for support of hardware-assisted services such as

VPN encryption (up to T1/E1 performance). [53], [54], [55]
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4.2. 6. LAN Adapter

A LAN adapter is a device used to allow a router to interface with a network. Many
routers may have some of LAN adapter already installed. Most networks that are
used in an office or home environment are known as Local Area Networks (LANs).
This type of network is one used over a limited geographic area. A LAN adapter is
simply one that is able to access this type of network. A LAN adapter can be used
with a wireless or wired network, it is important to understand what type of network
and connection is needed. In most cases, a wireless LAN adapter cannot be used for a
wired network and vice versa. In many cases, a wired LAN adapter is used for
Ethernet connections, one of the fastest and most reliable forms of wired networks.
Because of their performance and security, they are often used in office or business

environments. The following port is identified:

* One 10/100BASE-TX Fast Ethernet port (RJ-45)
o Automatic speed detection

o Automatic duplex negotiation
o I[EEE 802.1Q VLAN routing (Cisco 1721 only) [55]

4.2.7 WAN Adapters

The dual serial port WAN Interface Card (WIC-2A/S) provides higher levels of
serial port density for a single WIC and is supported on the Cisco 1700, 2600, and
3600 series. The low serial speed WIC-2A/S supports up to 128 Kbps synchronous
or 115.2 Kbps asynchronous serial links. Each port on a WIC is a different physical
interface and can support different protocols such as Point—to—Point Protocol (PPP)
or Frame Relay and Data Terminal Equipment/Data Communications Equipment
(DTE/DCE). This WIC supports mixed asynchronous and synchronous operation on
a single card as well. The dual-serial port WAN interface cards (WICs) for the Cisco
1700 series feature Cisco's new, compact, high-density Smart Serial connector to
support a wide variety of electrical interfaces when used with the appropriate
transition cable. This includes V.35, RS—232, RS—449, RS-530, RS—530A in male
and female versions for both DTE and DCE devices. This feature provides easy

configuration and reconfiguration as network requirements change, without the need
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of purchasing a different serial interface card. Here are the specifications of WAN

interface port:

» Synchronous serial interfaces on serial WAN interface cards

o Interface speed: up to 2.0 Mbps (T1/E1).

o Synchronous serial protocols: Point-to-Point Protocol (PPP), High-Level
Data Link Control (HDLC), Link Access Procedure, Balanced (LAPB), IBM
Systems Network Architecture (SNA).

o Synchronous serial WAN services: Frame Relay, X.25, SMDS.

o Synchronous serial interfaces supported on the WIC-1T, WIC-2T, and WIC-
2A/S cards: V.35, EIA/TIA-232, EIA/TIA-449, X.21, EIA-530

 Asynchronous serial interfaces on serial WAN interface cards
o Interface speed: up to 115.2 kbps
o Asynchronous serial protocols: PPP, Serial Line Internet Protocol (SLIP)

o Asynchronous interface: EIA/TIA-232

o ADSL WAN interface card
o Supports ATM adaptation layer 5 (AALS) services and applications
o Interoperates with Alcatel DSL access multiplexer (DSLAM) with Alcatel
chipset and Cisco 6130/6260 DSLAM with Globe span chipset
o Complies with ANSI T1.413 issue 2 and ITU 992.1 (G.DMT)
e G.shdsl WAN interface card
o Based on the ITU G.991.2, delivers symmetrical data rates from 192 kbps to
2.3 Mbps; speeds vary, depending on loop length and line conditions

e ISDN WAN interface cards
o ISDN dialup and ISDN DSL (IDSL) at 64 and 128 kbps
o Encapsulation over IDSL, Frame Relay, and PPP  [53], [55], [56], [57]

4. 3 Network Transmission Media

In order to carry the data packets from one node to another on a network some sort of

media transmission must be employed. There are many variations of such media in
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existence, however, only the most widely used types for LANs and WANs

connections will be covered.
4. 3. 1. Ethernet Cable

In this section, we describe the Ethernet cables that are used to connect the router to
the local Ethernet network. A 10/100BASE-TX router, such as the Cisco 1721 router,
requires Category 5 Unshielded Twisted-Pair (UTP) or Shielded Twisted-Pair (STP)
cable for either straight-through or cross-over Ethernet. Table 4.5 and Table 4.6

illustrate the pin-outs for the straight-through and cross-over Ethernet cable

respectively.
Table 4.5: Straight-through Ethernet Cable Pin-outs
RJ-45 Pin’ Signal Direction RJ-45 Pin
1 TX+ —> 1
2 TX- —> 2
3 RX+ <— 3
6 RX- <— 6

Pins 4, 5, 7, and 8 are not used for signaling.

Table 4.6: Cross-over Ethernet Cable Pin-outs

RJ-45 Pin Signal Direction RJ-45 Pin
1 TX+ —> 3
2 TX- —> 6
3 RX+ < 1
6 RX- <— 2

Pins 4, 5, 7, and 8 are not used for signaling.

[53], [54], [55]

4. 3. 2 Ethernet Network Cabling Guidelines

In Table 4.7, below, we describe some guidelines for creating cable of Ethernet
networks. However, Specs might vary, depending on the manufacturer of the

network equipment.

57




Table 4.7: Ethernet Cabling Guidelines

Specification 10BASE-T 100BASE-TX
Maximum segment length 100 meters 100 meters
Maximum number of segments per | 5 With Class [ repeaters: 1
network With Class II repeaters: 2
Maximum hop count’ 4 With Class I repeaters: 0

With Class II repeaters: 1

Maximum number of nodes per 1024 1024
segment
Cable type required UTP Cat 3,4, or 5 | UTP Category 5 or STP
" Hop count = Routing metric used to measure the distance between a source and a
destination.

4. 3.3 DCE/DTE DB60 Cable

Cisco router to router cable DB60 ends both ends. In other words, this used to
connect two Cisco routers via the synchronous serial ports. This cable is a 1ft V.35
DTE/DCE DB60-DB60 Crossover Back-to-Back Cable used to connect Cisco
1600/1700/2500/2600/3600 (WIC-1T, NM-4A/S, NM-8A/S on the 2600 and 3600)
Series routers via their serial ports to simulate Frame-Relay and other WAN
topologies. Figure 4.5 shows the serial cable sockets that connect between WIC's on

two routers.

Figure 4.5: WAN Serial Cable Sockets [55]
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4. 3. 4 Console Cable and Adapter

A console cable is provided with the router. We use this cable to connect the router
to a PC or terminal. The router comes with a DB-9-to-DB-25 adapter that may be
used for connecting the router to a modem, using the console cable. Table 4.8
describes the wiring for the console port and the console cable. This table also

includes pin-outs for the DB-9-to-DB-25 adapter.

Table 4.8: Console Cable and Adapter Pin-outs

Console (DTE) | Console Port | Console Cable| Adapter | Terminal (DTE)
Signal RJ-45 Pin DB-9 Pin DB-25 Pin | Signal

RTS 1 8 5 CTS

DTR 2 6 6 DSR

XD 3 2 3 RXD

GND 4 5 7 GND

GND 5 5 7 GND

RXD 6 3 2 TXD

DSR 7 4 20 DTR ]
CTS 8 7 4 RTS

[53], [54], [55], [57]
4. 4, The Test-Bed Network Model

The Test-Bed model employed is a combination of hardware and software. The
process of model validation is a key for the use of four Cisco Routers, computers,
and Java simulation model to evaluate the performance of EIGRP, RIPv2 and OSPF
routing protocols in the context of secured and non-secured situations. For the case
of providing security constrains within our test-bed model, we illustrate in details the
Message Digest (MD35) authentication. This authentication prevents a router from
accepting and using unauthorized, malicious, or corrupted routing traffic. Also, we
describe a general process that emphasizes three measurements factors for validation:
Average delay, Jitter, and overheads. However, we use a test-bed Java simulation
model to generate specific routing traffic data which will pass from client to server

specifically in the experiment model. Moreover, a Java-based Object-oriented
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discrete-event program with both client and server will be implemented at the end

nodes of the network model.

4. 4. 1 Message-Digest S (MD5) Authentication

General speaking, the damage that can be done in an unsecured routing infrastructure
is so enormous that special precautions have to be taken into consideration.
Modifying routing tables maliciously can cause significant network traffic to be
diverted to the wrong destination. In general, a non-secure routing infrastructure
degrades the performance of routers when they are intentionally or unintentionally
miss configured. Unfortunately, no widely deployed secure routing protocols are
used today. The current way of protecting routing infrastructures relies on so-called
best practices, which include various simplistic techniques such as firewalls,
intrusion detection systems, authentication Message Digest (MD5), route filters, and
private addressing [40], [41]. Authentication occurs when any router ensures that
only routing updates received from a trusted neighbor are used. This prevents a
router from accepting and using unauthorized, malicious, or corrupted routing
updates that may compromise the security or availability of the network, and lead,

for example, to rerouting of traffic or a denial of service [48], [58].
4. 4. 2. MDS Algorithm

In cryptography, MD5 is a widely used, partially insecure cryptographic hash
function with a 128-bit hash value. As an Internet standard, MD5 has been employed
in a wide variety of security applications, and is also commonly used to check the
integrity of files. An MD3 hash is typically expressed as a 32 digit hexadecimal
number. MD5 was designed by Ron Rivest in 1991 (RFC 1321) to replace an earlier
hash function, MD4. In 1996, a flaw was found with the design of MD5. While it
was not a clearly fatal weakness, cryptographers began recommending the use of
other algorithms, such as SHA-1 (which has since been found vulnerable itself). In
2004, more serious flaws were discovered making further use of the algorithm for
security purposes questionable. In 2007 a group of researchers including Arjen

Lenstra described how to create a pair of files that share the same MD5 checksum

[40], [41], [48].
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Figure 4.6 shows one MD5 operation out of 64 operations that are grouped in four
rounds of 16 operations. F is a nonlinear function; one function is used in each
round. M; denotes a 32-bit block of the message input, and K; denotes a 32-bit

constant, different for each operation.

A B C D
32 bitof the input
message i
32 bit arbitraty + F f
vabig D
left rotate
+)

A B C D

Figure 4.6: One MDS operation [48]

From Figure 4.6, ® denotes addition modulo 2*%. MD5 processes a variable-length
message into a fixed-length output of 128 bits. The input message is broken up into
chunks of 512-bit blocks (sixteen 32-bit integers); the message is then padded so that
its length is divisible by 512. The padding works as follows: first a single bit, 1, is
appended to the end of the message. This is followed by as many zeros as are
required to bring the length of the message up to 64 bits less than a multiple of 512.
The remaining bits are filled up with a 64-bit integer representing the length of the
original message, in bits. The main MDS5 algorithm operates on a 128-bit state,
divided into four 32-bit words, denoted 4, B, C and D. These are initialized to certain
fixed constants. The main algorithm then operates on each 512-bit message block in
turn, each block modifying the state. The processing of a message block consists of
four similar stages, termed rounds; each round is composed of 16 similar operations

based on a non-linear function F, modular addition, and left rotation [40], [41], [48].

4. 4. 3. MDS Applications

MD?5 digests have been widely used in the software world to provide some assurance

that a transferred file has arrived intact. For example, file servers often provide a pre-
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computed MD35 checksum' for the files, so that a user can compare the checksum of
the downloaded file to it. Unix-based operating systems include MD5 sum utilities in
their distribution packages, whereas Windows users use third-party applications.
However, now that it is easy to generate MD5 collisions, it is possible for the person
who created the file to create a second file with the same checksum, so this technique
cannot protect against some forms of malicious tampering. Also, in some cases the
checksum cannot be trusted (for example, if it was obtained over the same channel as
the downloaded file), in which case MD5 can only provide error-checking
functionality through recognizing a corrupt or incomplete download, which becomes
more likely when downloading larger files. MD5 is widely used to store passwords.
To do against the vulnerabilities mentioned above, one can add a salt, comprises
random bits that are used as one of the inputs to a key derivation function, to the
passwords before hashing them. Some implementations, however, may apply the

hashing function even more than once [40], [41], [48].
4. 4. 4. MDS5 hashes

The MD5 hash known as checksum for a file is a 128-bit value, something like a
fingerprint of the file. There is a very small possibility of getting two identical hashes
of two different files. This feature can be useful both for comparing the files and
their integrity control. The 128-bit (16-byte) MDS5 hashes, also termed message
digests, are typically represented as a sequence of 32 hexadecimal digits. For
example, the following 43-byte ASCII input message ("The quick brown fox jumps
over the lazy dog") corresponds to the MD5 hash
9¢107d9d372bb6826bd81d3542a419d6. However, even a small change in the
message, with overwhelming probability, will result in a completely different hash,
due to the avalanche effect. For instance, adding a period to the end of the above
message would result in  producing the following MD5  hash:
€4d909c290d0fb1ca068ffaddf22¢cbd0 [48], [62].

In MD5 authentication, the participating routers must share an authentication key.

This key must be manually preconfigured on each router. For EIGRP, multiple keys

1% A checksum is a form of redundancy check, a simple way to protect the integrity of data by
detecting errors in data that are sent through space (telecommunications) or stored for some time
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can be used for authentication. Each key is associated with a number, which must be
the same for all the routers and never be sent over the wire. Each router uses a
combination of this number and the traffic data as inputs to the MD5 algorithm to
produce a message digest called hash. For RIPv2, when keyed MDS5 is used, the
same header and content are used, except that the 16-byte authentication key field is
reused to describe a Keyed Message Digest trailer. For OSPF, the OSPF packet
header includes an Authentication Type field and 64 bits of data for use by the
appropriate authentication scheme. Generally, most fields within this common header
have obvious meanings. For instance, the version number is set to 2 to indicate
OSPFv2 and the type is the OSPF packet type i.e. hello, database description, link-
state request, link-state update, and link-state acknowledgment. The packet length is
the number of bytes in the packet. Figure 4.7 illustrates the sequence of events

involved in MD35 authentication for the sending router [40], [41], [48].
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Figure 4.7: MD5 Neighbor Authentication at the Sender Router

Accordingly, the MDS5 algorithm takes the preconfigured shared secret key and the
traffic data or message as inputs and returns a message digest, hash, which is
appended to the message and sent through the appropriate interface. Figure 4.8

illustrates the sequence of events for routing protocol authentication at the

destination router [14].
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Figure 4.8: The Sequence of Events at the Destination Router [14]

EIGRP, RIP and OSPF are supported keyed MDS5 cryptographic checksums to
provide authentication of traffic data including routing updates. Each key is
represented by key number, key string, and key identifier, which are stored locally.
EIGRP MDS5 authentication supports multiple keys, which are grouped in one
keychain. RIP MD5 the basic RIPv2 message format provides for an 8-byte header
with an array of 20-byte records as its data content. When keyed MDS35 is used, the
same header and content are used, except that the 16-byte authentication key field is
reused to describe a Keyed Message Digest trailer. With MD5, all OSPF protocol
exchanges are authenticated. The OSPF packet header includes an Authentication
Type field and 64 bits of data for use by the appropriate authentication scheme. Each
key has a lifetime period that validates the usage of this key for sending and
receiving. The router selects one key from the keychain for sending an authentication
packet. The key numbers are examined from the lowest to the highest, and the first

valid key encountered is used [14], [41], [48].
4. 4. 5. End-to-End Client /Server
Client/server networking grew in popularity many years ago as personal computers

(PCs) became the common alternative to older mainframe computers. Client devices

are typically PCs with windows XP operating system and network software
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applications installed that request and receive information over the network. The
client initiates requests from the server, waits for replies and then receives replies, it
usually connects to a small number of servers at one time, also, interacts directly

with end-users using a graphical user interface.

A server is device typically stores files and databases including more complex
applications like Web sites. Server devices often feature higher-powered central
processors, more memory, and larger disk drives than clients. The server never
initiates requests or activities; it listens to network and responds only to requests
from connected and authorized clients, and waits for and replies to requests from
connected clients [59], [60]. Table 4.9 illustrates the client and server personal

computer specifications. This client/server is Windows platform.

Table 4.9.: Client-Server Personal Computer Specifications

Client Server

Personal computer Dell, Latitude D-610

Laptop, with the following specs:

- Processor: CPU 2.0 GHz.

- RAM: 512 Giga Bytes.

- Hard Disk: 80 Giga Bytes.

- Operating System: Windows XP
professional with Service Pack 2.

- Integrated Network Card 10/100 MB.

Personal computer Dell, OptiPlex GX

260, with the following configurations:

- Processor: CPU 2.8 GHz.

- RAM: 1.5 Giga Bytes.

- Hard Disk: 80 Giga Bytes.

- Operating System: Windows XP
professional with Service Pack 2.

- Integrated Network Card 10/100 MB.

4. 4. 6. The Client/Server Simulation

Generally speaking, the Java language environment, and client-server architecture
are complementary software technologies, which, when used together provide a
powerful set of tools for developing and deploying generate, send, and receive
number of specific packets.

The idea of adding process-oriented simulation capabilities to a general purpose
object-oriented programming language is not new. The Java language has several
features that are ideally suited to the implementation of advanced discrete-event

simulation architectures and reusable simulation software components. One is a

65



simple yet powerful framework that greatly facilitates the implementation of object-
oriented design methodology and its capabilities for creating flexible, modular, and
reusable programs. Also, where other languages rely on a host of third-party
supported libraries, Java includes native support for networking and common
Internet protocols, database connection via Java Database Connectivity,
multithreading, distributed objects via Remote Method Invocation, and graphical

user interfaces via the Abstract Windowing Toolkit. [56], [57], [58].

In this research, a Java-based Object-oriented discrete-event program with both client
and server is implemented at the end nodes of the network model. The network
traffic, namely TCP packets, is directed from the client to the server, which
calculates the major performance measures, especially the average delay time of the
TCP packets. The packet data size is set to 1000 bytes and the generation of these
packets follows the Markov Poisson Process (MPP), which is a doubly stochastic
Poisson process whose rate varies according to a Markov process. The MPP can be
viewed as a superposition of latent Poisson processes, which can be expressed as a
non-homogeneous discretely indexed Hidden Markov Model (HMM) by partitioning
time into intervals between observed events. The resultant traffic model is an
ON/OFF traffic where the client sends bulk traffic during the ON periods and
nothing during the OFF periods. ON and OFF periods are distributed exponentially
with a mean of 10. The number of packets in bulk traffic is distributed normally with

mean equals to 100 and variance equals to 10 [40], [41].

We describe an approach to build easy-to-use client software named Client Java
program, which use to generate the packets and pass it to a remote server. On the
other hand, we build server software named Server Java program, which received
these packets and calculate the average delay time, jitter and overhead for number of
bulk packets. We use this scheme for evaluating and developing a generic framework

for processing network packets.

The synchronization issue in the client/server environment should be highly
considered. To do so, we use a Clock synchronous v1.0.0, Miro-Karjalainen [63]
program to synchronize the time between the client and the server to be in the same

time which is measured by milliseconds.
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4.4.7. The Client Side

The Client generates a specific number of packets that will be transmitted to the
server on the other side through the test-bed network model which has been
employed for this research. Figure 4.9 illustrates the logic of the Client which starts
with setting the packet size to 1000 bytes. This is equal to 8000 bits as each byte
holds 8 bits. The Client logic is composed of three main parts. The first part is
concern with configuring a selected traffic pattern while the second part establishes
connection with the server and lastly, the third part executes the selected traffic
pattern, i.e. transmits packets to the server following the chosen traffic pattern. In the
first part, the selected traffic pattern is MPP for which OFF period lengths are
exponentially distributed with a given mean (OFFGen: exponential(mean)). The
lengths of the ON periods are dependent on the size of bulks to be transmitted during
these periods. The size (BSize) of a bulk is deterministic starting at size of 10,000
packets for the first bulk and increasing by a fixed increment of 5,000 packets for the
next bulk. Targeted maximum bulk size is set to 55,000 packets. In the second part a
socket connection is established with the server on /P, and Port,. Finally, the third
part implements the selected and configured traffic pattern of part one and streaming

the packets to the server over the network.
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Figure 4.9: Client Logic

We are using a JCreator LE 4.0 to run the Client Java simulation program. Figure
4.10 shows snapshoot of program compilation where the process is correctly

completed.
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Socket client;

= public Client () {
try{
client = new Socket(®132.168.10.57,3500);
System.out.println{"eststablish connection ..."};
Qutput = new ObjectOutputItream(client.getOutputStream());
output.flush():
System.out.println(”.,.connected..."):
start3Sending (10000, 000, 55000,10) :
output.close() ;
client.claose(): =
}
catch(Exception e){ System.out.println{"in exception....."+e.toString()); } -
}

d public void startSending(int initislnp,int noPstep, int noPmax, int mean) {
int maxnp = noPmax;

int npStep = noPstep:

int explean= mean;
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Figure 4.10: Client Java program after compilation
4. 4. 8. The Server Side

The Server receives bulks of packets, sent from the Client through the test-bed
network model which has been deployed for this research, calculates the average
delay time, jitter and overhead for these bulks of packets and eventually outputs the
results in a text file. Accordingly as Figure 4.11 illustrates, to start receiving the
client’s bulks of packets the Server establishes its server socket on /P, and Port,.
This can be done through forcing the server socket to listen for Client connections in
an infinite loop. Once a Client request is received, the Server creates a socket to deal
with the requesting client then starts a process to receive the client’s bulks of packets.
Whenever packets are received, they are processed and their relevant performance
measures of interest are calculated; i.e. average delay, jitter and overhead. The
collected results will then be saved in a separate text file. Similarly, the Server keeps
in checking whether the Maximum number of packets (MP) counter has reached its
limit of 55,000 packets before getting the new First number of packets (FP) value,

equals to the previous FP value plus the SP value, in the next cycle of receiving and
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so on. Eventually, when MP counter exceeds the value of 55,000 packets the Server
simulation program will stop. In addition, as shown in Figure 4.12, the server has to

get ready waiting for the Client connection request.
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Starting Server Accept Calf
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. ' | .
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Figure 4.11: Server Logic
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Figure 4.12: Server Waiting for Connections

Again, we are using a JCreator LE 4.0 to run the Server Java simulation program.
Figure 4.13 shows snapshoot of program compilation with the process is correctly

completed.
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4.4.9. Model Traffic Pseudo Code

In this section, we show our five-step model traffic pseudo code as illustrated in
Figure 4.14. At step zero, we setup our network model as a collection of clients,
routers, and single server. This has clearly illustrated earlier in Figure 4.1. Next at
step one; we represent our synchronization model components which include the
operations of Synchronizing routers physical clocks and Synchronizing Server,
Clients and Routers logical clocks. On step two, we define our adopted routing
protocols as EIGRP, RIPv2, and OSPF. We also describe our MD5 authentication
algorithm which ultimately will be used to enforce our desired routing traffic security
constrains. At step three, we select and configure the traffic pattern, establish server
connections at the specified network address and port, serve the packets, calculate
their performance measures of interests, and finally stores the collected results in an
output file. Eventually at step five, we do the comparative analysis for the three

routing protocols.

72



0. Setup network model: Collection of clients, routers and a Server from the sets C=
{c1, ¢2 ..., Cul, R={ F1,12.. ), and S= {5} respectively.

1: Synchronization model components
1:1 Synchronize routers physical clocks
1:2 Synchronize Server, Clients and Routers logical clocks

2: Set D= Px0, where P= {EIGRP, RIPv2, OSPF} and O= {non-Secured, MD35

Secured)
3: Loop: VdeD
- Loop Vr;eR, whereje{l,2,...m}:
- Setup & configure d onr;
- Endloop

- Start Server with IPx, Porty
- Loop: Vc;eC, where iefl,2,...,n}
- Select & Configure a traffic pattern
- Loop: iteration< max_iterations
- VceC whereiefl,2,...,n} establish connections to s,
at [Px, Porty
Loop: No_packets <max_packets
- Simultaneously:
- Arbitrary V'c;eC, whereie{l,2,...,n}
plug trafficto N
- AYA
- processes packets
- Calculates measures
- Saves measures to output file

End loop
Calculate overall weighted measure for this iteration
- VcieC whereie{l,2,...,n} disconnect from s,
- End Loop
- Calculate overall weighted measure V iterations.
- End Loop
- End Loop
4: Compare All results ¥ deD.

Figure 4.14: Five-Step Model Traffic Pseudo Code
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4. 4. 10, Traffic Pattern Model

Generally speaking, the last few years have seen a rapid growth in both the volume
and variety of network traffic, while at the same time it is becoming ever more
important to understand network behaviors to provide security and misuse

monitoring.

To model network traffic, the system is initialized with a set of interests, such as my
idea that shown in figure 4.15. The interests describe a variety of traffic
characteristics: some about the source or destination, the type of connection, the

characteristics of the traffic, temporal relations and trends, variability etc. [4.12]

—t=0
QFF, Exponential random
ON Bulk of Size 10,000 packets
ON;BS=10,000
- OFF,

ONj3 Bulk of Size + Step Packets (SP)
OMN;BS=0N;BS + SP

ONpBS =ON1BS + 5P

OFF: Periods lengths are exponentially distributed
ON : Periods lengths depend on number of packets to transmit during busy periods (1

e., Bulk Size)

ON;BS =ONj;;BS + SP
Where SP= 5,000 packets, ON1BS= 10,000 packets and ONp,,BS = 55,000 packets

Figure 4.15: Model Traffic Pattern
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4. 4. 11. Routing Protocols Configurations

Generally, most people configure their routers by using telnet or windows Hyper-
terminal. Initially, we turn on the router and connect its console port to the
PC/terminal serial (COM) port using a rollover, named console cable. As in Figure
4.16, we start a windows Hyper-terminal session and set COM1 port to be used and
then click OK. Eventually, set the speed of the connection to 9600 baud rate and
click OK as shown in Figure 4.17.

Fle Ear e el Mansfer Rl

e 8f 048 &

Connection Description

% New Comnection

Enter a name and chooss an icon for the connection:

_CISOLE

Figure 4.16: Start Hyper-terminal Connection

COM1 Properties E“E(]

Poit Se/t!ingsv
Bits per second: v
Data bits: lB "':l
Parity: ‘None \f'|
Stop bits: ‘ 1 s;‘
Flow control: IHardware V{‘
Restore Detaults
[ 0K ] Cancel ( Apply

Figure 4.17: Setting up Hyper-terminal Connection
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Now when the router boots up, it asks if you wish to begin by using the initial
configuration. Hit the Enter key to see the prompt from the router as it will look like
this:
ROUTERI1>
Issue the command enable and provide the password to enter privileged mode.
ROUTERI> enable
This is the privilege mode with a pound sign (#):
ROUTERI1#
Once we enter privilege mode, we have access to all the configuration information
and options the IOS provides, either directly from privilege mode, or from one of its
sub-modes. Each of these modes has a prompt of the form:
To configure any feature of the router, we must enter configuration mode.
ROUTERI1# configure terminal
ROUTERI1(config)#interface serial 0
ROUTERI1(config-if)#

Or
ROUTER 1(config)#router eigrp 100
ROUTER 1(config-router)#

As demonstrated above, the prompt change indicates the mode that you are working
in.
In fact, the router's configuration file has two important configuration files. There is
the configuration file that describes the current running state of the router, which is
called the running-config. Also, there is a configuration file that the router uses to
boot, namely called the startup-config. However, for our research, we mainly focus
on the following parts:

o Configuring interfaces.

e Configuring EIGRP, RIPv2, and OSPF routing protocols.

e Configuring MD35 authentication in secured mode.

76



Figure 4.18 illustrates a sample EIGRP configuration carried out on all test-bed
model routers that are employed in this research for the case of secured MD35

Authentication.

Configure EIGRP to perform Secured MD35 Authentication mode:

Enter global configuration mode:

ROUTER 1#configure terminal

From global configuration mode, specify the interface that you want to configure
EIGRP message authentication on. This on all Interfaces, the sample here is on
fastethernet 0:

ROUTERI (config)#interface fastethernet 0

ROUTERI (config-if)#ip address 192.168.1.1 255.255.255.0

From global configuration mode, specify the clockrate that you want to configure.
ROUTERI (config-if)#clockrate 800000 (on DCE cable)

ROUTERI (config—if)#ip authentication mode eigrp 100 md5

Specify the keychain that should be used for authentication

ROUTERI (config—-if)#ip authentication key—chain eigrp 100 khalidchain

We did the same configuration on other interfaces Serial 0 & Serial 1

ROUTERI (config-if)#no shutdown

ROUTERI1 (config—if)#end

Create the key chain

ROUTERI (config)#key chain khalidchain

Specify the key number

ROUTERI (config—keychain)#key 1

Specify the key—string for the key

ROUTERI (config—keychain—key)#key—string Khalid-63

We configure key management commands in key-chain key configuration mode to
automatically migrate from one authentication key to another by configuring the:
accept-lifetime start-time {infinite | end-time | duration seconds)

send-lifetime start-time {infinite | end-time | duration seconds}

ROUTER 1(config—keychain—key)#accept-lifetime 00:00:00 May 31 2008 infinite
ROUTERI1(config—keychain—key)#send-lifetime 00:00:00 May 31 2008 infinite
End the configuration mode

ROUTERI1 (config—keychain—key)#end
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Enable EIGRP message authentication. The 100 used here is the autonomous
system number of the network. MD5 indicates that the MD3 hash is to be used for
authentication

We then configure EIGRP to perform MD5 authentication using the key as shown:
Enter global configuration mode

ROUTER1#configure terminal

ROUTER I(config)#router eigrp 100

ROUTERI(config-router)# network 192.168.1.0

ROUTER 1(config-router)# network 192.168.101.0

ROUTERI(config-router)# network 192.168.102.0

ROUTERI (config-router)#end

Figure 4.18: EIGRP Configuration in Secured MD5 Authentication

Figure 4.19 illustrates a sample EIGRP configuration carried out on all test-bed
mode] routers that are employed in this research for the case of non-secured MD5

Authentication.

Configure EIGRP to perform a non-secured mode:

Enter global configuration mode

ROUTER 1#configure terminal

From global configuration mode, specify the interface(s) that you want to
configure, the sample here is on fastethernet ().

ROUTERI1 (config)#interface fastethernet 0

ROUTERI (config-if)#ip address 192.168.1.1 255.255.255.0

From global configuration mode, specify the clockrate that you want to configure.
ROUTERI1 (config-ify#clockrate 800000 (on DCE cable)

ROUTERI1 (config—if)#no shutdown

ROUTERI1(config—if)#end

From global configuration mode enable EIGRP as routing protocol. The 100 used
here is the autonomous system number of the network.

ROUTERI1(config)#router eigrp 100

Specify the network numbers that will be routing between themselves that should be
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used.

ROUTER #configure terminal
ROUTERI(config)#router eigrp 100
ROUTERI(config-router)# network 192.168.1.0
ROUTERI1(config-router)# network 192.168.101.0
ROUTER I (config-router)# network 192.168.102.0
ROUTERI1(config—router)#end

Figure 4.19: Non-Secured EIGRP Configuration

Figure 4.20 illustrates a sample RIPv2 configuration carried out on all test-bed model
routers that are employed in this research for the case of secured MDS5

Authentication.

Configure RIPv2 to perform secured MD5 Authentication mode:

Enter global configuration mode:

ROUTER 1#configure terminal

From global configuration mode, specify the interface that you want to configure
RIPv2 message authentication on all interfaces. The sample here is on fast 0.
ROUTERI (config)#interface(s)

ROUTERI (config-if)#ip address 192.168.5.1 255.255.255.0

From global configuration mode, specify the clockrate that you want to configure.
ROUTERI (config-if)#clockrate 800000 (on DCE cable)

ROUTERI (config—if)# ip rip authentication mode md5

Specify the keychain that should be used for authentication

ROUTERI (config—if)# ip rip authentication key-chain khalidchain

ROUTERI (config—if)#no shutdown

ROUTERI (config—if}#end

Create the key chain

ROUTERI (config)#key chain khalidchain

Specify the key number

ROUTERI (config—keychain)#key 1

Specify the key—string for the key

ROUTERI1 (config—keychain—key)#key—string khalid-63

We configure key management commands in key-chain key configuration mode to
automatically migrate from one authentication key to another by configuring the
accept-lifetime start-time {infinite | end-time | duration seconds} and
send-lifetime start-time {infinite | end-time | duration seconds} (optional)
ROUTERI (config—keychain—key)#accept-lifetime 00:00:00 May 31 2008 infinite
ROUTERI1 (config—keychain—key)#send-lifetime 00:00:00 May 31 2008 infinite
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End the configuration

ROUTERI (config—keychain—key)#end

Enable RIPv2 message authentication. MDS5 indicates that the MDS5 hash is to be
used for authentication

We then configure RIPv2 to perform MD5 authentication using the key as shown:
Enter global configuration mode

ROUTER 1#configure terminal

ROUTERI(config)#router rip

ROUTERI1(config-router)#version 2

ROUTERI1(config-router)# network 192.168.1.0

ROUTER 1(config-router)# network 192.168.101.0

ROUTERI1(config-router)# network 192.168.102.0
ROUTERI(config—router)#end

Figure 4.20: RIPv2 Configuration in Secured MDS5 Authentication

Figure 4.21 illustrates a sample RIPv2 configuration carried out on all test-bed model
routers that are employed in this research for the case of non-secured MDS5

Authentication.

Configure RIPv2 to perform an non-secured mode:

Enter global configuration mode

ROUTER l#configure terminal

From global configuration mode, specify the interface(s) that you want to
configure. The sample here is on fastethernet 0:

ROUTERI (config)#interface(s)

ROUTERI (config-if)#ip address 192.168.5.1 255.255.255.0

From global configuration mode, specify the clockrate that you want to configure.
ROUTERI1 (config—if)#clockrate 800000 (on DCE cable)

ROUTERI1 (config—if)#no shutdown

ROUTERI (config—if)#end

From global configuration mode enable RIPv2 as routing protocol. v2 is the
version of routing protocol.

ROUTERI (config)#router rip

ROUTERI1 (config-router)#version 2

Specify all the network numbers that will be routing between themselves that should
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be used.

ROUTERI(config-router)# network 192.168.1.0
ROUTER (config-router)# network 192.168.101.0
ROUTERI(config-router)# network 192.168.102.0
ROUTERI (config-router)#end

Figure 4.21: Non-Secured RIPv2 Configuration

Figure 4.22 illustrates a sample OSPF configuration carried out on all test-bed model

routers that are employed in this research for the case of secured MD3 Authentication.

Configure OSPF to perform secured MD35 Authentication mode:

Enter global configuration mode:

ROUTERI1#configure terminal

From global configuration mode, specify the interfaces that you want to configure
OSPF message authentication on. The sample here is on fastethernet 0:
ROUTERI (config)#interface fastethernet 0

ROUTERI (config-if)#ip address 192.168.1.1 255.255.255.0

ROUTERI1 (config—if)# ip ospf message-digest-key 1 mdS Khalid-63

From global configuration mode, specify the clockrate that you want to configure.
ROUTERI1 (config—if)#clockrate 800000 (on DCE cable)

ROUTER!1 (config—if)#no shutdown

ROUTERI (config-if)#end

Enable OSPF message authentication. MDJ5 indicates that the md5 hash is to be
used for authentication. The 100 used here is the autonomous system number of the
network.

We then configure OSPF to perform MDS35 authentication using the key as shown:
Enter global configuration mode

ROUTERI1(config)#router ospf 100

ROUTERI1(config-router)#area 0 authentication message-digest
ROUTERI1(config-router)#network 192.168.1.0 0.0.0.255 area 0
ROUTERI1(config-router)#network 192.168.101.0 0.0.0.255 area 0

ROUTER I(config-router)#network 192.168.102.0 0.0.0.255 area 0

ROUTERI1 (config—router)#end

Figure 4.22: OSPF Configuration in Secured MDS Authentication
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Figure 4.23 illustrates a sample OSPF configuration carried out on all test-bed model
routers that are employed in this research for the case of non-secured MD35

Authentication.

Configure OSPF to perform a non-secured mode:

Enter global configuration mode

ROUTER 1#configure terminal

From global configuration mode, specify the interface(s) that you want to
configure. The sample here is on fastethernet 0:

ROUTERI1 (config)#interface fastethernet 0

ROUTERI (config—if)# ip address 192.168.1.1 255.255.255.0

ROUTERI (config-if)#no shutdown

From global configuration mode, specify the clockrate that you want to configure.
ROUTERI (config-if)#Clockrate 800000 (on DCE cable)

ROUTERI (config-if)#end

From global configuration mode enable RIPv2 as routing protocol. v2 is the
version of routing protocol. The 100 used here is the autonomous system number of
the network.

ROUTERI1 (config)#router ospf 100

Specify all the network numbers that will be routing between themselves that should
be used.

ROUTERI1(config)#router ospf 100

ROUTERI(config-router)#network 192.168.1.0 0.0.0.255 area 0
ROUTER 1 (config-router)#network 192.168.101.0 0.0.0.255 area 0
ROUTERI1(config-router)#network 192.168.102.0 0.0.0.255 area 0
ROUTERI1(config-router)#end

Figure 4.23: Non-Secured OSPF Configuration

4.5 Conclusion

In this chapter, we explained in details our experiment from both hardware
and software perspectives. A Java client and server programs for generating,

monitoring traffic and reporting results was presented as part of this work. In
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addition, we described the detailed routers’ configuration for the purpose of studying
the impact of secured MD35 authentication versus non-secured on routing traffic for

the cases of EIGRP, RIPv2, and OSPF routing protocols.
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Chapter 5

Results and Discussion

5.1 Introduction

In this chapter, we will evaluate our experimental proposed test-bed network model.
The evaluation has three objectives. First, is to show that the average delay time for
the secured link state OSPF routing protocol is always less than the secured distance
vector RIPv2 and EIGRP routing protocols. Second, is to show that the measuring of
jitter for the different routing protocols, which is a variance in delay in individual
data packets within a data packet stream, can be visible through variations in
amplitude, signal strength, and other elements of such waves. The usual causes
include connection timeouts, connection time delay, data traffic congestion, and
interference. Third, and finally, is to measure the overhead for the same EIGRP,

RIPv2 and OSPF routing protocols.

Following next, fourteen graphs are plotted to evaluate the average delay time, jitter
and overhead with respect to the number of packets. Various traffic loads described
by total number of packets sent during the sessions of the ON periods have been
plugged into the simulation model. Initially a total of 10,000 packets as a first traffic
load incremented by 5,000 packets up to 55,000 packets have been used. The
following figures show the average delay time, jitter and overhead with number of
packets in the case of secured MD5 authentication and unsecured of EIGRP, RIPv2,
and OSPF routing protocols.

5.2 Enhanced Interior Gateway Routing Protocol (EIGRP)

In the following subsections, three graphs were plotted to evaluate the efficiency of
the EIGRP in both non-secured and secured MD35 authentication with respect to the

average delay, jitter, and overhead respectively.
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5.2.1 Average Delay Time of EIGRP in both Secured/Unsecured

Figure 5.1 shows the average delay time with number of packets in the secured MDS5

authentication case and unsecured case for EIGRP routing protocol.
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Figure 5.1: Average Delay Time of Secured / No-secured EIGRP

The results show the average delay time of EIGRP in secure mode is continuously
larger than the EIGRP in unsecure mode due to many processes run that will delay
the data passes to the server. Indeed, for both cases, the system shows an

exponentially curve for lightly, moderately and extremely overloads.

5.2.2 Jitter of EIGRP in both Secured/Unsecured

Figure 5.2 shows the jitter with number of packets in the secured MDS5 authentication
case and the unsecured case for EIGRP routing protocol. The results show that
during the system starts to moderately, MDS is little bit highest than the unsecured
case, when the system starts to extremely overload the jitter curve will is the same
for the both secured and unsecured modes, because the system is going to steady

state conditions.
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Jitter in EIGRP in both Secure and Unsecure Cases
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Figure 5.2: Jitter of Secured / Unsecured EIGRP

5.2.3 Overhead of EIGRP

Figure 5.3 shows the average delay overhead of the EIGRP routing protocol. The
results show that when the system is lightly overloaded between 10,000-20,000
EIGRP gives the highest overhead values, when the system starts to moderately
overloaded in 25,000-30,000 the EIGRP gives going to be a little overhead.
Eventually, when the system is extremely overloaded the EIGRP gives the lowest

overhead and the overhead will be almost in the steady state.
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Figure 5.3: EIGRP Overhead
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5.3 Routing Information Protocol version 2 (RIPv2)

In the following subsections, three graphs were plotted to evaluate the efficiency of
the RIPv2 in both non-secured and secured MDS5 authentication with respect to the

average delay, jitter, and overhead respectively.

5.3.1 Average Delay Time of RIPv2 in both Secured & Unsecured

Figure 5.4 shows the average delay time with number of packets in the secured MD5

authentication case and unsecured case for RIPv2 routing protocols.
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Figure 5.4: Average Delay Time of Secured / Non-secured RIPv2

The results show the average delay time of RIPv2 in secure mode is continuously
larger than the RIPv2 in unsecure mode, because there are many processes run like
producing a hash and check if hashes are the same or not, that will delay the data
passes to the server. Indeed, for both cases, the system shows an exponentially curve
for lightly, and moderately overloads, but in extremely overloaded the curse is going

to highest value.
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5.3.2 Jitter of RIPv2 in both Secured/Unsecured

Figure 5.5 shows the jitter with number of packets in the secured MD35 authentication
case and the unsecured case for RIPv2 routing protocol. The results show that in the
case of lightly loaded conditions, the jitter of RIPv2 in the secured and unsecured
cases preserve the same jitter values. However, when the system starts to moderately
overload with an approximate value of 4.2 and 20,000 packets, the RIPv2 in secured
MDS5 authentication case shows more exponentially curve when compared to the
unsecured case, because there are many processes are running like producing a hash
and check if the hashes are the same or not in addition to multicasting the entire

routing table to all routers every 30 seconds.
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Figure 5.5: Jitter of Secured / Non-secured RIPv2
5.3.3 Overhead of RIPv2

Figure 5.6 shows the average delay overhead of the RIPv2 routing protocol. The
results show that when the system is lightly overloaded, RIPv2 gives the lowest
overhead values, when the system starts to moderately overloaded with 20,000 and
30,000 packets, the RIPv2 gives a bit more overhead. Eventually, when the system is
extremely overloaded from 35,000 packets the RIPv2 starts to increase
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exponentially, this is because of many processes are running in the router memory, in

addition to multicasting the entire routing table to all routers every 30 seconds.
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Figure 5.6: Overhead of RIPv2
5.4 Open Shortest Path First (OSPF)

In the following subsections, three graphs were plotted to evaluate the efficiency of
the OSPF in both non-secured and secured MDS5 authentication with respect to the

average delay, jitter, and overhead respectively.
5.4.1 Average Delay Time of OSPF in both Secured/Non-Secured

Figlire 5.7 shows the average delay time with number of packets in the secured MDS5
authentication case and unsecured case for OSPF routing protocol. The results show
that when the system is lightly overloaded the average delay time of OSPF in the
unsecured is a bit smaller than the case of secured MDS5 authentication in one.
However, after then, when the system starts moderately overload the cure is shows
exponentially increasing values little bit, when the system is extremely overload the
OSPF MDS5 case is showing more than the unsecured case, this is because of many

processes are running in the router memory.
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Figure 5.7: Average Delay Time of Secured / Non-Secured OSPF

5.4.2 Jitter of OSPF in both Secured/Unsecured

Figure 5.8 shows the jitter with number of packets in the secured MDS5 authentication

case and the unsecured case for OSPF routing protocol.
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Figure 5.8: Jitter of Secured / Non-Secured OSPF
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The results show that in the case of lightly loaded conditions, the jitter of OSPF in
the secured MDS5 authentication case is a little bit highest the unsecured case.
However, when the system starts to moderately and extremely overloads the OSPF in
secured MDS5 authentication and unsecured cases, the cure starts an exponentially
values with increasing jitter values in MDS secured case, where the curve of that case
in the average delay time was exponentially highest than the unsecured case, this is

why, because of many processes are running in the router memory.

5.4.3 Overhead of OSPF

Figure 5.9 shows the average delay overhead of the OSPF routing protocol. The
results show that when the system is lightly overloaded OSPF gives the lowest
overhead, when the system starts to moderately overloaded the OSPF routing
protocol gives almost the same overhead with an approximate value of 1.2 ms.
Eventually, when the system is extremely overloaded, OSPF shows an exponentially

overhead.
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Figure 5.9: Overhead of OSPF
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5.5 Total Analysis

Generally speaking, the thesis is combined from hardware and software perspectives.
The proposed test-bed network model is deployed in the network research lab which
means there is no other traffic on the network except the packet that is generated by
the client and traverse through the model to the server, and the performance
measures of interest can then be derived from the resulting probability vector. Due to
space limitations, this section only describes key aspects of the proposed model.
Particularly, the unsecured mode is coming from the default setup for each router in
that model. On other hand, in the secured MD35 authentication mode the router will
check the received packets for its valid authentication, then either it will pass or

discard it.

In this subsection, there are nine graphs plotted to evaluate the average delay time,
jitter and overhead with respect to the number of packets in both secured and
unsecured routing modes. Various traffic loads described by total number of packets
sent during the sessions of the ON periods have been plugged into the simulation
model. Initially a total of 10,000 packets as a first traffic load incremented by 5,000
packets up to 55,000 packets have been used.

5.5.1 Unsecured Average Delay Time

Figure 5.10 shows the average delay time with number of packets in the unsecured
case of EIGRP, RIPv2, and OSPF routing protocols. The results show the average
delay time of RIPv2 is continuously larger than the other two routing protocols.
However, when the system is lightly overloaded OSPF is larger than EIGRP until the
30,000 packets, when the system is moderately overloaded both OSPF and EIGRP
gives the same results before the last one increase more when the system starts to
extremely overloaded with 40000 packets processed, why, because EIGRP integrates

the capabilities of link-state protocols (OSPF) into distance vector protocols.
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Figure 5.10: Average Delay Time in Non-Secured Mode
5.5.2 Secured MDS Average Delay Time

Figure 5.11 shows the average delay time with number of packets in the secured

MDS5 authentication case of EIGRP, RIPv2, and OSPF routing protocols.
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Figure 5.11: Average Delay Time in Secured MD5 Authentication
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Figure 5.11 shows the average delay time with number of packets in the MD35
Authentication secured case of EIGRP, RIPv2, and OSPF routing protocols. The
results show the average delay time of RIPv2 in the secured MD35 authentication case
is continuously larger than the other two routing protocols, due to a many processes
are running in the router memory, in addition to multicasting the entire routing table
to all routers every 30 seconds. However, EIGRP gives a little bit highest result than
OSPF with increase 1 ms. in EIGRP measurements. Why, this is due to the fact that

OSPF is a link state which minimize the packets' processing delay time.
5.5.3 Unsecured of Jitter

Generally speaking, jitter is an important metric when considering the above routing
protocols, and can be measured in a number of ways. The jitter measure used in this
thesis is "cycle-to-cycle" jitter. This measure is taken by recording the difference in
end-to-end delay of two successive packets of the same flow. For example, if a
number packets arrive at the destination node having taken 90ms to traverse the
network, and the following packet from the same flow takes 80ms, then the jitter for
the second packet is 10ms. Figure 5.12 shows the jitter with number of packets in the

unsecured case of EIGRP, RIPv2, and OSPF routing protocols.
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Figure 5.12 shows the jitter with number of packets in unsecured case of EIGRP,
RIPv2, and OSPF routing protocols. The results show that in the case of lightly
loaded conditions, the three routing protocols preserve almost the same jitter value.
However, when the system starts to moderately overloaded both RIPv2 and EIGRP
show lager values when compared to the OSPF routing protocol. This is due to the
fact that OSPF Why, this is due to the fact that OSPF is a link state which minimizes
the packets' processing delay time and has the minimal average delay variation as

shown earlier.

5.5.4 Secured MDS5 Jitter.

Figure 5.13 shows the jitter with number of packets in the secured MDS5
authentication case of EIGRP, RIPv2, and OSPF routing protocols. The results show
that in the case of lightly loaded conditions with secured MD5 authentication case,
the protocol who gives larger jitter vales is OSPF, then RIPv2 and lastly EIGRP.
However, when the system starts to moderately overloaded the RIPv2 shows lager
values when compared to the EIGRP and OSPF routing protocols which have a close
values. This is due to the fact that both EIGRP (where integrates the capabilities of
link-state protocols into distance vector protocols which minimizes the packets'
processing delay time) and OSPF have the minimal average delay variation.
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Figure 5.13: Jitter in Secured MD5 Authentication Mode
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5.5.5 Overhead of EIGRP, RIPv2 and OSPF.

Figure 5.14 shows the average delay overhead of EIGRP, RIPv2, and OSPF routing
protocols. The results show that when the system is lightly overloaded OSPF gives
the lowest overhead while EIGRP gives the largest one. However, when the system
starts to moderately overloaded at 35,000 packets the three routing protocols give
almost the same overhead with an approximate value of 3.5 ms. Eventually, when the
system is extremely overloaded, both RIPv2 and OSPF show an exponentially

overhead while EIGRP remains almost stable.
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5.6 Conclusions

In this chapter, we studied the impact of secured MD35 authentication versus un-
secured for EIGRP, RIPv2, and OSPF routing protocols. The results obtained from
the experiment showed that the average delay time and jitter in the secured case can
become significantly larger when compared to the unsecured case even in steady
state conditions. However, the EIGRP protocol shows the better performance by
achieving the minimum overhead even when the system is extremely overloaded,
why, because EIGRP integrates the capabilities of link-state protocols into distance

vector protocols which minimizes the packets' processing delay time.
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Chapter 6

Research Conclusions

6.1 Conclusion

In this thesis, a performance evaluation study for the Impact of MDS5 authentication
in the case of EIGRP, RIPv2, and OSPF routing protocols has been designed and
implemented. The impacts of MD5 authentication are defined based on some sort of
Internet-Draft published by Cisco Systems and applied on a proposed test-bed model
combined to a Java-based Object-Oriented discrete-event simulator. The study is
employed to calculate the average delay time, jitter and overhead of the above
mentioned routing protocols. Thus, the main focus for this research is to evaluate the

impact of MD5 authentication on these routing protocols mechanism.

The implementation of reliable Client/Server turned out to be the most challenging
tasks, as these mechanisms called for modification to some very basic features of
MDS5 Impacts. Although, the implementation design of these mechanisms may seems
to be quite straight forward, getting the in-depth insight into MD35 impacts, as well as
the nature of these mechanisms, proved to be very difficult, especially with regards

to the actual implementation.

Eventually, we presented three measurements in the test-bed network model to
evaluate the performance of EIGRP, RIPv2 and OSPF routing protocols. The
selected performance measures of interest were the average delay time, jitter, and
overhead. By conducting the above three measurements and observing the collected
results, it was extremely obvious that the EIGRP routing protocol performs overhead
much better than other two RIPv2 and OSPF routing protocols. This can be clearly
noticed through achieving the minimum average delay time, jitter, and overhead as
our performance measures of interest. Moreover, from all the above we found that
the impacts of MDS5 Authentication on distance vector and link state routing
protocols is almost the same values except RIPv2 due to its periodic updates for

every 30 second.
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6.2 Additional remarks

Doing research as well as the actual implementation with respect to this thesis
has left a number of open questions which, due to time constraints, unfortunately
must be left to future research and work. Some of these issues were discussed in

Chapter 2.

A lot of time has been put into issues not directly related to the
implementation. Such issues include learning some Java programming, learning how

to configure Cisco routers, and other technical issues needed for this thesis.

Furthermore, a few papers on routing protocols, security and MDS3, as well as
general networking concepts, have been studied in order to gain an in-depth
knowledge on the state-of-art technologies and research results. Some of these papers
have influenced this thesis with regards to design choices and future work

suggestions.

Being such a comprehensive and complex routing protocol, reading up on
and understanding EIGRP, RIPv2 and OSPF proved to be very challenging. As
RFC's and for the most part describes information for MD5 Authentication and
routing protocols, both specifications had to be studied on order to acquire the in-

depth knowledge needed for thesis.

6.3 Future work

During the process of evaluating the Impact of MDS5 authentication on
routing traffic, as described earlier in this thesis, new ideas and technical issues left
an open research questions. However, due to our research scope constraints defined

earlier for this master thesis these issues are suggested as future work.

In addition, the impact of IPv6 security on routing traffic for the cases of EIGRP,
RIPv2 and OSPF routing protocols is our suggestion for future works on some issue

related to the routing protocols security.
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