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Abstract

Large data is stored in the data bases in Secondary Schools, which contain student’s
demographic and Examination Information. There is a need of these data to be integrated in one
place. This study analyses the application of Data warehouse and Data mining application on
data of student’s previous performance on subject they have took. Where by the data from three
Secondary schools were extracted, transformed and loaded into data warehouse. This study also
builds student’s performance multidimensional cube for each school, a Data mining model was
build based on multidimensional cube designed using Microsoft Neural Network as a Data
mining tool to predict the Student’s performance in their SPM Exam based on their previous
subjects performance. The result shows that subject Bl from Sama Gagah Secondary School

have the highest prediction.
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CHAPTER ONE

INTRODUCTION
This chapter presents the background of the study, in which it explain the motivation behind the
project and the domain on which the project is based on. This chapter also describes the problem
statement, the objective to accomplished, significance and scope of the study. Finally it

highlighted the way subsequent chapters will be organized.

1.1 Background

In the modern world, a lot of data is being received from various sources such as internet,
barcode reading, remote sense and organisational database. Therefore huge amount of data is
stored in a database system, which makes it difficult for organisations to properly organise and
extract meaningful information. Although, traditional operational database store enormous data
but only record and a real-time transactional data are managed. The operational database cannot
answer a query such as what is the probable cause of profit decrease by 10% last year. This
implies that operational database cannot help in making decision. This leads to the development

of techniques called data warehouse and data mining which can handle this kind of situation.

As a result of increasing data in operational databases, these data needs to clean, transform and
integrated into one centre called data warehouse, Online Analytical Processing (OLAP) is a good
way to analyse data in a data warehouse and data mining is used to uncover useful information.
Data warchouse is a subject oriented, integrated, time-varying and non-volatile database system
for decision support (Vincent & Liu, 1998). The main purpose of data warehouse is to extract

data from several sources i.e. external and internal sources, transform the data and make it in a
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