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ABSTRAK

Syarikat MP bahagian R&D Pulau Pinang menerima tiket setiap hari (setiap tiket
yang dikemukan mewakili satu isu yang dihadapi oleh pekerjanya) dari pekerjanya
yang memohon bantuan sokongan. Jumlah tahunan tiket yang dikemukan bertambah
dari tahun 2007 sehingga 2009. Bertambahnya isu bermakna bertambahnya aktiviti
sokongan dibuat bagi menyelesaikan isu-isu tambahan yang dihadapi. Secara
langsung ini bermakna bertambahnya kos operasi. Projek ini adalah bertujuan untuk
membuat analisa dengan menggunakan cara yang di deskripsi oleh teknik Data
Mining, iaitu Clustering analysis. Maklumat tersembunyi dan sebab utama
berlakunya pertambahan isu-isu tahunan dapat di bentangkan. Hasil keputusan dari
analisa ini akan digunakan bagi mengolah satu kerangka ataupun penyelesaian bagi
memperbaiki keadaan tersebut dan menstabilkan jumlah tiket-tiket yang

dikemukakan.

Dalam kajian ini data yang diperolehi di clusterkan dengan menggunakan dua teknik
data mining yang berbeza iaitu K-Mean dan Kohonen Network. Kemudian
perbandingan keatas cluster-cluster yang terhasil dibuat dan dinilai dengan
menggunakan Multinomial Logistic Regression dan Neural Network:MLP. Hasil
keputusan menyerlahkan sebab utama (root cause) yang menyebabkan tiket-tiket
dikemukakan. Maklumat ini akan digunakan oleh MP Company untuk menghasilkan

kerangka ataupun kaedah penyelesaian bagi aplikasi.
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ABSTRACT

MP Company’s R&D department in Penang received daily submission tickets (this
represent issues raised by its staffs) from it staff requesting for support. Number of
annual tickets submission increases from year 2007 until 2009. Increase of issues
means that increase of support activities in order to resolve these extra issues.
Directly this will increase the cost of operation. This project will undergo analysis
which prescribes in one of data mining technique called Clustering analysis. Hidden
information and major root cause of the increase issues is expected to be unveiled.
Result of this analysis can be used to generate framework or solution to improve the

situation and stabilized the number of tickets submission

In this study the data extracted is clustered using two different types of data mining
techniques i.e. K-Means and Kohonen Network. Later the clustered produced is
compared and evaluated using Multinomial Logistic Regression and Neural
Network: MLP. The result produced then reveals the biggest root caused of issue or
problems that eventually triggered the ticket being submitted. This knowledge will
be used by MP Company to further produce the framework or solution model for

implementation.
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CHAPTER 1

INTRODUCTION

In MP Company, for the Research and Development (R&D) division, a ticketing
system is implemented. It is a system for user to submit a ticket from R&D staffs
that use standard MP tools and applications, from hereon it referred to as users, who
have request or issues their needs to be resolved internally. The issues can be

ranging from forgetting the password up to system development failure.

Generically, a ticket can be viewed as a single complaint or a single request from a
user to the supporting team, requesting work to be done to resolve the request or
issue. Once the request is fulfilled or the issue is resolved, the responsible team will
input feedback in the ticket and close the ticket. The feedback may contain work
progress, details of works and status of ticket; either in progress, on hold, closed and

etc.

The ticket details are stored on a centralized location in Oracle database. In this
analysis the ticket extracted is filtered on tickets that have been resolved by the IT

team for MP R&D in Penang. The ticket is also being taken from time to time as key



The contents of
the thesis is for
internal user
only
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