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ABSTRAK

Tesis ini mengemukakan satu kajian di mana objektifnya adalah untuk merek-
abentuk model pengesanan pencerobohan untuk Mobile Ad Hoc Network
(MANET). MANET merupakan satu sistem berotonomi yang mengandungi
sekumpulan nod bergerak tanpa infrastruktur. Persekitaran MANET san-
gat mudah terjejas disebabkan kriteria MANET itu sendiri seperti medium
yang terbuka, topologi dinamik, kerjasama teragih dan keupayaan terbatas.
Malangnya, mekanisma terdahulu yang direkabentuk untuk melindungi
rangkaian tidak sesuai digunakan untuk MANET tanpa sebarang pengubah-
suaian. Pada masa lalu, kaedah pembelajaran mesin telah berjaya digunakan
di dalam beberapa kaedah pengesanan pencerobohan kerana keupayaannya
untuk mendapati dan mengesan serangan baru. Kajian ini, menyiasat peng-
gunaan kaedah pembelajaran mesin untuk merekabentuk pengesanan pencer-
obohan yang paling sesuai bagi jenis rangkaian yang mencabar ini. Algoritma
yang dicadangkan ini, menggunakan kombinasi model yang menggunakan
dua perbezaan pengukuran (metrik ukuran ketidaksesuaian dan metrik “Lo-
cal Distance-based Outlier Factor” (LDOF)) bagi memperbaiki keupayaan
pengesanan. Tambahan pula, algoritma tersebut berupaya memberi keyak-
inan bergred yang memberi indikiasi kebolehpercayaan klasifikasi tersebut.
Di dalam pembelajaran mesin, pemilihan ciri faktor yang paling berkaitan
adalah satu keperluan yang mustahak, terutama di dalam MANET di mana
topologi rangkaiannya adalah dinamik. Ciri pemilihan digunakan untuk un-
tuk pemilihan berkaitan ciri-ciri subset bagi membina model ramalan dan
memperbaiki prestasi pengesanan pencerobohan dengan mengeluarkan ciri-
ciri yang tidak berkaitan. Ramalan “transductive conformal” dan pengesanan
unsur luaran telah digunakan untuk ciri pemilihan algoritma. Teknik penge-
sanan pencerobohan yang terdahulu mempunyai masalah berkaitan dengan
persekitaran yang dinamik. Secara khususnya, isu seperti pengumpulan seran-
gan masa nyata berkaitan audit data dan pengesanan kerjasama global.
Justeru itu, ia memberi motivasi kepada penyelidik untuk merekabentuk senib-
ina baru pengesanan pencerobohan yang melibatkan teknik pengesanan yang
lebih efisyen bagi mengesan keganjilan di dalam MANET. Model cadangan
tersebut mempunyai senibina hirarki kerjasama dan teragih, di mana nod
berkomunikasi dengan region gateway nod untuk membuat keputusan. Bagi
pengesahan penyelidikan ini, penyelidik mempersembahkan kajian kes meng-
gunakan perisian simulasi GLOMOSIM dengan menggunakan protokol peng-
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halaan AODV. Pelbagai serangan aktif telah diimplementasikan. Beberapa
siri hasil daripada eksperimen ini menunjukkan bahawa model pengesanan
pencerobohan yang dicadangkan mampu mengenalpasti secara efektif
kelainan dengan kadar positif kepalsuan yang rendah, kadar pengesanan
yang tinggi dan mencapai kadar ketepatan pengesanan yang tinggi.
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ABSTRACT

This thesis presents a research whose objective is to design an intrusion detec-
tion model for Mobile Ad hoc NETworks (MANET). MANET is an autonomous
system consisting of a group of mobile nodes with no infrastructure support.
The MANET environment is particularly vulnerable because of the charac-
teristics of mobile ad hoc networks such as open medium, dynamic topology,
distributed cooperation, and constrained capability. Unfortunately, the tradi-
tional mechanisms designed for protecting networks are not directly applica-
ble to MANETSs without modifications. In the past decades, machine learning
methods have been successfully used in several intrusion detection methods
because of their ability to discover and detect novel attacks. This research in-
vestigates the use of a promising technique from machine learning to design-
ing the most suitable intrusion detection for this challenging network type.
The proposed algorithm employs a combined model that uses two different
measures (nonconformity metric measures and Local Distance-based Outlier
Factor (LDOF)) to improve its detection ability. Moreover, the algorithm can
provide a graded confidence that indicates the reliability of the classification.
In machine learning algorithm, choosing the most relevant features for each
attack is a very important requirement, especially in mobile ad hoc networks
where the network topology dynamically changes. Feature selection is under-
taken to select the relevant subsets of features to build an efficient predic-
tion model and improve intrusion detection performance by removing irrel-
evant features. The transductive conformal prediction and outlier detection
have been employed for feature selection algorithm. Traditional intrusion de-
tection techniques have had trouble dealing with dynamic environments. In
particular, issues such as collects real time attack related audit data and co-
operative global detection. Therefore, the researcher is motivated to design a
new intrusion detection architecture which involves new detection technique
to efficiently detect the abnormalities in the ad hoc networks. The proposed
model has distributed and cooperative hierarchical architecture, where nodes
communicate with their region gateway node to make decisions. To validate
the research, the researcher presents case study using GLOMOSIM simula-
tion platform with AODV ad hoc routing protocols. Various active attacks are
implemented. A series of experimental results demonstrate that the proposed
intrusion detection model can effectively detect anomalies with low false posi-
tive rate, high detection rate and achieve high detection accuracy.
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CHAPTER 1

INTRODUCTION

1.1 Research Background

Mobile Ad hoc Network (MANET) consists of nodes which are built up from
mobile devices such as mobile computers, Personal Digital Assistant (PDA)
and wireless phones. The nodes communicate with each other using wire-
less links and forming a temporary network without the aid of an established
infrastructure or a centralized administration. The absence of a centralized
administration and node mobility makes all MANETSs nodes behave as both
hosts and routers. In general, the cooperation of all nodes in MANET ensures
reliable routing services. On the other hand, dependency and decentralization

of MANET allows an adversary to exploit new type of attacks that are de-

1
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