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NEW CRYPTOGRAPHIC ALGORITHMS FOR ENHANCING

SECURITY OF VOICE DATA

ABSTRACT

A real-time application Voice over Internet Protocol (VoIP) is the technology that
enables voice packets transmission over internet protocol (IP). Security is of concern
whenever open networks are to be used. In general, the real-time applications suffer from
packet latency and loss due to the nature of IP network. Cryptographic systems may be
used to achieve VoIP security, but their impact on the Quality of Services (QoS) should
be minimized. Most of the known encryption algorithms are computationally expensive
resulting in a significant amount of time added to packet delay. VoIP is usually used by
public users resulting in a key exchange problem and a trusted intermediate authority
normally takes this responsibility. In this research, VoIP security was enhanced via a
proposed cryptographic system. The proposed solution consists of a simple, but strong
encryption/decryption algorithm as well as an embedded method to exchange the keys
between the users. In this research, a new keys is generated in a random fashion and then
used to encrypt each new voice packet to strengthen the security level. Key exchange is
carried out by inserting the key with the ciphered voice packet that depends on the table
of the key positions at the sender and receiver sides, and the target receiver is the only
one who is able to extract the key. The encryption process in this research is divided into
three main stages: key generation, encryption process, and key insertion process. The
decryption process on the other hand is divided into two main stages: key extraction
process, and decryption process. The proposed solution was implemented and tested and
the results showed that the required time for the security processes is minimized
compared to some known algorithms such as AES_ Rijndael algorithm. Furthermore, the
analysis has proved that the security level has a direct relationship to the key length and
the voice packet size in that large packet size requires more processing time. Finally, the
implementation result in this research shows the average time needed to encrypt and
decrypt a voice packet size using a proposed algorithm with the long key of 1024-bits is
much smaller than AES Rijndael algorithm with a short key length of 128-bits.
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ABSTRAK

Aplikasi suara masa benar (real-time) melalui protokol Internet (VoIP) ialah teknologi
yang membolehkan paket suara ditransmisi melalui Protocol Internet (IP). Keselamatan
adalah perkara yang perlu dititikberatkan apabila jaringan terbuka digunakan. Secara
umumnya, aplikasi masa benar (real-time) mempunyai kelemahan disebabkan oleh
kependaman paket and kehilangannya yang disebabkan oleh jaringan semula jadi IP.
Sistem Kriptografi yang digunakan mungkin boleh meningkatkan keselamatan VolIP,
tetapi kesannya terhadap Kualiti Servis (QoS) juga perlu dikurangkan. Kebanyakan
algoritma enkripsi yang diketahui mempunyai pengiraan yang keterlaluan dan ini
mengakibatkan masa penangguhan paket bertambah. VoIP yang biasanya digunakan oleh
pengguna awam menyebabkan masalah pertukaran kekunci and biasanya orang
pertengahan yang dipercayai akan mengambil alih tanggungjawab ini. Dalam
penyelidikan ini, keselamatan VoIP dipertingkatkan dengan menggunakan sistem
kriptografi yang disarankan. Saranan penyelesaian ini mudah, tetapi ia mempunyai
algoritma enkripsi/dekripsi yang kukuh dan mengandungi kaedah pertukaran kekunci di
antara penguna. Dalam kajian ini, kekunci baharu dijana secara rawak dan kemudiannya
digunakan untuk mengenkripsi setiap suara paket yang baharu bagi memperkukuh tahap
keselamatan. Pertukaran kekunci dilakukan dengan memasukkan kekunci melalui tulisan
rahsia paket suara yang bergantung pada jadual kedudukan kekunci pada pihak
penghantar dan pihak penerima serta sasaran penerima adalah sesiapa yang boleh
mengekstrak kekunci tersebut. Proses enkripsi dalam kajian ini dibahagikan kepada tiga
peringkat utama: penjanaan kekunci, proses enkripsi dan proses memasukkan kekunci.
Proses dekripsi pula dibahagikan kepada dua peringkat utama: proses mengekstrak
kekunci dan proses dekripsi. Penyelesaian yang dicadangkan telah dilaksanakan dan diuji
serta keputusan menunjukkan bahawa masa yang diperlukan untuk proses keselamatan
telah dikurangkan berbanding algoritma yang diketahui seperti algoritma AES_Rijndael.
Tambahan pula, analisis juga membuktikan bahwa tahap keselamatan mempunyai
hubungan langsung dengan panjang kekunci dan saiz suara paket di mana paket saiz yang
besar memerlukan masa pemprosesan yang lebih panjang. Akhir sekali, keputusan yang
didapati daripada kajian ini menunjukkan purata masa yang diperlukan untuk
mengenkripsi dan mengdekripsi saiz suara paket yang menggunakan algoritma yang
dicadangkan, walaupun menggunakan kekunci yang panjang iaitu 1024-bit, adalah lebih
pendek berbanding algoritma AES_Rijndel yang menggunakan kekunci yang pendek

iaitu hanya 128-bit.
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CHAPTER ONE

INTRODUCTION

1.1 INTRODUCTION

Real-time application Voice over Internet Protocol (VoIP) refers to the technology that
transfers voice data over Internet Protocol (IP) networks. It conveys real-time audio
information such as human voice, in a manner that emulates traditional telephone service
[1]. The VoIP technology relies on the fundamental internet architecture principle which
allows any computer with an IP address to send any kind of data to any other computer
with an IP address. In general, the VoIP technology only requires an Internet connection
and a program on the endpoint computer capable of encoding and transmitting speech [2-
3].

Among the advantages of the VoIP technology over the traditional Public Switch
Telephone Network (PSTN) are lower cost, integration with other media services,
portability, and bandwidth utilization. For instance, the network and service providers
consider the VoIP technology as a mean of reducing the cost of offering existing voice-
based services and new multimedia services. In addition, the VoIP infrastructure is
viewed as an economical base in building new revenue-generating services. Most
importantly, the deployment of VoIP technology is becoming widespread and forming

part of a shared competitive landscape [4].
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APPENDIX A

DIEHARD STATISTICAL TESTS SUITE

NOTE: Most of the tests in DIEHARD return a p-value,

should be uniform on [0,1) if the input file contains truly
independent random bits. Those p-values are obtained by
p=F (X}, where F is the assumed distribution of the sample
random variable X---often normal. But that assumed F is Jjust
an asymptotic appreximation, for which the fit will be worst

in the tails. Thus you should not be surprised with

occasional p-values near 0 or 1, such as .0012 or .9983.
When a bit stream really FAILS BIG, you will get p's of 0 or

1 to six or more places. By all means, do not, as a

Statistician might, think that a p < .025 or p>» .975 means

that the RNG has "failed the test at the .05 level".
p's happen among the hundreds that DIEHARD produces,
with good RNG's. So keep in mind that " p happens".

This is the BIRTHDAY SPACINGS TEST

:: Choose m birthdays in a year of n days. List the spacings

:: between the birthdays. If j is the number of values that

:: occur more than once in that 1list, then j is asymptotically

:: Poisson distributed with mean m"3/(4n). Experience shows n
must be quite large, say n>=2"18, for comparing the results
to the Poisson distribution with that mean. This test uses
n=2"24 and m=2"9, so that the underlying distribution for j

is taken to be Poisson with lambda=2"27/(2726)=2.

of 500 j's is taken, and a chi-square goodness of fit test
(counting

provides a p value. The first test uses bits 1-24
from the left) from integers in the specified file.

- Then the file is closed and reopened. Next, bits 2-25 are
:: used to provide birthdays, then 2-26 and so on to bits 9-32.
Each set of bits provides a p-value, and the nine p-values

:: provide a sample for a KSTEST.

BIRTHDAY SPACINGS TEST, M= 512 N=2**24 LAMBDA= 2.0000
Results for ob.txt

For a sample of size 500: mean
ob.txt using bits 1 to 24 2.076
duplicate numper number
spacings observed expected
0 56. 67.668
1 142. 135.335
2 136. 135.335
3 85. 90.224
4 50. 45.112
5 21. 18.045
6 to INF 10. 8.282
Chisquare with 6 d.o.f. = 4.02 p-value= .325469
For a sanmple of size 500: mean
ob.txt using bits 2 to 25 2.030
duplicate number number
spacings observed expected
0 58. 67.668
1 142, 135.335
2 128. 135.335
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3 103. 90.224

4 44, 45.112
5 18. 18.045
6 to INF 7. 8.282
Chisquare with 6 d.o.f. = 4.14 p-value= .342556
For a sample of size 500;: mean
ob.txt using bits 3 tc 26 1.880
duplicate number number
spacings observed expected
0 69. 67.668
1 150. 135.335
2 145. 135.335
3 75. 90.224
4 37. 45.112
5 18. 18.045
6 to INF 6. 8.282
Chisquare with 6 d.o.f. = 6.96 p-value= .675583
For a sample of size 500: mean
ob.txt using bits 4 to 27 1.928
duplicate number number
spacings observed expected
0 63. 67.668
1 138. 135.33%
2 163. 135.335
3 74. 90.224
4 43. 45.112
5 11. 18.045
6 to INF 8. 8.282
Chisquare with 6 d.o.f. = 11.81 p-value= .933549
For a sample of size 500: mean
ob.txt using bits 5 to 28 2.040
duplicate number number
spacings observed expected
0 68. 67.668
1 138. 135.335
2 129. 135.335
3 90, 90.224
4 42. 45.112
5 19. 18.045
6 to INF 14. 8.282
Chisquare with 6 d.o.f. = 4.56 p-value= .399259
For a sample of size 500: mean
ob.txt using bits 6 to 29 1.948
duplicate number number
spacings observed expected
0 73. 67.668
1 148. 135.335
2 118. 135.335
3 89. 90.224
4 48. 45,112
5 15. 18.045
6 to INF 9. 8.282
Chisquare with 6 d.o.f. = 4.60 p-value= .404412

.........................................
.........................................




For a sample of size 500: mean

ob.txt using bits 7 to 30 1.976
duplicate number numbper
spacings observed expected
0 66. 67.668
1 124. 135.335
2 161. 135.335
3 90. 90.224
4 38. 45.112
5 12. 18.045
6 to INF 9. 8.282
Chisquare with 6 d.o.f. = 9.07 p-value= .830121
For a sample of size 500: mean
ob.txt using bits 8 to 31 1.968
duplicate number number
spacings observed expected
0 60. 67.668
1 153. 135.335
2 131. 135.335
3 85. 90.224
4 48. 45.112
5 17. 18.045
6 to INF 6. 8.282
Chisquare with 6 d.o.f. = 4.49 p-value= .389316
For a sample of size 500: mean
ob.txt using bits 9 to 32 1.896
duplicate number number
spacings observed expected
0 74 . 67.668
1 145. 135.335
2 131. 135.335
3 88. 90.224
4 38. 45.112
5 21. 18.045
6 to INF 3. 8.282
Chisquare with 6 d.o.f. = 6.45 p-value= .625303

The 9 p-values were
.325469 .342556 . 675583 .933549 .398259
.404412 .830121 .389316 .625303
A KSTEST for the 9 p-values yields .506655

B8 S80S0 8888505800855 588 50885305 858558555555538585

THE OVERLAPPING 5-PERMUTATION TEST
This is the OPERM5 test. It looks at a sequence of one mill-
ion 32-bit random integers. Each set of five consecutive
integers can be in one of 120 states, for the 5! possible or-
derings of five numbers. Thus the 5th, 6th, 7th,...numbers
each provide a state. As many thousands of state transitions
are observed, cumulative counts are made of the number of
occurences of each state. Then the guadratic form in the
weak inverse of the 120x120 covariance matrix yields a test
equivalent to the likelihood ratio test that the 120 cell
counts came from the specified (asymptotically) normal dis-

205



tribution

with the specified 120x120 covariance matrix (with

rank 99). This version uses 1,000,000 integers, twice.
OPERMS test for file ob.txt
For a sample of 1,000,000 consecutive 5-tuples,
chisquare for 99 degrees of freedom= 82.858; p-value= .121306
OPERMS5 test for file ob.txt
For a sample of 1,000,000 consecutive 5-tuples,
chisquare for 89 degrees of freedom= 92.749; p-value= ,342171

...................................................................
...................................................................

This is the BINARY RANK TEST for 31x31 matrices. The leftnost

31 bits of 31 random integers from the test sequence are used
to form a 31x31 binary matrix over the field {0,1}. The rank

is determined. That rank can be from 0 to 31, but ranks< 28

are rare, and their counts are pooled with those for rank 28.
Ranks are found for 40,000 such random matrices and a chisqua-::
re test is performed on counts for ranks 31,30,29 and <=28.

Binary rank test for ob.txt
Rank test for 31x31 binary matrices:
rows from leftmost 31 bits of each 32-bit integer

rank observed expected (o-e)”2/e sum
28 238 211.4 3.342203 3.342
29 5254 5134.0 2.80434¢ 6.147
30 22779 23103.0 4.545131 10.692
31 11729 11551.5 2.726704 13.418

chisquare=13.418 for 3 d. of f.; p-value= .996311

...................................................................

This i1s the BINARY RANK TEST for 32x32 matrices. A random 32x
32 binary matrix is formed, each row a 32-bit random integer.
The rank is determined. That rank can be from 0 to 32, ranks

less than 29 are rare, and their counts are pooled with those
for rank 29. Ranks are found for 40,000 such random matrices
and a chisguare test is performed on counts for ranks 32,31,
30 and <=29.

...................................................................
...................................................................

Binary rank test for ob.txt
Rank test for 32x32 binary matrices:
rows from leftmost 32 bits of each 32-bit integer

rank observed expected (o-e)"2/e¢e sum
29 206 211.4 .138848 .139
30 5136 5134.0 .000771 .140
31 23085 23103.0 .014097 .154
32 11573 11551.5 .039926 .194
chisquare= .194 for 3 d. of f.; p-value= .351343

This is the BINARY RANK TEST for 6x8 matrices. From each of
six random 32-bit integers from the generator under test, a
specified byte is chosen, and the resulting six bytes form a
6x8 binary matrix whose rank is determined. That rank can be
from 0 to 6, but ranks 0,1,2,3 are rare; their counts are
pooled with those fcr rank 4. Ranks are found for 100,000
random matrices, and a chi-square test is performed on
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counts for ranks 6,5 and <=4.

...................................................................

Binary Rank Test for ob.txt
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 1 to 8

OBSERVED EXPECTED (O-E)"~2/E SUM

r<=4 930 944.3 .217 .217

r =5 21658 21743.9 .339 .556

r =6 77412 77311.8 .130 .686
p=l-exp (-SUM/2)= .29029

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 2 to 9

OBSERVED EXPECTED (O-E)"2/E SUM
r<=4 929 944.3 .248 .248
r =5 21630 21743.9 .597 .845
r =6 77441 77311.8 .216 1.060

p=l-exp(-SUM/2)= .41154
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 3 to 10

OBSERVED EXPECTED (O-E)"2/E SUM

r<=4 857 944.3 2171 171

r =5 21617 21743.9 .741 . 911

r =6 77426 77311.8 .169 1.080
p=l-exp(-SUM/2)= .41727

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 4 to 11

OBSERVED EXPECTED (O-E;"2/E SUM
r<=4 974 944 .3 .934 . 934
r =5 21901 21743.9 1.135 2.069
r =6 77125 77311.8 .451 2.520

p=l-exp (-SUM/2)= .71641
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits b to 12

OBSERVED EXPECTED (O-E)"2/E SUM
r<=4 936 944 .3 .073 .073
r =5 21813 21743.9 .220 .293
r =6 77251 77311.8 . 048 .340

p=1l-exp (-SUM/2)= .15650
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 6 to 13

OBSERVED EXPECTED (O-E)"2/E SUM

r<=4 891 944.3 3.009 3.009

r =5 21774 21743.9 .042 3.050

r =6 77335 77311.8 .007 3.057
p=1l-exp (-SUM/2)= .78316

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 7 to 14

OBSERVED EXPECTED (O-E)"~2/E SUM
r<=4 948 944.3 .014 .014
r =5 21752 21743.9 .003 .018
r =6 77300 77311.8 .002 .019
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p=l-exp(-SUM/2)= .00961
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 8 to 15

OBSERVED EXPECTED (O-FE)})"2/E
r<=4 989 944 .3 2.116
r =5 22040 21743.9 4.032
r =6 76971 77311.8 1.502
p=l-exp(-SUM/2)= .97819

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 9 to 16

OBSERVED EXPECTED (O-E}"2/E
r<=4 955 944 .3 .121
r =5 22221 21743.9 10.468
r =6 76824 77311.8 3.078
p=l-exp(-SUM/2)= .99892

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 10 to 17

OBSERVED EXPECTED (O-E)"2/E
r<=4 913 944 .3 1.038
r =5 21894 21743.9 1.036
r =6 77193 77311.8 .183
p=l-exp (-SUM/2)= .67636

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 11 to 18

OBSERVED EXPECTED (O-E)"2/E
r<=4 895 944.3 2.574
r =5 21630 21743.9 .597
r =6 77475 77311.8 . 344
p=l-exp (-SUM/2)= .82753

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 12 to 19

OBSERVED EXPECTED (O~E)"2/E
r<=4 992 944.3 2.409
r =5 21621 21743.9 . 695
r =6 77387 77311.8 .073

p=l-exp(-SUM/2)= .79578
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 13 to 20

OBSERVED EXPECTED (O-E)"2/E
r<=4 929 944.3 .248
r =5 21705 21743.9 .070
r =6 77366 77311.8 .038

p=l-exp (-SUM/2)= .16286
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 14 to 21

OBSERVED EXPECTED (O-E)"2/E
r<=4 921 944.3 .575
r =5 21658 21743.9 L339
r =6 77421 77311.8 .154

p=l-exp(-SUM/2)= .41391

Rank of a 6x8 binary matrix,
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rows formed from eight bits of the RNG ob.txt
b-rank test for bits 15 to 22

OBSERVED EXPECTED (O-E)"2/E
r<=4 942 944.3 .006
r =5 21669 21743.9 .258
r =6 77389 77311.8 .077

p=l-exp{-SUM/2)= .15663
Rank of a 6x8 binary matrix,
rcws formed from eight bits of the RNG ob.txt
b-rank test for bits 16 to 23

OBSERVED EXPECTED (O-E)"2/E
r<=4 987 944.3 1.931
r =5 21632 21743.9 .576
r =6 77381 77311.8 .062

p=1l-exp(-SUM/2)= .72315
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 17 to 24

OBSERVED EXPECTED (O-E)"2/E
r<=4 960 944.3 .261
r =5 21799 21743.9 .140
r =6 77241 77311.8 .065
p=l-exp (-S5UM/2)= .20763

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 18 to 25

OBSERVED EXPECTED (O-E)"2/E
r<=4 962 944 .3 .332
r =5 21691 21743.9 .129
r =6 77347 77311.8 .016
p=1l-exp(-SUM/2)= .21197

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 19 to 26

OBSERVED EXPECTED (O-E)"2/E
r<=4 990 944 .3 2.212
r =5 21716 21743.9 .036
r =6 77294 77311.8 .004
p=l-exp(-SUM/2)= .67558

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 20 to 27

OBSERVED EXPECTED (O-E)"2/E
r<=4 919 944.3 .678
r =5 21736 21743.9 .003
r =6 77345 77311.8 .014

p=l-exp(-SUM/2)= .29356
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 21 to 28

OBSERVED EXPECTED (O-E)"2/E
r<=4 897 944.3 2.369
r =5 21828 21743.9 .325
r =6 772775 77311.8 .018
p=1l-exp (-SUM/2)= .74233

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 22 to 29
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N N

SUM

.006
.264
. 341

SUM

.931
.507
.569

SUM

.261
.401
.465

SUM

.332
.460
476

SUM

.212
.247
.251

SUM

.678
. 681
. 695

SUM

.369
.695
712



CBSERVED EXPECTED (O-E)"2/E SUM

r<=4 968 944 .3 .595 .595

r =5 21554 21743.9 1.658 2.253

r =6 77478 77311.8 .357 2.611
p=l-exp(-SUM/2)= ,72890

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 23 to 30

OBSERVED EXPECTED (O-E)"2/E SUM

r<=4 956 944 .3 .145 . 145

r =5 21922 21743.9 1.459 1.604

r =6 77122 77311.8 .466 2.070
p=1l-exp(-SUM/2)= .64472

Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 24 to 31

OBSERVED EXPECTED (O-E) "2/E SUM
r<=4 983 944.3 1.586 1.586
r =5 22005 21743.9 3.135 4.721
r =6 77012 77311.8 1.163 5.884

p=l-exp(-SUM/2)= .94723
Rank of a 6x8 binary matrix,
rows formed from eight bits of the RNG ob.txt
b-rank test for bits 25 to 32

OBRSERVED EXPECTED (O-E)"2/E SUM

r<=4 978 944.3 1.203 1.203

r =5 21926 21743.9 1.525 2.728

=6 77096 77311.8 .602 3.330
p=l-exp(-SUM/2)= .81081

TEST SUMMARY, 25 tests on 100,000 random 6x8 matrices
These should be 25 uniform [0,1] random variables:

.290289 .411535 .417267 .716410 .156499
.783164 .009607 .978185 .968923 .676364
.827534 .795785 .162858 .413908 .156628
.723145 .207631 .211972 .675584 .293561
. 742333 .728898 .644718 .947235 .810811

brank test summary for ob.txt
The KS test for those 25 supposed UNI's yields
KS p-value= .588188
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...................................................................

THE BITSTREAM TEST

The file under test is viewed as a stream of bits. Call them
bl,b2,... . Consider an alphabet with two "letters", 0 and 1
and think of the stream of bits as a succession of 20-letter
"words", overlapping. Thus the first word is blbZ2...b20, the
second is b2b3...b21, and so on. The bitstream test counts
the number of missing 20-letter (20-bit) words in a string of
2721 overlapping 20-letter words. There are 2720 possible 20
letter words. For a truly random string of 2721+19 bits, the
number of missing words 3 should be (very close to) normally
distributed with mean 141,909 and sigma 428. Thus

(§J-141909) /428 should be a standard normal variate (z score)
that leads to a uniform [0,1) p value. The test 1s repeated
twenty times.

...................................................................
...................................................................



THE OVERLAPPING 20-tuples BITSTREZM
This test uses N=2721 and samples the bitstream 20 times.
with sigma=428.

No. missing words should average

tst no
.99258
tst no
.11980
tst no
.94594
tst no
.29766
tst no
.22150
tst no
.89206
tst no
.98882
tst no
.78370
tst no
.68872
st no
.52671
tst no
.56741
tst no
.18089
tst no
.18336
tst no
.01750
tst no
.59298
tst no
.18398
tst no
.77455
tst no
.45320
tst no
.81685
tst no
.19927

1: 142952 missing words,

2: 141406
3: 142597
4: 141682
5: 141581
6: 142439
7: 142887
8: 142260
9: 142120
10: 141938
11: 141882
12: 1415195
13: 141523
14: 141007
15 142010
16: 141524
17: 142232

18: 141859

19: 142296

20: 141548

missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing
missing

missing

words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,
words,

words,

14

TEST,

13809.

-.53

-.77

1.24

2.28

.82

.49

.07

.17

-.91

-.90

2.11

.24

-.90

.75

-.12

.90

-.84

20 BITS PER WORD, N words

sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas
sigmas

sigmas

from

from

from

from

from

from

from

from

from

from

from

from

from

from

from

from

from

from

from

from
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The OPSO test considers 2-letter words from an alphabet of
s. Fach letter is determined by a specified ten

1024 letter

The tests OPSO, 0OQSO and DNA
OPSO means Overlapping-Pairs-Sparse-Occupancy

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

mean, p-value=

bits from a 32-bit integer in the sequence to be tested. OPSO
2721 (overlapping)

generates

"keystrokes")

2-letter words

(from 2721+1

and counts the number of missing words---that

is 2-letter words which do not appear in the entire sequence.
That count should be very close to normally distributed with
(missingwrds—141909) /290 should

mean 141,909, sigma

290. Thus
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be a standard normal variable. The OPSO test takes 32 bits at
a time from the test file and uses a designated set of ten
consecutive bits. It then restarts the file for the next de-
signated 10 bits, and so on.

0080 means Overlapping-Quadruples-Sparse-Occupancy

The test OQSO is similar, except that it considers 4-letter
words from an alphabet of 32 letters, each letter determined
by a designated string of 5 consecutive bits from the test
file, elements of which are assumed 32-bit random integers.
The mean number of missing words in a sequence of 2721 four-
letter words, (27°21+3 "keystrokes"), is again 141909, with
sigma = 295. The mean is based on theory; sigma comes from
extensive simulation.

The DNA test considers an alphabet of 4 letters:: C,G,A,T,

determined by two designated bits in the sequence of random
integers being tested. It considers 10-letter words, so that
as in OPSO and 0OQSO, there are 2720 possible words, and the
mean number of missing words from a string of 2721 (over-
lapping) 10-letter words (2721+9 "keystrokes") is 141909.
The standard deviation sigma=339 was determined as for 0QSO
by simulation. (Sigma for OPSO, 290, is the true value (fo
three places), not determined by simulation.

OPSO te
Output

OPSO
.7848
OPSO
.6396
OPSO
.9186
OPSO
.1865
OPS0O
.3962
0PSO
.4270
OPSO
.2470
OPSO
.1695
OPSO
.0005
CPSO
.3725
OPSO
.4570
CPSO
.0076
OPSO
.5517
OPSO
.1575
OPS0O
.1510

st for generator ob.txt

: No. missing words (mw), equiv normal variate (z), p-value (p)
mw z
for ob.txt using bits 23 to 32 142138 .789
for ob.txt using bits 22 to 31 142013 .357
for ob.txt using bits 21 to 30 142314 1.395
for ob.txt using bits 20 to 29 141651 ~.891
for ob.txt using bits 19 to 28 141833 -.263
for ob.txt using bits 18 to 27 141856 -.184
for ob.txt using bits 17 to 26 141711 -.684
for ob.txt using bits 16 to 25 141632 -.956
for ob.txt using bits 15 to 24 140958 -3.280
for ob.txt using bits 14 to 23 141815 -.325
for ob.txt using bits 13 to 22 141878 ~-.108
for ob.txt using bits 12 to 21 141205 -2.429
for ob.txt using bits 11 to 20 141947 .130
for ob.txt using bits 10 to 19 141618 -1.005
for ob.txt using bits 9 to 18 141610 -1.032
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