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ABSTRAK

Matlamat utama tesis ini adalah bagi mempersembahkan satu bentuk baru Kadar
Bit Pemboleh Ubah (VBR) untuk penghantaran video, yang memainkan peranan
penting dalam penghantaran trafik video melalui Internet. Ini adalah kerana
terdapat peningkatan mendadak dalam aplikasi media video melalui Internet, dan
data video biasanya berciri trafik yang meletus secara mendadak, yang mengarah
kepada ketidak-tetapan lebar jalur Internet.  Algoritma baru pembentukan ini,
yang dirujuk sebagai Sedikit Lengah - Pembentukan Kadar Bit Pemboleh Ubah
(SD-SVBR), bertujuan untuk mengawal kadar kelajuan video untuk penghantaran
aplikasi video. Ianya direka-bentuk berdasarkan algoritma Pembentukan Kadar
Bit Pemboleh Ubah (SVBR) dan telah dilaksanakan dalam Penyelaku Rangkaian
2 (ns-2). Algorithma SVBR telah direka untuk aplikasi video masa nyata dan ia
mewarisi beberapa keterbatasan dan kelemahan kerana pada proses-prosesnya terselit
anggaran atau ramalan. SVBR mengalami beberapa masalah, seperti terjadinya
penurunan mendadak kadar data yang tidak diingini, baldi limpah atas, kewujudan
kadar data rendah, dan pengenerasian ketidak-tetapan negatif yang berulangan.
Algoritma baru ini mampu menghasilkan satu kadar data tinggi dan pada masa
yang sama kestabilan Pengkuantuman Parameter (QP) yang lebih baik pada babak
video. Sebagai tambahan, kadar data diperbentuk dengan cekap untuk mengelakkan
kenaikan atau penurunan mendadak yang tidak diingini, dan untuk mengelakkan baldi
limpah atas. Bagi mencapai matlamat tersebut, SD-SVBR memiliki tiga strategi;
memproses Kumpulan Gambar (GoP) hadapan babak video dan mendapatkan senarai
QP-ke-kadar data, mendimensikan kadar data kepada penggunaan tinggi baldi-bocor,
dan melaksanakan langkah secara berhati-hati dalam mengikuti nilai QP sebelumnya.
Walau bagaimanapun, algorithma ini perlu disekalikan dengan algorithma yang dapat
memberi maklum balas status rangkaian untuk memberi kebaikkan kawalan kadar
video yang menyeluruh. Sebuah kombinasi beberapa klip video yang terdiri daripada
berbagai kadar data video, telah digunakan untuk tujuan menilai prestasi SD-SVBR.
Keputusan kajian menunjukkan bahawa SD-SVBR berjaya memperolehi nilai Nisbah
Puncak Isyarat-kepada-Hingar (PSNR) yang hebat secara menyeluruh. Dalam pada
itu, pada hampir kesemua kes, ia memperolehi satu kadar data tinggi tetapi tanpa baldi
limpah atas, memanfaatkan penggunaan baldi dengan baik, dan yang menariknya, ia

masih berupaya memperolehi satu ketidak-tetapan QP yang lebih rata.
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ABSTRACT

The aim of this thesis is to present a new shaped Variable Bit Rate (VBR) for
video transmission, which plays a crucial role in delivering video traffic over the
Internet. This is due to the surge of video media applications over the Internet and
the video typically has the characteristic of a highly bursty traffic, which leads to
the Internet bandwidth fluctuation. This new shaped algorithm, referred to as Slight
Delay - Shaped Variable Bit Rate (SD-SVBR), is aimed at controlling the video
rate for video application transmission. It is designed based on the Shaped VBR
(SVBR) algorithm and was implemented in the Network Simulator 2 (ns-2). SVBR
algorithm is devised for real-time video applications and it has several limitations
and weaknesses due to its embedded estimation or prediction processes. SVBR faces
several problems, such as the occurrence of unwanted sharp decrease in data rate,
buffer overflow, the existence of a low data rate, and the generation of a cyclical
negative fluctuation. The new algorithm is capable of producing a high data rate and
at the same time a better quantization parameter (QP) stability video sequence. In
addition, the data rate is shaped efficiently to prevent unwanted sharp increment or
decrement, and to avoid buffer overflow. To achieve the aim, SD-SVBR has three
strategies, which are processing the next Group of Picture (GoP) video sequence and
obtaining the QP-to-data rate list, dimensioning the data rate to a higher utilization of
the leaky-bucket, and implementing a QP smoothing method by carefully measuring
the effects of following the previous QP value. However, this algorithm has to be
combined with a network feedback algorithm to produce a better overall video rate
control. A combination of several video clips, which consisted of a varied video
rate, has been used for the purpose of evaluating SD-SVBR performance. The results
showed that SD-SVBR gains an impressive overall Peak Signal-to-Noise Ratio (PSNR)
value. In addition, in almost all cases, it gains a high video rate but without buffer
overflow, utilizes the buffer well, and interestingly, it is still able to obtain smoother
QP fluctuation.
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CHAPTER ONE

INTRODUCTION

This thesis is about enhancing rate control or rate adaptation for video transmission,
which plays an important role in delivering video traffic over the Internet. This is
due to the fact that video data is highly bursty and the Internet bandwidth fluctuates.
The aim of this chapter is to place the thesis in its context by initially covering a
brief introduction to video rate control issues. Later, the description of the research
properties are stated, which includes the motivation, scope, objectives, key research
steps, and the contributions of the work done in this thesis. In the last section, the

whole thesis organization is presented.

1.1 Video Transmission and Rate Control Issues

Recent years have witnessed an explosive growth of the Internet and increasing
demand for multimedia information services. Multimedia based applications via the
Internet have received tremendous attention. The surge of video media applications
over the Internet are attributed to the increasing capacity of the Internet and its
cost-effectiveness. In spite of the growing networking capabilities of the modern
Internet and sophisticated techniques used by today’s video coding, transmitting

video over the Internet is still a great challenging task, as stated in [4]. In order



to gain good quality video transmission application, several weaknesses need to be
addressed. From the transport layer protocol perspective, the inherited problems are
the lack of throughput guarantees, variabilities in bit rates, delays, and jitters. Those
characteristics are not “friendly” to video applications because video applications favor
timeliness to reliability. That means, video applications are able to compromise packet
loss but sensitive to packet delay.

Figure 1.1 shows the relationship between video transmission application and
transport protocol. There are two main activities in the diagram; the video coding
process at the sender and the network transmission or congestion control at the Internet
network. The sender performs video coding where raw video will be coded or
compressed for transmission. The popular coded video rate controllers are Variable
Bit Rate (VBR) and Constant Bit Rate (CBR). The coded video then is sent to the
application buffer or sender’s transport protocol buffer for the transmission through the
Internet. The transmission regulation is performed by the transport layer protocol and
the real transmission will be done by the Internet. This protocol regulates congestion

control, rate control, flow control, and other controls. of the application data.
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Figure 1.1: Video transmission application architecture

However, as stated earlier, various real-time applications are becoming increasingly
common, that means the Internet infrastructure must be able to accommodate those

applications. Real-time applications have strict requirements in terms of throughput



guarantees, consistent bit rates, and fewer delays or jitters. In contrary, congestion
control will regulate transmission rate without considering real-time application
requirements. Thus, it is not surprising that Guo L. et al. [5] found that up to 40%
media streaming users are suffering various quality degradations. It will become
worse if there are regular occurrences of abrupt changes in video data. These abrupt
changes will trigger bursty network traffic, uneven resource utilization, and may lead
to congestion and exacerbate display disruptions [6]. Figure 1.2 illustrates an obvious

mismatch between media rate and transport protocol transmission rate.

Abrupt jump in media rate
at video data source

Gradual increase/decrease in
transport protocol transmission

IV il T

Video Application

Video Application Internet/Transport Protocol / (client)

{aanvar) Congestion Control

Figure 1.2: Obvious mismatch between video rate and transport protocol rate

As a consequence of explosive growth of media traffic traversing the Internet in
recent years, many optimization studies have been undertaken. These are due to
the fact that media traffic data produces irregular traffic to the network, which is not
designed to fulfill the requirements of such traffic natively (if certain adaptations to the
Internet system are not perform). This irregular traffic has been discussed in previous
works, such as [7]. Thus, the traffic will probably congest the network, and in the worst

case scenario, it may lead to a congestion-collapsed network.



1.1.1 Video Rate Control

Having discussed the growing number of video-based applications over the Internet
and the problems posed by this kind of application, it can be concluded that the
admission of video traffic to the Internet needs to be regulated. If video traffic is
not regulated, the traffic might eventually result in network congestion or data loss.
Additionally, the traffic regulation opens to the possibility of the introduction of
smoother-higher quality video data. The mechanism to regulate video traffic is called
video rate control or rate adaptation.

Rate control is always regarded as an essential element of the typical video coding
as stated in previous works [8, 9, 10, 11, 12, 13, 14]. The general rate control is
illustrated in Figure 1.3, where its main task is to regulate the coded video bits to meet
a suitable target rate. Video coding refers to the process of reducing the quantity of data
used to represent a sequence of video pictures or frames. A number of standards of
video coding have been defined, such as MPEG-2, H.263, and MPEG-4. Although rate
control is not always a part of video coding, it plays a very important role in producing
video data traffic [15, 16, 17, 18]. Since it is not a fixed part of the video coding, this
leaves the flexibility to designers to develop a suitable scheme for specific applications

[14]. Thus, any created algorithm can be applied to many video coding standards.
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Figure 1.3: General rate control architecture



The task of the rate controller module is complicated by the fact that the encoded
video quality should be kept at the highest possible quality level for each frame and
within each frame, while avoiding such visual artifacts as blurring, blocking, and jitter.
The goal of rate control, therefore, is to keep the output bit rate within constrained
limits such that the buffer does not overflow or underflow while achieving maximally
uniform video quality, as mentioned in [19].

Typical functions of a rate controller are determining a suitable bit rate allocation
and its associate Quantization Parameter (QP). This premise has been stated in [12, 19,
20]. However, for the video coding to encode the video data (to compress and at the
same time generate certain data rate for the video) is normally achieved by the QP value
[21, 22]. The studies on the rate control had utilized available information in order
to produce an adaptive video rate which is suitable according to the current network
bandwidth variabilities. Some researchers manipulated the available information only
at the sender side; these include the generated bit rate and buffer status. Meanwhile,
some of the other researchers used a feedback information from the network bandwidth
status.

One of the novel algorithms for the rate control, which is called Shaped VBR
(SVBR), was created by Hamdi et al. as described in [23]. This algorithm is designed
for real-time video application. SVBR is a preventive traffic control which allows
VBR coding video traffic directly into the network, while regulating unpredictable
large bursty traffic by utilizing a leaky bucket algorithm. Thus, it restricts the
excessive bursty media data. SVBR algorithm uses prediction in calculating the
next Group of Picture (GoP) video data size and in determining the next appropriate
quantization parameter value. This method can be regarded as suitable for real time
video application. However, it might produce undesirable results in many video cases,

as discussed thoroughly in Chapter four.



This algorithm has been utilized by many researchers and implemented in many
network scenarios. Since SVBR has been introduced, there were several works or
improvement, in terms of rate control, that had been done. For instance, work by Lie
and Klaue as in [2] have implemented Evalvid-RA, a tool-set for rate adaptive SVBR
video performance evaluation in ns-2, based on Evalvid version 1.2 and Evalvid-NS2
[24]. Besides implementing Evalvid-RA, which is based on SVBR principle, they
also introduced an integrated rate control algorithm. This integrated rate control
gets the feedback from transport layer protocol in order to produce better overall
video transmission. They introduced a proprietary Active Queue Management (AQM)
feedback from the router, namely P-AQM, to produce a more accurate feedback on the

network status. However, this algorithm still works under the limitation of the SVBR.

1.1.2 Video Transmission Rate Control Schemes

There are three schemes of rate control for video transmission; involving controlling
the video rate coding, regulating the transport protocol, and the integrated control
scheme. Figure 1.4 illustrates the three schemes of the rate control for video

transmission.

In the first scheme, namely video coding rate controller, the video data source is
regulated so that in the network interface there will be fewer burst. The research works
done on in this scheme are presented in [25, 26, 27, 28, 12, 13].

In the second scheme with the transport protocol rate control, network congestion is
regulated. This can determine a suitable network speed rate for the video transmission.
For all existing transport protocols’ congestion control, the principle is that any
increment or decrement in transmission rate must be gradual and smooth to ensure
the stability, so as to not damage other connections in the Internet. This principle
is appropriate for traditional applications, such as http, ftp, and e-mail, that seek to

make reliable and effective use of network capacity without requiring short-delay
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Figure 1.4: Three rate control schemes for the video transmission application

transmission (timely delivery). Thus, it is an obvious contrast between video media
transmission rate and transport protocol congestion control to enable better, smoother
video streaming over the Internet. Some of the research works done on this scheme are
described [29, 30, 31, 32, 33].

For the third scheme, the integrated video coding rate controller gets feedback
from the transport layer to produce better performance for the overall transmission as

explained in [34, 35, 9, 36].

1.1.3 Video Performance Evaluation

The other issue is that most of the studies had relied on network performance
metrics only, and they may not produce adequate evaluation to the result of the video
application research. There are growing concerns in the video application research to
use better video evaluation framework for better perceived quality video measurement,
such as the use of Mean Opinion Score (MOS), psycho-visual, or Peak Signal-to-Noise

Ratio (PSNR) [2].



1.2 Research Problem

As stated previously, there is explosive growth of media traffic traversing the Internet
in recent years, but with great challenges as a result of high irregulated data produced
by media traffic into the Internet. Naturally, video traffic is a variable bit rate data
source that generates highly bursty traffic (VBR traffic). Recent implementations
mostly buffer the media source in order to regenerate it in the form of constant bit
rates (CBR traffic). Consequently, it adds more delays to the system, and thus, it is
unable to support the original nature of the video data. Hence, there is a clear need for
an alternative solution by taking advantages of both CBR and VBR. By that, the video
should be encoded with an open loop VBR as much as possible, but at the same time
need to control traffic admission into the network without causing extra delays.

For that, Hamdi et al. as in [23] introduced the Shaped VBR (SVBR). The main
idea behind SVBR is to limit the open-loop burst while, at the same time, allowing
open-loop VBR coding, provided that they are still within a permitted constraint.

However, since SVBR is created based on estimation or prediction in determining
the next GoP of video rate and QP value, it inherits several constraints and weaknesses.
Besides its strengths, the SVBR algorithm inherits problems in several circumstances,
such as the occurrence of an unwanted sharp increment/decrement in the VBR video
rate, the occurrence of a bucket overflow, the existence of a low video rate with low
bucket fullness level, and the generation of a cyclical negative fluctuation.

This thesis proposes a new shaped VBR algorithm which is capable of producing
a high video rate and at the same time provides a better QP stability video sequence.
Besides that, the video rate will be shaped thus there will be no occurence of unwanted
sharp increment or decrement. In addition, the occurrence of the bucket overflow is

almost completely reduced.



1.3 Research Question

Given the mentioned research problems of the video transmission issues, a
fundamental research question is: how to shape video rate in order to produce video
admission rate with no unwanted sharp increments or decrement, thus it can prevent
overflow or underflow. Complicating the problem further, the mentioned issues have
to be achieved through production of a high quality video, either in terms of high video

rate and/or better video quality stability.

1.4 Research Motivation

Video application over the Internet is one of the most interesting applications, where in
recent years, an explosive growth through the Internet has been seen. Due to the surge
of media traffic over the existing best-effort Internet, network congestion is projected
to worsen, as stated in [31]. Video transmission via the Internet is a continuous stream
of video data sent over the Internet. However, video media have strict delay and jitter
requirements. Thus, it is a very challenging issue here, due to the dynamic uncertain
nature of the Internet, especially in terms of variable available bandwidth and random
packet losses.

The challenges are greater if one wants to transport high quality real-time video
data. High quality video data produces a greater amount of information, thus it
demands higher speed, less delay, and better network utilization. High quality video
also requires that all video transmission systems or components are working well.

Rate control has reshaped the concept of visual communication and home
entertainment, and greatly reduced the traffic load for internet transmission. It has
been one of the leading factors in the revolution of information technology, and is

continuing to play an important role in the future.



Furthermore, even though many studies and improvements had been introduced
and implemented to optimize further the Internet for video transmission application,
most of the studies relied on network performance metrics only. It may not
produce adequate and realistic evaluation on video application results. This study
is also motivated by the lack of studies on the controlled-VBR for slight delay in

user-perceived quality video performance.

1.5 Scope of Research

As described in Subsection 1.1.2, there are three main work areas in rate control for
video transmission. The research presented in this thesis focuses on the first area,
which is the video coding rate control. However, since this study employs a leaky
bucket algorithm, the rate controller can be integrated with bandwidth estimator engine
to produce an integrated rate control system. The light shaded and dotted rectangle area
in Figure 1.5 illustrates the research scope. Although the video encoder is included
in the scope, it does not mean this research focuses to all aspects of video encoding
functions. In this research, the video encoder only acts as a video compressor after

receiving a QP value for a GoP of video sequence.
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Figure 1.5: Scope of the research - video coding rate control only
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This study is intended for a slight delay real-time video application. This can be
translated into applications which can tolerate a few seconds delay, for instance a few
seconds delayed live telecast.

This research is also designed for one-way video application. Thus, two-way
application, such as video conferencing is excluded. It also does not consider video
VCR function, for instance, fast-forward or backward. However, the proposed solution

might be applicable to other applications beyond the scope.

1.6 Research Objectives

The aim of this research is to create a new shaped VBR algorithm for video application
based on the Shaped VBR algorithm. The new shaped VBR algorithm is intended to be
applied in any video application which can tolerate a slight delay. This new algorithm
is designed to eliminate the weaknesses of SVBR and exploit its advantanges while
enhancing the video application. This research aim has given rise to the following

research objectives:

1. To perform empirical evaluation of the Shaped VBR. This extensive analysis
can reveal the strengths and the weaknesses of the algorithm. Consequently, this
leads to a set of potential enhancement to the original SVBR algorithm, to be

applied in a new shaped VBR algorithm for video transmission application.

ii. To design a new shaped VBR rate control algorithm for video application based
on the Shaped VBR. This new shaped VBR algorithm design is based on the
previous finding, which enhances the strengths of the SVBR algorithm and

reduces its weaknesses.

iii. To implement and evaluate the new rate control algorithm performance. Thus,

the new algorithm can be tested and evaluted in order to measure its performance.
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1.7 Key Research Steps

To accomplish the goal of this research, the following research steps were carried out:

1.

il.

iii.

1v.

V.

1.8

Perform an in-depth study on the video transmission rate control problems and

the surrounding issues.

Perform an in-depth study on the SVBR algorithm to indentify the strengths and
weaknesses of the algorithm and explore the areas that should be eliminated or

enhanced for video application.

Perform an in-depth study on video performance evaluation, especially on the
objective of user-perceived video quality, and its implementation in Network

Simulator 2 (ns-2).

Design a new shaped algorithm for video application. The design processes
involve determining the design requirements, objectives, specifications, and

justifications for the new algorithm.
Implement, validate, and verify the design of the new shaped algorithm.

Perform performance evaluation of the new algorithm by comparing it with the

SVBR algorithm.

Key Contributions

The important contributions of this research are presented in the following points;

* The empirical evaluation of the SVBR algorithm, which identifying the strengths

and weaknesses of the algorithm.
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* A new shaped VBR algorithm for video application is proposed based on the
analysis of SVBR. Specifically, this novel algorithm, as compared to SVBR,

leads to the following effective contributions:

— Effectively minimize the estimation or prediction of the video rate that

leads to unwarranted result in the SVBR algorithm.

— Improve the overall video rate that leads to a better video quality. The
improvement of the video rate is effectively shaped without the risk of data

loss as a result of buffer overflow.

— Enhance the video visual stability by stabilizing the Quantization

Parameter (QP) value.

e The implementation of the new mechanism of the rate control for video
application in a network simulator (ns-2) and it is also capable of working with

different Group of Picture (GoP) video sizes.

* The development of the algorithm in an Evalvid environment, which is capable

of performing user-perceived video performance evaluation.

1.9 Organization of the Thesis

This thesis is organized into seven chapters as follows:

Chapter 1 provides a broad overview of the thesis. It presents a compact
introduction to the issues surrounding video transmission and rate control. The other
significant aspects which have been written in this chapter are the research properties,
such as the objectives, scopes, contributions, etc.

Chapter 2 specifies a technical background of the research work. It lays down
some background information that is relevant to this research and sets the context of

the research work. Then, related research work is discussed analytically.
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Chapter 3 discusses the methodology and simulation setting employed in this
research work. The deliberations are on the methodology options, the challenges
to fully grasp the behavior and performance issues of a protocol without evaluating
it under controlled conditions, and the chosen method of performing the research
performance evaluation. In addition, the simulattion settings are elaborated extensively
in this chapter, which includes specifying the justifications and how all setups can
closely match the real Internet environment.

Chapter 4 deliberates on the extensive analysis and empirical evaluation which are
conducted on the SVBR algorithm. It describes comprehensively the SVBR algorithm,
in terms of its principles, on how it determines the suitable bit rate and QP value. Also,
this chapter presents the experiments conducted to compare the SVBR performance
with traditional rate controllers, namely Variable Bit Rate (VBR) and Constant Bit Rate
(CBR). Finally, the SVBR algorithm is empirically analyzed to identify its strengths
and weaknesses. From the analysis, the important areas which can be enhanced are
highlighted.

Chapter 5 elaborates on the design of a new algorithm for video application. The
elaboration is on design justifications, specifications, requirements, and objectives for
the new algorithm. Then, the detailed design is discussed in depth. Also, this chapter
covers the implementation of the new algorithm, which includes the work environment,
the generation of the video trace files, the simulation package, the coding, and the
verification and validation.

Chapter 6 thoroughly discusses the performance evaluation of the new algorithm
as compared to the SVBR. It shows the extensive analysis of the behavior of this
algorithm in several specific conditions.

Chapter 7 states and discusses the global conclusions of the research work

presented in this thesis and provide some suggestions for further studies.
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CHAPTER TWO

BACKGROUND AND RELATED
WORK

This chapter provides background information and sets the context of the work
presented in this thesis. The literature that relates to this research is covered thoroughly
and analytically. Following this section, some background information relevant to this
research is described. It is rather compact but comprehensive since the research focus
is characteristically somewhat multi-domain.

The issues to be discussed in this chapter are the challenges in transporting video
over the Internet, video coding, video rate control, network transmission protocol,
works related to the video rate shaping algorithm, and etc. In the challenges in
transporting video over the Internet section, it will be highlighted the phenomenon
of explosive growth of media traffic traversing the Internet, however the Internet is
still inherent with the problems in accommodating these kinds of application. In the
video coding section, the explanations are on ow the video data is calculated and its
hierarchy. The section also will cover the issues, standards, and techniques of video
coding.

In the video rate control section, the elaborations are on the role of video rate
control in the video transmission system, the relationship of video rate control and

video coding, the relationship of QP and the rate control, the traditional rate controls,
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the Rate-Distortion (R-D) theory, and researches in video rate control. In network
transmission protocol section, the discussions are on the transmission protocols to
carry the video data. This protocol includes the two popular protocols in the Internet,
which are Transmission Control Protocol (TCP) and User Datagram Protocol (UDP).
The discussion is on the suitability of the protocol in transporting video, and an
alternative protocol is discussed as well. Finally, in the work related to the video
rate shaping algorithm section, the related research and progress in video rate shaping
algorithms will be analytically discussed. This includes the early and recent works in

this research domain.

2.1 The Challenges in Transporting Video over the
Internet

Surging in growth of media traffic crossing the Internet has been witnessed in
recent years.Various real-time applications are becoming increasingly common and
must be accommodated. The deluge of video media applications over the Internet is
attributed to the increasing capacity of the Internet and its cost-effectiveness. However,
video tends to congest the computer network, and the network congestion condition is
projected to worsen. Thus, the networking research community has witnessed a high
uprising in research on all aspects of video transmission [37].

Bauer et al. [38] stated that the growth in video traffic is definitely significant,
and eventually will fundamentally reshape the increasing availability of various traffic
on broadband networks. Thus, according to them this will not only affect the high
network bandwidth utilization, but it raises various new and difficult challenges, for
instance, in terms of predicting per user usage patterns over time and for categorizing
users into usage-types. This also increases uncertainty and makes it more difficult
to manage congestion relying solely on either the per-flow TCP mechanisms or the

longer-term capacity expansion. Thus, it is not surprising that network operators
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confronted with this more complex environment have opted to explore a range of new
traffic management techniques.

To reduce the bandwidth of video for transporting over the Internet, the video is
typically encoded or compressed. However, as stated by many authors [39, 40, 41, 42],
that even with a compressed video, it still requires a large bandwidth of the order
of hundred kbps or Mbps. Another challenge is compounded by the fact that video
sequences comprise widely varying content and motion, as stated in [43]. In addition,
as mentioned in [44, 45], a compressed video usually demonstrates a highly variable
bit rate property, and with bandwidth uncertainties such as loss and delay, makes
the transport of video over the Internet a great challenging issue. This includes the
characteristics of video, video traffic modeling, video coding, and video rate shaping as
well as protocols and mechanisms for the efficient transport of video, all of which have
received a great deal of interest among networking researchers and network operators

where diverse video transport schemes have been developed.

2.2 Video and Coding

A video scene is a series of still images that change so fast that it looks like the
image is moving [46]. Thus, a video sequence is displayed at a certain frame rate.
Commonly display rates are 30 and 25 frame per seconds (fps), particularly in normal
TV display. The National Television Standards Committee (NTSC) format uses
29.971fps, or approximately 30fps. Whereas, the Phase Alternating Line (PAL) employs
25fps [47].

However, to transmit a raw video over the Internet, its size is very large.
As discussed previously, many efforts need to be done. While the whole video
transmission activities are rather complicated (refers to 1.1 and 2.3.1), but among
the essential work that needs to be done is to compress (encode) and to control the

video transmission rate. The following subsections are the description on video and
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its coding, in the purpose of facilitating and setting the context of video rate control

and/or rate shaping related studies discussion.

2.2.1 Video Sequence

As mentioned previously, a video scene is a series of still images, which create a
motion display. Each image or frame consists of picture elements, technically known
as pixels or pels. The video frame format specifies the size of the individual frames
in terms of pixels. For instance, in typical TV format, such as in ITU-R/CCIR-601
format, has 720 x 480 pixels. It means that the frame is constructed of a 720-pixel
width and 480-pixel height. The usual frame size for a typical frame format for video
transmission is 352 x 288 pixels for Common Intermediate Format (CIF) format, and
176 x 144 pixels for Quarter CIF (QCIF) format [48].

Briefly, each pixel needs to be represented by several bits of data. Two most popular
representations for the pixel are chrominance (chroma or C for short) and luma (Y for
short) to represents the brightness in an image. Chrominance is the signal used in
video systems to convey the color information of the picture. It is represented by
two color components, identified as the U-V color plane, and is defined by the three
chromaticities of the red, green, and blue, which are popularly known as RGB. While,
Luma represents the achromatic image without any color, the chroma components
represent color information. Each pixel is typically a combination of chrominance
and luma, which commonly known as YUV [49].

The more bits used in representing a pixel means the higher video frame quality.
However, the more bits used also means that high resources are needed, either in terms
of storage space or network bandwidth. A normal TV system uses 24 bits per pixel,
and CIF/QCIF is typically represented by 8 bits. Uncompressed video produces an
enormous size of data. For instance, in a simple calculation, one second of NTSC

video display is equal to 26MByte size of video (640x480 [pixels per frame] x 3 [bytes
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per pixel] x 30 [frames per second]). This size grows to 1.6 GByte for one minute and
96 GByte for one hour.

For Internet transmission, the video rate calculation is usually done in bits per
second (bps). For a small screen, a 352 x 288 CIF video frame with 8 bits per pixel, and
a frame rate of 25fps, the video rate is 20.3Mbps. This obviously cannot be supported
by typical home broadband speed nowadays, which is only 1 Mbps. With this huge size
of data, or video rate, it is impossible with the present Internet bandwidth to support
the video transmission. Hence, the video coding (compression) is necessary before the

transmission.

2.2.2 Video Hierarchy

Video is organized in a hierarchical structure; Video Sequence, Group of Pictures
(GoP), Frames, Slices, Macroblock, and Block [44]. There are other categorizations
according to data granularity of video hierarchy. However, since they are not common,
they are not going to be discussed here. By knowing this hierarchy of video, the
complexity of a video rate control research, and the delay of overhead processing
can be gauged. The lower the video granularity in the hierarchy, the higher it is in

complexity and overhead processing.

2.2.2.1 Video Sequence and GoP

A video sequence can be regarded as a video clip or a movie. It begins with a
sequence header, then followed by many video frames, possibly hundreds or thousands
of frames. This video terminates with an end-of-sequence code. The video frames are
usually grouped into GoP, where the number of frames for each GoP can be 9, 12, 15,

Oor more.
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2.2.2.2 Frame, Frame Type, and the Relationship with GoP

The frame is a primary coding unit of a video sequence. As mentioned previously, a
frame size is measured in pixels, and each pixel is represented by a certain number of
bits. Besides that, a frame is identified by its type. There are three typical types of
video frames, which are I-frame, P-frame, and B-frame, and normally, each GoP can
consist of I-, P-, and B- frames [50]. These frame types play an important role in video
coding or compression, which will be explained in Subsection 2.2.3.

As explained in [50], I-frame or Intra-frame is a reference frame or the frame that
is coded without prediction from other frames, or it is coded using only information
present in the frame itself. On the other hand, the P-frame or Predicted-frame is a frame
which is coded with respect to the nearest previous I- or P- frame. This frame can
serve as a prediction reference for B-frame and future P-frame. Finally, the B-frame
or Bidirectional frame is a frame that uses both before and afterward frame, as its
reference. The frame which less refers to another frame, particularly the I-frame, is
the least which can be compressed. On the other hand, the frame which refers most to
another frame, is the most potential frame which can be compressed with a high degree
of compression. However, the frame which refers less to others, is the most important
frame.

In a GoP, an I-frame is a must-be-present frame, P-frame is usually available, and
B-frame might not exist. A GoP starts with I-frame and ends with P- or B- frame. For
a GoP with nine frames, the arrangement may look like this: IBBBPBBBP. However,
it does not always sets in that kind of arrangement. For instance, Figure 2.1 shows the
GoP arrangement which has been used in this study, which is a GoP with 12 frames

consisting of I- and P- frames only.
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Figure 2.1: The GoP arrangement of frames type used in this research

2.2.2.3 Block, Macroblock, and Slice

A block is the smallest coding unit in the video hierarchy, which consists of 8x8 pixels.
A macroblock is a 16x16 pixel or a group of four blocks in a square of 2x2 blocks.
Meanwhile, a slice contains one or more contiguous macroblocks. The order of the
macroblocks within a slice is from left to right and top to bottom. A single frame
is divided into slices, which represent independent coding units that can be decoded

without referencing other slices of the same frame.

2.2.3 Video Coding

Video coding or video compression refers to the process of reducing the quantity of
video [51]. The quantity reduction can go up to ten times of the original quantity.
Compression is made in the expense of quality. Lower quality, i.e. smaller resolution,
frame rate, and imprecise representation of image pixels, are, however, enough for
many purposes. Thus, video coding plays an important role in bridging the gap
between large amounts of visual data and limited bandwidth networks for video
distribution [52].

A number of standards of video coding have been defined, such as MPEG-2,
H.263, and MPEG-4. Video coding is performed by hardware or software solutions,
generically called coder/decoder or codec in short. Codec can effectively reduce the
bandwidth required to transmit a digital video. For example, a codec standard, called
MPEG-2, can compress two hours of video by 15 to 30 times while still producing a

picture quality that is generally considered a high quality for standard-definition video.
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There are many video coding standards for different purposes of video application
and different complexities/flexibilities/advancement for compression capabilities.

Table 2.1 summarizes some of the prominent video codings in the industries.

Table 2.1: Video coding standards

| Name | Completion Time | Major Features |
H.261 1990 For videoconferencing, 64Kbps-1.92
Mbps
MPEG-1 1991 For CD-ROM; < 1.5Mbps.
MPEG-2 (H.262) 1994 For DTV/DVD, 2-15 Mbps; for

ATSC HDTYV, 19.2 Mbps; most
extensively used standard.

H.263 1995 For very low bit rate coding, below
64Kbps.
MPEG-4 Part 2 1999 For multimedia, content-based

coding, its simple profile and
advanced simple profile are applied
to mobile video and streaming

H.264/AVC (MPEG-4 | 2005 For many applications with

Part 10) significantly improved coding
performance over MPEG-2 and
MPEG-4 part 2

2.2.3.1 Inter- and Intra-Frame Coding

There are various ways of performing video coding or to compress the video. The
main idea of video compression is to remove the redundancy in a video [44]. The
redundancy can be looked at either the redundancy in (within) a frame or redundancy
between video frames [42]. Therefore, the video coding ways can be categorized into

two groups, which are;

* Intra-frame or within a frame, which is also known as spatial encoding. Spatial
or Intra-frame encoding is performed by taking advantage of the fact that the

human eye is less able to distinguish small differences in color than it can
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perceive changes in brightness. Therefore, the almost similar areas of color can

be regarded as one color or be represented by a minimum number of colors.

* Inter-frame of between frames, which is also known as temporal encoding. In
temporal compression or Inter-frame coding, only the changes from one frame

to the next are encoded.

2.2.3.2 Video Coding Techniques

Typically, intra-coding yields a smaller compression ratio compared to inter-frame
coding. This is because the most important type of redundancy comes from the
repetition of almost identical successive images. The most efficient compression
is, therefore achieved by utilizing the correlations or similarities between successive
images [53]. However, as mentioned previously, intra-coding is more commonly
used because of its low complexity. Nevertheless, the detailed technique of the video

codings is complex. Thus, the following subsections explain the techniques briefly.

Intra-frame Coding Technique

In intra-frame coding, each video frame is divided into blocks of 8x8 samples. Each
block is transformed using the DCT into a block of 8x8 transform coefficients,
which represents the spatial frequency components in the original block. These
transform coefficients are then quantized by an 8x8 quantization matrix that contains
the quantization step size for each coefficient. The quantization step sizes in the
quantization matrix are obtained by multiplying a base matrix by a quantization
scale. This quantization scale is typically used to control video encoding. A larger
quantization scale gives a coarser quantization, resulting in a smaller size (in bits) of
the encoded video frame. The quantized coefficients are then zigzag scanned, run-level

coded, and variable-length coded to achieve further compression.
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Inter-frame Coding Technique

As discussed previously, there are various ways a codec compresses video. In
inter-frame compression, a typical codec operates on a macroblock.  These
macroblocks are compared from one frame to the next, and the codec will send only
the differences within those macroblocks. In a fast scene, more macroblocks differ
from the previous macroblock frame, so the codec must produce more data. In other
words, in a fast-moving scene, the compression technique is less effective. From the
other perspective, if a video consists of many interchangeably fast and slow scenes,
there will be frequent bursty traffic produced. The parts of the macroblocks that are
not changing need not be sent repeatedly. Consequently, it compresses the video more
effectively than others.

The macroblock comparison process is called a block matching algorithm. If the
encoder succeeds on its search, the block could be directly encoded by a vector, known
as a motion vector, which points to the position of the matching block at the reference
frame [54]. The process of motion vector determination is called Motion Estimation.
Although in most cases the encoder will succeed, the results will not be accurate
because the block found by the encoder will be similar to but hardly exactly the same
as the block it is encoding.

To sum up, if the encoder succeeds in finding a matching block on a reference
frame, it obtains a motion vector pointing to the matched block and prediction error.

Using both elements, the decoder is be able to recover the raw pixels of the block.

2.2.3.3 Advancement in Encoding Techniques and Standards

There are many emerging of video encoding techniques and standards to provide
flexibility and capability in catering for various recent video applications. The minus
side of this development is on the encoding complexity, which may contribute an

additional processing delay.
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Scalable Video Coding (SVC)

Scalable Video Coding (SVC) [55, 56] refers to the encoder that typically produces
multiple layers of a video frame data; mainly, the base layer and the enhancement
layer. The base layer provides a basic quality, such as in terms of low spatial
or temporal resolution video, while the enhancement layer improves the video
quality, for instance, by increasing spatial resolution or frame rate. One of the
popular standards is H.264/MPEG-4 Part 10 or Advanced Video Coding (AVC). The
standard was developed jointly by Telecommunication Standardization Sector of the
International Telecommunications Union (ITU-T) and International Organization for
Standardization (ISO)/International Electrotechnical Commission (IEC), ISO/IEC JTC
1. These two groups created the Joint Video Team (JVT).

Scalable encoding is a convenient way to adapt to the wide variety of video-capable
hardware, for example, PDAs, cell phones, laptops, and desktops, and the delivery
networks, for instance, wired versus wireless. Each of these devices has different
constraints due to processing power, viewing size, and so on. Scalable encoding can
satisfy these different constraints with one encoding of the video.

SVC standardizes the encoding of a high-quality video, which contains one or more
subset bitstreams. A subset video bitstream is derived by dropping packets from the
larger video to reduce the bandwidth required for the subset bitstream. The subset
bitsteam can represent a lower spatial resolution, lower temporal resolution, or lower
quality video signal. Spatial resolution refers to number of pixels in the video screen or
the screen size of the video frame, while temporal resolution refers to the video frame
rate.

An alternative to scalable encoding is to encode the video into different versions,
each with a different quality level, bit rate, and spatial/temporal resolution. The
advantage of having different versions is that it does not require the more sophisticated

scalable encoders and does not incur the extra overhead due to the scalable encoding.
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The drawback is that the multiple versions take up more space on servers and possibly
need to be streamed altogether over the network to be able to choose the appropriate
version at any given time.

Transcoding is another alternative to scalable encoding. Transcoding can be used to
adapt to the different network conditions, or to adapt to different desired video formats.

The transcoding approach requires a typically high performance intermediate node

[57].

Fine Granularity Scalability (FGS)

Fine Granularity Scalability (FGS) [58] is a relatively new form of scalable video
encoding that has recently been added to the MPEG-4 video coding standard. The main
purpose of the FGS is to enhance the flexibility of a scalable encoding, particularly for
video streaming. With FGS, the video is encoded into a base layer (BL) and several
enhancement layers (ELs). The server can choose the number of ELs to stream to
the client in addition to the BL, as a function of network conditions. However, with
FGS coding, any number of bits of the FGS-encoded EL can be suppressed at the
server before transmission, and the achieved image quality is directly proportional to
the number of bits decoded at the client.

Similar to conventional scalable encoding, the FGS enhancement layer is
hierarchical in that “higher” bits require the “lower” bits for successful decoding [59].
This means that when cutting the enhancement layer bit stream before transmission,
the lower part of the bit stream (below the cut) needs to be transmitted, and the higher
part (above the cut) can be dropped. The FGS enhancement layer can be cut at the
granularity of bits. The flexibility of FGS makes it attractive for video streaming, as
video servers can adapt the streamed video to the available bandwidth in real-time,
without a heavy re-encoding process. However, this flexibility comes at the expense of

reduced coding efficiency.
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Multiple Description Coding (MDC)

In Multiple Description Coding (MDC) [60], video is encoded into several sub-streams
referred to as descriptions. Each of the descriptions is conveyed toward the receiver.
Decoding more descriptions gives a higher video quality while decoding an arbitrary
subset of the descriptions, resulting in lower quality. The packets of each description
are routed over multiple, (partially) disjointed paths. The individual descriptions
have no explicit hierarchy or dependency among them, i.e. any combination of
the descriptions can be combined and decoded. This contrasts with conventional
hierarchical layered videos where a received enhancement layer is useless if the
corresponding base layer is missing, as it is for FGS.

Besides increased fault tolerance, MDC allows for rate-adaptive streaming. Briefly,
it works as follows; content providers send all descriptions of a stream without paying
attention to the download limitations of clients, and receivers who can not sustain the
video rate, only subscribe to a subset of these streams, thus freeing the content provider
from sending additional streams at lower video rates.

MDC can be seen as another way of enhancing error resilience without using
complex channel coding schemes. The goal of MDC is to create several independent
descriptions that can contribute to one or more characteristics of video: spatial or

temporal resolution, signal-to-noise ratio, and frequency content.

Wavelet-Based Video Encoding

With wavelet transform coding, a video frame is not divided into blocks as with
the DCT-based Moving Picture Experts Group (MPEG) coding. Instead, the entire
frame is coded into several subbands using the wavelet transform. The wavelet
transform has many advantages over the DCT transform. The most obvious of them
all is the compact-support feature. This compact-support allows the translation of a

time-domain function into a representation that is not only localized in frequency, but
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in time as well. The net result of this is that the wavelet transform can occur over the
entire image within a reasonable computational period and bit DCT-based transforms

are eliminated in the wavelet transform.

2.3 Video Rate Control

According to Tian [61], video rate control refers to coding a video so that the resulting
bitstream satisfies a target bit rate. Rate control plays an important role in video coding
and transmission [12, 62, 14]. This is true because the typical transmission network
is not able to provide Quality of Service (QoS) and its transmission rate varies due
to the shared nature of IP networks [9]. Hence, video transmission rate needs to be
regulated to adjust it according to the network condition or constraint. Therefore, rate
control is essential in video transmission for an accepted visual quality under some
certain rate constraint. This is due to the fact that overly coding a high video rate can
cause an undesirable traffic burstiness and exceed the capacity of channel. While on
the other hand, uncontrolled reduction of the output bit rate of a video coder leads to
unnecessary quality degradation and inefficient use of available bandwidth resources.
According to Chen and Ngan as in [14], in formulating a good rate control

algorithm, at least the three following challenging issues need to be considered:

* Distortion: There is an inherent tradeoff between distortion and bit rate. Based
on the Rate-Distortion (R-D) theory, which will be described later, the distortion
D is a decreasing function of the bit-rate R. A decreasing distortion leads to
an increased rate and vice versa. In other words, rate control should balance the
maximum picture quality (minimum distortion) without exceeding the maximum

permitted bit rate.

» Complexity: Different applications have different computational complexity

requirements. For a real-time video application, a rate control algorithm
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should reduce the delay to a very minimum level by applying a simple rate
control algorithm. Two-pass rate control algorithm, which is doubled overhead
processing, is not applicable to real-time applications, but it may be used for

delay-based application, such as Video on Demand (VoD).

 Constraints: There are various constraints for video compression applications.
For end-to-end real-time video communication systems, there is the delay
constraint to avoid delay jitter and jerky motion. For constant bit-rate
applications, buffer constraint is introduced, where the rate control algorithm
should guarantee that the encoder and decoder buffers do not overflow or

underflow.

2.3.1 Rate Control and Video Coding

Video coding and rate control are closely related. Most video coding standards do not
specify the rate control algorithm as its native part; it is generally an informative part
in video coding standard [62, 14, 63]. Moreover, most encoders have no strategy for
reacting to bitrate variations that occur as a result of changes in network condition [9].
Therefore, the implementation of a rate control algorithm is left open to the designers
to develop the algorithm based on the video application requirements. However, as
mentioned previously, rate control plays an essential role in video coding, especially
for transmitting video over the Internet. As a key component in video coding, rate
control has been studied extensively. Figure 2.2 illustrates the relationship of a rate
controller and a video coding.

The objective in video coding and transmission is to provide the best video quality
for the users, giving the constraint of certain network conditions. This means that if
the network condition is congested or has limited bandwidth, the video rate (the video
quality) has to be reduced. However, the reduction should still deliver the optimum

quality which the network permit.
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Figure 2.2: Relationship between rate controller and video coding

The rate controller works as follows; when a raw video is going to be transmitted,
a rate controller calculates or estimates a suitable targeted bit rate for the data. Then it
generates a suitable QP value for the video encoding engine to compress the raw video.
A raw video might be in GoP, macroblock, or in other video granularities, depending
on the video coding system or video rate controller. The video encoding engine uses a
QP value, compresses the raw video, and then produces a compressed/encoded video
which is usually much smaller in size than the raw data. This smaller size video also
means that it produces a slower video rate. Whether the generated video rate is same as
the targeted bit rate of the rate controller, it is another challenging issue in the video rate
control research. Another challenging issue here is that these rate adaptation methods
not only lead to variable video quality, but occasionally may cause poor utilization of
bandwidth because of selecting too high a QP value, which produces too low video
rate.

As stated previously, the main function of the rate controller is to optimize the
image quality. Optimizing the image quality means minimizing the video coding

artifact (or distortion) of the reconstructed video at the receiver end. Image quality
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refers to the number of bits in presenting the image or the spatial detail of a video
frame. The coding also means a reduction of “video quality” by removing certain
“redundant” bits in a video frame. The more redundant bits involved means the better
the compression will be, and it also contributes to a reduction of the video quality.
For the frames that contain lots of details and motion, video rate goes up quickly.
Meanwhile for the frames that do not contain many details and motion, the rate will be
very low. As a result, the overall bit rates are not predictable, which is not desirable
in practice. Therefore, based on feedback from a network parameter (particularly in
terms of current network transmission rate) or buffer/storage state, the rate controller

engine calculates a suitable QP value for the next unit of video transmission.

2.3.2 Understanding the Relationship between Quantization
Parameter (QP) and the Rate Control

MPEG-2 [64] video encoding offers a rich array of possible methods for video
rate control. A fundamental parameter is the Quantization Parameter (QP) value or
scale, since it controls the instantaneous bit rate used at the macroblock level. The
QP scale is used to control the resolution of the DCT coefficients. The QP scale can
be set globally at the frame layer, and the desired rate can be achieved by varying the
scale for different types of pictures. The QP value can also be adjusted at the slice or
macroblock layer to provide finer granularity in the rate control.

As discussed previously, one of the typical ways in regulating the video bit rate for
the transmission is by adjusting the QP scale. The higher the QP scale means the lower
the video quality. Table 2.2 shows a sample of QP values and their corresponding
video rate (in Bytes) for several GoPs. This sample has been generated from a video
sequence used in the experiment by using Evalvid-RA tool.

For example, in GoP 1 when QP = 2, the video rate is 78626 Bytes/Gop, and when
QP = 3 the video rate is 52416 Bytes. The higher the video rate means the higher

the video quality. When the network is estimated to be unable to support a high video
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rate, the video controller will generate a high QP value in order to reduce the video
rate (reduce the video quality as well). Therefore, for instance, when estimating that a
network transmission rate is degraded to around 22000 Bytes, the video rate controller
should increase the QP value to 8, which will produce a 22176 Bytes/GoP video rate.
However, another challenge for video rate research is that the corresponding QP-video

rate is different among different video sequences.

Table 2.2: QP values and GoP video rate

Quantization Parameter (QP)
2 3 4 5 6 7 8 9 10

1 76624 | 52416 | 40320 | 35280 | 33264 | 27216 | 22176 | 21168 | 20160

2 | 75600 | 50400 | 36288 | 34272 | 31248 | 23184 | 22176 | 21168 | 20160

3| 77616 | 51408 | 41328 | 35280 | 32256 | 25200 | 22176 | 21168 | 20160

4 | 72576 | 48384 | 37206 | 34272 | 31248 | 23184 | 22176 | 21168 | 20160

5| 70560 | 48384 | 37296 | 34272 | 28224 | 23184 | 22176 | 21168 | 20160

6| 78624 | 51408 | 41328 | 35280 | 32256 | 27216 | 23184 | 21168 | 20160

© 7| 89712 | 58464 | 46368 | 40320 | 33264 | 30240 | 27216 | 25200 | 21168
g 8 | 103824 | 75600 | 59472 | 47376 | 40320 | 34272 | 33264 | 30240 | 29232
o 9| 88704 | 60480 | 48384 | 38304 | 33264 | 32256 | 30240 | 25200 | 20160
g 10 | 76608 | 52416 | 45360 | 34272 | 33264 | 31248 | 24192 [ 21168 | 20160
=3 11 76608 | 53424 | 42336 | 35280 | 31248 | 27216 | 25200 [ 23184 | 20160
ii 12 | B5680 | 58464 | 46368 | 34272 | 32256 | 31248 | 30240 [ 22176 | 20160
9 13 | 84672 | 58464 | 49392 | 37296 | 35280 | 32256 | 26208 | 23184 | 22176
2 14 | 75600 | 50400 | 38304 | 35280 | 32256 | 24192 | 22176 | 21168 | 20160
15 | B8704 | 59472 | 47376 | 37296 | 32296 | 31248 | 26208 [ 22176 | 20160

16 | 90720 | 62496 | 48384 | 40320 | 33264 | 31248 | 29232 [ 24192 | 20160

17 | 73584 | 48384 | 38304 | 34272 | 31248 | 24192 | 22176 | 21168 | 20160

18 | 76608 | 51408 | 38304 | 35280 | 32256 | 23184 | 22176 [ 21168 | 20160

19 | 81648 | 54432 | 43344 | 34272 | 32256 | 30240 | 24192 [ 21168 | 20160

20 | 88704 | 59472 | 47376 | 35280 | 33264 | 31248 | 28224 | 21168 | 20160

To the human eyes, it is more suitable to view a video with the same QP values for
all video frames because it yields a constant video quality. However, in the aspect of
network transmission rate, it is unable to provide a consistent bandwidth to the video
application. As a consequence, the video playback might be intermittently halted.
In this case, the users prefer to view a continuous playback, even though it is with
dynamic QP values (different video quality).

The key issue in rate control is to estimate bits (or bytes, depending on the

appropriate data unit) which are suitable for the current status of the network.
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This, in rate control research is usually mentioned as the ‘“Rate-Distortion” (R-D)
behavior of the video coding. Nevertheless, the R-D behavior is characterized by its
“rate-quantization” and “distortion-quantization” functions. In other words, the key
point is to find the relation between the video rate and QP, and it is usually developed

based on a rate-distortion (R-D) model and R-D theory [65].

2.3.3 Rate-Distortion Theory

According to Chen and Ngan [14], R-D theory is the theoretical foundation of rate
control, and it is said to originate from Shannon’s work [66, 67]. The central
paradigm of Shahnon’s classical information theory is the engineering problem of
the transmission of information over a noisy channel. The most fundamental results
of this theory are Shannon’s source coding theorem, which establishes that, on
average, the number of bits needed to represent the result of an uncertain event is
given by its entropy; and Shannon’s noisy-channel coding theorem, which states
that reliable communication is possible over noisy channels provided that the rate of
communication is below a certain threshold, called the channel capacity. The channel
capacity can be approached in practice by using appropriate encoding and decoding
systems.

Information theory [68] is closely associated with a collection of pure and applied
disciplines that have been investigated and reduced to engineering practice under a
variety of rubrics throughout the world over the past half century or more; such
as adaptive systems, anticipatory systems, artificial intelligence, complex systems,
complexity science, cybernetics, informatics, machine learning, along with system
sciences of many descriptions. Information theory is a broad and deep mathematical
theory, with equally broad and deep applications, amongst which is the vital field of
coding theory. Coding theory is one of the most important and direct applications

of information theory. It can be subdivided into a source coding theory and channel
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coding theory. Using a statistical description for data, information theory quantifies
the number of bits needed to describe the data, which is the information entropy of the
source.

Thus, R-D theory forms a central part of information theory and lossy source
coding, which directly relate to lossy image compression and video compression.
A lossy source coding scheme, such as video coding, concentrates on the tradeoff
between the distortion and bit rate. The basic scenario is that a decreasing distortion
(D) leads to an increasing rate (R), and an increasing distortion is achieved by a
decreasing rate. In R-D theory, the R-D function is defined to describe the lower bound

for the rate at a given distortion.

2.3.4 Traditional Rate Controllers: VBR versus CBR

Currently, most of the video applications employ video rate controllers in the form
of either a Variable Bit Rate (VBR) or Constant Bit Rate (CBR) [69]. VBR uses
the same QP value for all the video microblocks, frames or GoPs, depending on the
referred video granularity (in this research, the GoP is used as the video granularity
reference). This means that the video rate may be different for each GoP. In the CBR
case, the video rate will be constant for all GoPs. Consequently, the QP values might
be different for each GoP. The relationship between CBR and VBR, in terms of video

rate and QP values, are shown in Figures 2.3 and 2.4.
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Figure 2.3: video rate comparison for CBR and VBR
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Digital video is bursty in nature, and the burstiness depends on the frequency of
changes, either in the background or the movement of objects in the foreground [70].
Without rate control, the output bitstream of a video encoder will be VBR, since it
depends on the complexity of the scene, degree of motion, and frequency of scene
changes. Digital video encoder manufacturers accordingly implement additional rate
control in the encoder to generate a CBR stream for transmission and distribution
applications, usually with the deployment of additional buffer. Figure 2.5 illustrates

a typical setup of the VBR and CBR rate controllers.

Video source and
rate controller T 1

Network interface
buffer

VER traffic !

CBR traffic
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Figure 2.5: VBR and CBR setup

Therefore, both CBR and VBR have their respective advantages and disadvantages.

As stated in [71], the advantage of VBR is that it uses the same QP for all GoPs,
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which means, it produces a consistent visual quality. On the other hand, the advantage
of CBR is that it generates constant video rate for the network interface. However,
the problem of VBR is its bursty character, which causes problems to networks, and
it leads to considerable variation of the network traffic, jitters and delays. On the
other hand, the problem with CBR is its visual quality that tends to vary according
to the video content. Besides that, normally CBR involves additional buffer, which
causes buffering delay or overall delay. Thus, it can be said that VBR is good for
human viewing experience, but it is not “friendly” to the transmission over a network.
Conversely, CBR is friendly to the transmission network, but it is not satisfying, in

terms of human viewing perception.

2.3.5 Rate Control Research

Most rate control research investigates the constraint of available/allowable bandwidth
of the network, and on how to achieve best picture quality or minimum video rate
reduction (coding distortion), normally by optimum bit allocation and accurate rate
control. In the other words, the bit allocation scheme is employed in order to allocate
bits of video among the video frames in such a way that the overall distortion is
minimized. The rate control algorithm is then employed to meet the bit’s target by
selecting appropriate quantization settings for the video encoder.

According to Jiang [19], the rate control problem has been studied in two sub
problems, which are bit allocation and QP determination. In the bit allocation,
the target bits are allocated among different coding units such as GoPs, frames, or
macroblocks. GoP bit allocation involves selecting the number of bits to be allocated
to a GoP. Frame bit allocation involves distributing the GoP budget among the frames,
so as to achieve a uniform video quality. Macroblock bit allocation involves tuning the
parameter for each macroblock of a frame so that the rate regulations are met, and a

uniform quality is achieved within the frame.
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In terms of QP determination, QP is calculated to achieve the allocated bit budget.
This parameter can be selected for the entire frame (frame layer rate control, in which
all MBs within a frame use the same QP for encoding) or changes from macroblock to
macroblock (macroblock layer rate control). Both sub-problems have been extensively
studied under the framework of rate-distortion theory.

However, Chen and Ngan [14] mentioned that there are three categories of widely
used approaches according to the way for calculating the target bit allocation and/or
the QP. The first category is buffer-based approaches, which compute the target bit
allocation and/or the QP on a macroblock (MB) or frame granularity level, based on the
buffer state, the previous bit count, or both. The second category includes the analytic
modeling approaches, which perform a calculation on a set of “rate-quantization”
and “distortion-quantization” functions, which are derived from the overall statistical
properties of the source data. The third category uses the operational rate-distortion
(R-D) modeling approach where the assignment is preformed only after the statistics
of the signal in future frames or the model parameters estimated from the past data are
processed.

According to Chen and Ngan [14], the research in the field of video rate control
can be categorized into; (i) R-D modelling, (ii) quality constrained rate control, (iii)
from objective optimization to subjective optimization, and (iv) hybrid structure-based

optimization. The following subsections are the description of this categorization.

2.3.5.1 R-D Modelling

This rate control research category is based on R-D theory, where the idea is to find an
optimum or sub-optimum of R-D relationship. One of the research, which falls into this
category was performed by Cheng and Hang [72] to achieve a more uniform perceptual
picture quality. They suggested two important steps, firstly a QP planning strategy or

bit allocation scheme, which pre-analyzes the entire image content and then allocate
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bits accordingly, and secondly by taking image contents into consideration. However,
these two steps are only applicable for stored video. It is not applicable to a real-time
video application, since in a real-time video application, the needed information is not
available before-hand.

The works of Hang and Chen [73, 74] reduced both the coding system and image
signal into components of known mathematical models and then combined them
together to form a complete video description. The theoretical foundation of this
approach is the rate-distortion theory. Their contributions can be written as follows;
firstly, they combined and extended the existing results to the standard-type video
coders, and secondly, the non-ideal factors in real signals and systems are incorporated
as adjustable parameters to compensate for their bias effects on the ideal model. They
also used an analytic bits model (source model) to adjust the QP value and frame rate
of a video coder to produce nearly constant quality pictures while limiting the motion
jerkiness to within a tolerable range. They select a QP value only once for the entire
image. Therefore, they claimed that their approach is much simpler than the other
optimization formulations.

The study in [75], found that quantized transform coefficients, denoted by p, has
a critical effect on the coding bit rate R, especially at low bit rates. They concluded
that mathematically, R and D are also functions of p. The authors also found that
two rate curves, called characteristic rate curves, which have interesting properties in
the p domain. Based on these properties, they showed that the two rate curves can
be directly estimated from the distribution of the transform coefficients. Then, they
introduced a new concept of rate-curve decomposition to model the coding algorithm.
The actual rate curve in the p domain is represented by a linear combination of the two
characteristic rate curves. Based on the steps, a unified source model is developed for

different video coding systems.
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2.3.5.2 Quality Constrained Rate Control

As stated in [14], the main idea of the quality constrained rate control research category
is to adjust the coding parameters to achieve maximum picture quality and ensure the
buffer never underflows or overflows. Since the amount of information in compressed
video sequences is inherently variable, normally a buffer is placed between the video
encoder and the transmission channel to smooth out the rate variation. The buffer also
dictates the amount of delay in transmission systems. Larger buffer corresponds to
long end-to-end delay. In practical video coding applications, it is essential to consider
the rate/buffer/delay constraints.

Thus, several rate control techniques have been proposed to address various
constraints of video transmission application. Among the techniques are to produce
constant quality among video frames, or at least to smooth the video frame quality
fluctuation.

For instance, Xie and Zeng [76] proposed a sequence-based frame-level bit
allocation framework. They employed a rate-complexity model which is capable
of tracking the video profiles without look-ahead encoding. The goal of their
sequence-based bit allocation is to maximize the overall video quality, while at the
same time minimize or reduce the distortion variation across the whole sequence within
the constraints of the given target bit rate, frame rate, and delay requirement. They
employed only single-pass real-time encoding (without analyzing future frames, which
contributes to less delay). They explained that at a specific encoding time, it is possible
to develop a greedy suboptimal solution based on all available information of the
frames that have already been encoded. In particular, instead of explicitly minimizing
the distortion variation or the average distortion across the frames, they addressed
the problem by exploring a global bit allocation model that aims to characterize the
relationship between the appropriate amount of allocated bits and a coding complexity

measure of a frame. They claimed that their proposed framework can achieve smoother
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video quality with less quality flicker and motion jerkiness. They also claimed that
their solutions are better than MPEG-4 Annex L frame-level rate control, in terms of

average peak-signal-to-noise ratio and quality smoothness.

2.3.5.3 From Objective Optimization to Subjective Optimization

Chen and Ngan [14] also revealed the increasing video rate control research toward
measuring or producing a coding algorithm based on video quality from the aspect
of subjective evaluation. They highlighted several works heading in this direction.
Among them are as follows; Chen et al. [77] with their work, “A unified framework of
unsupervised subjective optimized bit allocation for multiple video object coding”, Lee
et al. [78] with their work, “Foveated video compression with optimal rate control”,
Itti et al. [79] with their work, “A model of saliency-based visual attention for rapid
scene analysis”, and Tang et al. [80] with their work, “Visual sensitivity guided bit
allocation for video coding”.

For instance, Tang et al. [80] claimed that in the usage of a psycho visual model
for video rate control, visual attention (or foreground/ background analysis) is not
the most important cue for proper bit allocation. However, they claimed further that
the capability for human vision to detect distortion in video sequences is what a
high quality video coder should take advantage of during the bit-allocation process.
VDS is influenced by the motion structure as well as the texture structure of the
scene. Thus, they proposed an effective visual distortion sensitivity model to indicate
the perceptually important regions, which is a technique to evaluate the perceptual
distortion sensitivity on a macroblock basis, and allocates fewer bits to regions
permitting large perceptual distortions for rate reduction. The proposed algorithm can
be incorporated into existing video coding rate control schemes to achieve the same

visual quality at reduced bitrate.
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2.3.5.4 Hybrid Structure-Based Optimization

The researchers in this group exploit the hybrid mode of optimization, which may
involve a combination of different frame types (I-, P-, and B- frames), different coding
modes (Intra, Inter, skip, etc.), different granularities of video (sequence, GoP, frame,
etc.), and others.

Work by Song et al. [81], for example, proposed the optimal frame-skipping
based on spatial and temporal tradeoff in the R-D sense. Both the frame rate and
bit allocation were considered in the rate control framework. Their method is called
variable-encoding frame-rate method, and its main purpose is for low-bit-rate video
applications, particularly for H.263+. They used the mean of the Histogram of
Difference (HOD) image values of current sub-GoP to decide the frame-rate of next
sub-GoP. For example, if the mean HOD is larger than a certain threshold, it means that
the frame rate could be decreased by one level. In this case, the bits assigned for each
coded frame will be higher such that the frame distortion will be smaller. Moreover,
a multidimensional rate control algorithm would address how to jointly control the

frame size, frame rate, and QPs.

2.4 Network Transmission Protocol

Presently, two of the most popular protocol used over the Internet are TCP and UDP
[82]. Conventional wisdom believes that UDP is a better transport protocol than TCP
for the video application, as verified in [29, 35, 83, 84, 85, 86]. This conclution
is readily accepted because UDP is a best-effort delivery service. Theoretically,
there will be less delay and it provides better bit rates (throughput). Unfortunately,
this best-effort transport protocol is potentially impeded by the performance of other
applications that employ TCP, or worse, it would endanger the stability of the Internet

[87]. Consequently, it potentially causes congestion-collapsed TCP protocol [88].
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In addition to that, some organizations block these types of applications [89, 5].
Apparently because of those reasons, many studies had found that TCP is a more
popular transport protocol than UDP [5, 86]. However, TCP is complex and dynamic,
it employs congestion control schemes that are adapted dynamically to network
conditions, and it retransmits loss or time-out packets. As a result, it often yields
variable transmission rates and packet delays [83]. Its reliability has been inherently

unsuitable for video application, which is a time-sensitive application [52].

2.4.1 TCP-Based Video Transmission

Several authors have stated their arguments on the high promise potential of video
application over TCP transport protocol, as pointed out in [29, 85, 5, 90, 86, 91, 92, 93].
These researchers found that the bandwidth is adequate to access video application
for many broadband users by using direct TCP [86]. Direct TCP means that without
further improvement to the application technology or the protocols, it can still be
run smoothly. For example, the study by Brosh and Baset [29] revealed that TCP
may not be as delay-unfriendly as it is conventionally believed. The authors justified
their finding by giving a reason on the congestion control mechanism used by
TCP, which regulates the rate as a function of the number of packets sent by the
application. Consequently, it is biased toward flows with small packet sizes. Since
video applications use constant and small packet sizes [94], it has more advantage than
applications with longer packet sizes. In addition to that, the studies by Wang et al.
[86] also found that direct TCP video application generally provides good performance
when the available bandwidth (achievable TCP throughput) is roughly twice the size
of the video bit rates. Other studies found that streaming video clips on the Internet
today are encoded at bit rates 89-300 Kbps [95, 96]. Also, we have witnessed the rapid
deployment of broadband connectivity, which supports download rates of 750 Kbps —

1 Mbps [86]. These studies have also been supported by Boyden et al. [85]. They
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revealed that streaming application is able to be transported via present TCP with good
performance in a wide variety of scenarios, especially when the available bandwidth is

more than the video bit rates.

2.4.2 TCP with Adaptive Bit Rate Transmission

Perhaps the most major technical challenge in video transmission application is to
adapt to the change of network conditions. Unfortunately, in the best-effort network,
there is no way to select a unique target rate ahead of time. Should the bandwidth
transmission rate degrade continuously, the media bit rate could not afford the same
media quality, thus it leads to stalling in media display. In terms of user satisfaction,
users would prefer continuous lower quality display than good quality display with
intermittently pause.

The strategy of adaptive video application is to adjust the media rate according to
network conditions, as mentioned in [97]. So that many commercial video application
nowadays rely on multiple bit rates or adaptive bit rates to adapt to the changing
network conditions. In practice, the range of adaptation should be discrete rather than
continuous. The user perceive quality will suffer if there are frequent changes. Thus,
another aspect to be considered is to maximize the range of supported rates and quality
levels, and to provide the finest granularity of realizable points within that range. The
greater the range and the finer the granularity, the more freedom there will be in the
media rate-matching with the network bandwidth [97].

One of the methods of utilizing adaptive bit rates in response to changing network
conditions is to use media scaling or content adaptation. According to Prangl et al.
[89], media scaling is a method to reduce or increase the quality of media; for example,
by changing the video frame rate, video resolution, different encoding layers, etc.
Typical media scaling techniques are temporal scaling, quality scaling, and spatial

scaling, as discussed previously.
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2.4.3 UDP-Based Video Transmission Research

In the UDP camp, the researchers are looking at the ways to make UDP video
applications as TCP-friendly applications, in terms of fair bandwidth sharing with
other flows, especially TCP flows. At the same time, they try to optimize the bit
rate to fully utilize the available and permissible bandwidth quota. Based on the above
premise, some research is being done to utilize UDP as a transport protocol for video
applications while at the same time adding a rate control mechanism, as discussed by
Apostolopoulos et al. [98].

Most of the research in this camp creates or modifies the UDP layer, or at the upper
layer, so that it can be friendly to other flows, attempts to mimic TCP throughput,
and avoids instantaneous fluctuations of TCP’s AIMD algorithm [98]. These kinds
of protocols introduce rate control or congestion control to the UDP, which are called
TCP-friendly protocols. The protocol is said to be TCP-friendly when its bit rates
do not exceed the maximum bit rates from a conformant TCP connection under
equivalent network conditions, as mentioned in [87]. Similarly, Widmer et al. [99]
defined TCP-friendly as when a flow does not reduce the long-term throughput of any
coexistent TCP flow more than another TCP flow on the same path under the same
network conditions.

Various methods had been studied and introduced to make UDP protocol suitable
for video transmission applications. Some of the methods emulate, or even apply
directly, TCP’s AIMD behavior to be friendly to other TCP flows, as stated in [99].
Although they mimic the TCP behavior, the associated reliability mechanism is not
included [99], and consequently it reduces delay. Therefore, the best of both worlds
are gained, friendly to other TCP flows and at the same time, not creating unnecessary
delay to the time-sensitive video application. Among other introduced mechanisms
are Rate Adaptation Protocol (RAP) [88], Internet Friendly Transport Protocol (IFTP)

[100], Loss-Delay Based Adaptation Algorithm (LDA+) [101], TCP Emulation At
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Receiver (TEAR) [102], Random Listening Algorithm (RLA), Linear Proportional
Response (LPR), and Nominee-Based Congestion Avoidance (NCA).

The RAP approach uses TCP’s AIMD mechanism to be friendly to other flows. It
does not implement full TCP congestion control but rather a partial implementation
with less error (quality) or reliability control. Therefore, not all loss packets will be
retransmitted. In specific, RAP uses loss-based rate control as an implicit feedback
signal in the Internet due to the presence of fluctuating traffic [88]. They introduced a
module, namely selective reliability, in which the module tries to deliver a maximum
number of layers that can be fitted in an available bandwidth, while at the same time
maintain the friendliness. IFTP can be said to be the extension of RAP, albeit as a result
by different researchers. It uses not only AIMD to control the congestion while at the
same time to be friendly to other flows, researchers stated that they mimic TCP in all of
its stages, as reported in [100]. By doing so, they claimed that IFTP is superior to RAP
in terms of suitability for both high and low loss rates (RAP fixes well in low loss rates
only). They also embedded a simple scale factor extension to enable the protocol to
adapt to the needs of more bandwidth with other concurrent TCP flows. Thus it is more
capable of providing better QoS-differentiated services in order to select the best-effort
flows [100]. They claimed that the protocol is better (compared to RAP) because their
simulation not only tested TCP-friendliness, but also other important metrics such as

packet delay, delay jitter, packet loss, and link utilization.

2.4.4 Alternative Protocol for Video Application

Other promising transport protocol standards for video application or real-time data are
TCP-Friendly Rate Control (TFRC) [103] and Datagram Congestion Control Protocol
(DCCP) [104]. They have been created by the individuals who have been involved in
the development of other standards of popular transport protocols; protocol usability,

and the stability of the Internet. As was written previously, UDP is not a favorable
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protocol for video application due to unresponsiveness or unfriendliness to the other
TCP flows. On the other hand, TCP inherits over responsiveness, creating unnecessary
delay to the unneeded packet retransmission of the video application [82].

DCCP creation is motivated by the need for a new transport protocol that
offers a reliable delivery; it accommodates alternative congestion control algorithms;
accommodates the use of explicit congestion notification (ECN) [105]; and requires
minimal overhead in packet size and CPU processing at the data endpoints. Moreover,
only a minimal, but very much similar TCP’s congestion control has been added to this
protocol.

DCCP promises a stable, applicable and future-proof protocol that can be used
to replace UDP. In addition, it was designed to accommodate alternative modular
congestion control mechanisms, namely TCP-like, TFRC, and future, extensible or
further form congestion control. By designing like that, it offers any application to
negotiate suitable congestion control without the need to embed them in the application
layer.

Regrettably, the industries are still slow in adopting this protocol. It is still rare
to see this protocol in action and to gain the benefit of this new protocol. Further
studies need to be done to incorporate advancements in previous video transmission
studies relating to this protocol. The Internet community needs to be convinced on
the benefit of this promising protocol; that is well equipped with congestion control
but less reliability, promising stability and many other features. It is a good potential
replacement for UDP (early transport protocol for realtime applications) and may be
a better alternative for TCP video applications (which is too ‘heavy’ for real-time
transport protocols).

While, the choice of TFRC for this study is discussed in the next chapter.
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2.5 Related Work on Video Rate Shaping Algorithm

Traffic shaping usually refers to a means that controls the volume of traffic to
be injected into a network in a certain unit of time, or the maximum rate at which
the traffic is sent (rate limiting), or a more complex criteria such as Generic Cell
Rate Algorithm (GCRA) [106]. This control can be accomplished in many ways
and for various purposes, for instance, a leaky bucket algorithm and token bucket
algorithm. Traffic shaping is commonly applied at the end-to-end network to control
traffic entering the network, but it can also be applied to the traffic source, as in the case
of video transmission applications. Traffic policing is the distinct but related practice
of packet dropping and packet marking. Therefore, rate shaping can be said to be
policing the traffic admission into a limited bandwidth network.

Issues related to shaping video rate, in order to control its burstiness and produce
streams that are more suitable for transmission, were initially started with great interest
for the deployment in switched ATM networks, as discussed in [70]. This is because
the switched ATM networks can provide some level of bandwidth guarantee, and video
rate shaping is needed in shaping/policing the input to the limited bandwidth network.
Typically, video rate shaping research in switched ATM networks is conducted in order
to determine the requirement of the ATM network resources and traffic contracts for
various video categories (action movie, sports, talking head, etc.) when video needs to
be transported over an ATM network.

Among the work on video rate shaping in the ATM network can be found in [107].
In that work, the authors presented the impact of traffic shaping on enhancing the
interactive video quality over the ATM networks. The effects of the leaky bucket traffic
shaper on video quality was studied under different token buffer rates and token buffer
sizes, and the tradeoffs involved were discussed. An enhanced traffic shaper using
the early drop mechanism was then introduced. Simulation results showed that for

delay sensitive applications like interactive video, the combination of traffic shaping
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and the early drop mechanism had improved video quality significantly compared to
VBR video and regular traffic shaping.

Work in [108] used a rate shaping algorithm based on a selective information
discard approach applied to MPEG-2 Variable Bit Rate (VBR) sources, which
tests several output constrained bit rates in order to match the channel bandwidth
requirements. They introduced Dynamic Rate Shaping (DRS), thus obtaining a greater
flexibility in the choice of transmission parameters. In fact, according to the authors,
it is possible to trim the required bandwidth in continuous mode in the working range,
thus saving some bandwidth when keeping the video quality constant during changing
fade conditions. The performances of DRS applied to both the non-scalable and the
scalable MPEG-2 coded video streams were shown separately.

Most of the research works of video rate shaping, especially early works,
implement the rate shaping in stored-video system or other kinds of video application,
which can tolerate certain duration of delay. However, there are certain research works
of video rate shaping, which are implemented for a real-time video application. They
will be discussed later in Subsection 2.5.3. Besides that, it is very common that
video rate shaping uses certain traffic policing tools, such as a leaky-bucket algorithm,

token-bucket algorithm, and etc.

2.5.1 Leaky-Bucket Algorithm

The Leaky Bucket Algorithm is based on an analogy of a bucket that has a hole in the
bottom through which any water it contains will leak away at a constant rate until or
unless it is empty [109]. Water can be added intermittently, i.e. in bursts, but if too
much is added at once, or it is added at too high an average rate, the water will exceed
the capacity of the bucket, which will overflow.

In computer network research, the leaky bucket is an algorithm employed to ensure

that data transmissions conform to defined limits on bandwidth and burstiness. It has
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been used widely in policing the data traffic into the network. The QoS of the network
can be maintained if the traffic in each connection is monitored and regulated by a
“policing function” or “usage parameter control”, as stated in [110]. Policing functions
enforce and ensure that the traffic from each user complies with the negotiated usage
parameters, in order to efficiently monitor the arriving traffic and respond to any
violation of usage parameters.

The leaky-bucket algorithm is implemented by manipulating two main parameters;
leak rate, r, and bucket size, b, and it can be noted as LB(r,b). In network transmission,
the bucket size can represent a network interface buffer, and the leak rate can constitute
the network transmission rate. Other typical parameters are the data input rate, R, and
the bucket fullness level, X. The data input rate will represent the application data
that potentially enters the network, and the bucket fullness level can be used as an
indication for the network rate shaper controller — either the network is under-utilized
(underflow) or over-utilized (overflow). Thus, R will be controlled by the rate shaper
engine to ensure that it utilizes the network at an optimum level. Figure 2.6 illustrates

all the above-mentioned parameters in a leaky-bucket system.

2.5.2 Video Rate Shaping Research in Stored-Video Application

As mentioned previously, the stored-video application refers to video transmission
which is not transmitted in real-time. These are such as delayed-telecast, Video on
Demand (VoD), and etc. Most of the early works in video rate shaping area are
stored-video based application.

Among the works which fall into this category is the work done by Alam et al.
[111]. They proposed a novel traffic shaper of IP packets at the MPEG video source.
In their work, they discussed the effect of the traffic shaper parameters on delay and
buffer requirements. They verified their traffic shaping model by comparing the delay

and buffer requirements obtained from simulation of several different MPEG video
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Figure 2.6: Parameters in a leaky-bucket system

sequences. The simulation results showed excellent agreement with the theoretical
model. The relationship between the traffic shaper parameters and traffic specifications
are also studied.

Depending on the shaper parameters chosen, such leaky-bucket or constant-bit-rate
traffic shapers either fail to utilize the full burst-handling capability of Guaranteed
Service (GS), or cannot ensure that the IP packets sent out to the Intemet is conformant
to the pre-negotiated traffic specifications. A leaky-bucket traffic shaper reduces or
removes the burstiness of the MPEG data stream, and may introduce a large amount of
delay, which can result in a large buffer requirement at the traffic shaper, as discussed

in[112].
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2.5.3 Video Rate Shaping Research in Real-Time Video
Application

In the case of real-time VBR encoding, unless the coding and rate control
parameters are selected very carefully, the quality of video may vary significantly over
a single video session. This is because the nature of real-time coding limits the bit
rate optimization process since information about video complexity is limited to the
current and past frames, and no information exists about future frames.

Among the earliest works, which is working on real-time video rate shaping, is
the work done by Gringeri et al. in [70] (this fact was claimed by the authors,
however in the literature the first work by Hamdi et al. [23] is chronologically earlier).
Gringeri et al.’s work primarily was on shaping existing streams before they enter the
network to reduce their burstiness and optimize utilization of network resources. That
technique is well suited for MPEG streams that have already been encoded. In their
work, a scheduling technique was presented, which selects a traffic contract for a
pre-encoded MPEG video stream with the criteria of minimizing network resources
and maintaining video quality. The network resources required to transmit a stored
variable-rate MPEG can be reduced by properly analyzing and smoothing the video
stream before transmission.

They claimed, by using an analysis method for a pre-encoded video stream such
as the just-in-time scheduling method, a traffic contract can be found that guarantees
video buffer verifier (VBV) compliance. This traffic contract and an effective
bandwidth metric can be used to measure the potential savings possible when that
video clip is transmitted over an ATM network. These savings are based on simply
shaping the output of existing variable-rate encoders used in storage applications.
The burstiness of MPEG streams varies greatly depending on the category of the
video being encoded. For example, low-motion talking head clips are significantly

less bursty than sports or action movie clips. This implies that different program
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materials will require network resources based on the complexity and motion of the
video being encoded. Therefore, understanding the characteristics and number of
multiplexed video streams is important since it allows the effective bandwidth metric
to be configured to provide more accurate results.

Other works used simpler ways to calculate rate control, which is usually done
at the Group of Picture (GoP) level. For example, the work in [23] had manipulated
a leaky-bucket algorithm in its Shaped VBR (SVBR) to determine a suitable bit rate
for the next GoP video to be transmitted. This algorithm will be described in the
next section. Since the introduction of SVBR, it has been utilized by several works.
However, these works still implemented under the limitation of the SVBR. These will

be discussed further in the next subsection.

2.5.4 Recent Work on Video Rate Shaping

In recent research, work by Semsarzadeh et al. as in [9], the researchers claimed that
current encoders have no strategy for acting in response to bitrate variations that occur
as a result of changes in network condition. The time it takes to adapt has a significant
impact on the received video quality. A slower response means that more packets are
dropped by the network, which in turn results in a lower video quality. Furthermore, a
slower response makes the congestion persist for a longer period of time.

They claimed that the present rate control H.264/AVC, the state of the art video
compression standard, calculates the new QP as a weighted average of all the previous
QPs. If network capacity changes during a session the last wanted bit (W,) changes
accordingly, which in turn results in a new Q, + 1 value. Since averaging is performed
over all coded frames, changes in O, + 1 are insignificant, making the reaction to
network conditions very slow. A slow bit shaping usually results in quality degradation

due to packet loss.
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The researchers suggested that in order to speed up the bitrate adaptation, the QP
change has to adapt to the current QP values by assigning more weight to the latest
wanted bitrates than the former ones. In other words, each QP has to be less dependent
to previous frames. One solution is to limit this formula to the current GoP.

Another recent work can be found in [113], where the author claimed that
conventional rate policing such as a generic cell rate algorithm is inadequate to
sufficiently regulate the transmission of VBR data sources over bandwidth limited
by ZigBee. IEEE 802.15.4 ZigBee is a standard designed to address the needs of
low-cost, low-power, wireless sensor networks for remote monitoring, home control,
and building automation network applications in the industrial and domestic markets.
Therefore, it is impossible to transmit MPEG VBR video over the ZigBee channel.
A buffer entitled ’traffic-shaping buffer’ is introduced to prevent excessive overflow of
MPEG video over the ZigBee channel. A new Neural-Fuzzy (NF) scheme is developed
to adjust the traffic-shaping buffer output rate and eliminate unacceptable delay or loss
of the VBR encoded video and to conform with the data to the token-bucket’s contract
prior entering the ZigBee channel.

A Rule-Based Fuzzy (RBF) scheme is developed to monitor the video rate entering
the traffic-shaper, in order to prevent either saturation or starvation of the buffer. The
second control scheme is the NF controller, which observes and reduces the burstiness
of the departure rate from the traffic shaping buffer to enable a smooth transmission
of MPEG VBR video over ZigBee while satisfying two objectives, namely to reduce
traffic congestion in the network and to maintain image quality.

Although the researchers claimed that the produced system does not require great
processing power, reduction in data loss, and time delay, which could be very useful
for time-sensitive MPEG VBR video services, the problem with this solution is the
usage of a traffic-shaping buffer. The usage of additional buffer generates delay to the

system, which is unsuitable for time-constraint video applications.
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2.5.5 Shaped Variable Bit Rate (SVBR)

Shaped Variable Bit Rate (SVBR) is a novel video rate shaping for real-time video
transmission applications. It was created by Hamdi et al, as discussed in [23]. While
the detailed analysis and the empirical studies in the purpose of evaluating its strengths
and weaknesses will be comprehensively discussed in Chapter 4, this section briefly

discusses the SVBR algorithm and then reviews the recent work.

2.5.5.1 Shaped Variable Bit Rate (SVBR)

SVBR can be regarded as an alternative solution that takes advantage of both CBR and
VBR, while at the same time, it eliminates the weaknesses of both rate controllers. It
encodes the video with an open loop VBR as much as possible, and at the same time it
controls traffic admission into the network when it exceeds a permissible level. Thus,
it maintains a consistent visual quality in VBR and gets into a reasonable compromise
with adaptive quality when the network transmission rate degrades. At the same time,
it avoids unpredictable large bursty rate variations, as in VBR, but without the rigidity
and systematic coding delay of CBR coders [51].

SVBR algorithm limits the open-loop burst while at the same time allows for
open-loop VBR coding, provided, they are still within a permitted constraint. To
achieve that function, SVBR manipulates a leaky bucket algorithm in performing an
admission control. The leaky bucket used by Hamdi et al. [23] can be considered as an
imaginary buffer, thus no extra delay is introduced. Moreover, they assumed that for a
fast moving scene with complex image structures, the algorithm can reduce slightly the
scene quality since human eyes do not have enough time to notice the image details. In
addition, they have suggested applying the algorithm at GoP granularity, consequently,
this will yield to a less complex algorithm and lower delay.

However, despite its novel creation for real-time applications, the analytical

empirical evaluation to SVBR algorithm, as described in Chapter 4, found some
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obvious weaknesses. The weaknesses that have been strongly stressed are the
occurrence of a sharp decrease in the video rate, the occurrence of a bucket overflow,
the existence of a low video rate with a low bucket fullness level, and the generation of
a cyclical negative fluctuation. As elaborated in Chapter 5, one of the fundamental
contributors of the above weaknesses is as a consequence of the estimation and

prediction used in generating the SVBR video rate.

2.5.5.2 Recent SVBR Related Work

Since the introduction of SVBR, it has been utilized by several works. However, these

works were still implemented under the limitations or weaknesses of the SVBR.

Evalvid-RA and RA-SVBR

One of the recent works was performed by Lie and Klaue, as in [2, 7]. They created
the Evalvid-RA, a tool set for rate adaptive video performance evaluation in ns-2. The
creation of Evalvid-RA builds on modifications to the original software of Klaue et al.
[114] and Ke et al. [24]. The main modification to EvalVid described in Subsection
2.6.4) was that the re-assembly post-process program had to take into account multiple
MPEG-4 source files and modification to the ns-2 interface, and the associated VBR
rate controller based on SVBR by Hamdi et al. Thus, the engine of the video rate
adaptation in the Evalvid-RA comes from the SVBR algorithm.

They claimed that Evalvid-RA is a true rate adaptive video. Their solution has
generated a real rate adaptive MPEG-4 streaming traffic, using the QP for adjusting
the sending rate. Then, a feedback based on the VBR rate controller is used at
simulation time, which supports TFRC and a proprietary congestion control system
named P-AQM. By simulating TFRC and P-AQM in ns-2, they demonstrated the
Evalvid-RA capabilities in performing close-to-true rate adaptive codec operation with

low complexity.
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They also claimed that their algorithm is based on the SVBR algorithm with several
enhancements. Among the enhancements they made, besides implementing SVBR in
Evalvid framework to become Evalvid-RA, are that they added a supported network
feedback system and performed some changes in the parameters of the SVBR’s
leaky-bucket algorithm. Instead of using SVBR leaky-bucket equation, as in Equation

2.1, they used network feedback and reformulate the equation as Equation 2.2,

X (k+1)=min{b,(max{0,X (k) —r} +R(k))} (2.1)
X(k+1)=min{b’,(max{0,X (k)-r'} +R(k))} (2.2)
where r’ < r, b’ < b, where r’ and b’ are dynamically adjusted based on network
feedback, i.e. 1" = rygi/G + rpew(G—i)/G and b’ = by4i/G + bpey,(G—i)/G. When
there is no network feedback during a GoP, r’ = ryjq = rnew and b’ = byjq = bpey-
What should be stressed here is that although the changes made in Evalvid-RA
seems big, it still maintains the core SVBR algorithm. By limiting the changes to
SVBR leaky-bucket parameters, such as r’ < rand b’ < b, all the weaknesses in SVBR

are inherited.

Other Recent SVBR Related Works

Another research by Talaat et al. as in [31] investigated the effect of incorporating
TFRC on the peak signal-to-noise ratio PSNR of the transmitted video over the Internet
in a simulated environment. They found that TFRC performance on slow motion
videos was slightly better than on medium-motion that was better than high-motion
videos. In this work, they actually deployed the Evalvid-RA in their investigation,
without making any changes to the core SVBR algorithm.

Another work can be found in [115], where a power management mechanism for
wireless video transmission using the TFRC protocol takes into account feedback

about the received video quality and tries to intelligently adapt transmitting power
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accordingly. The purpose of this mechanism is to utilize TFRC feedback and thus
achieve a beneficial balance between power consumption and received video quality.

The researchers claimed that they had implemented a module consisting of the
logic of the proposed mechanism in the Evalvid-RA environment. The module that
implemented the TFRC protocol also was changed so that, they claimed, it can provide
information about packet losses to their mechanism. The mechanism calculates the
power needed to improve PSNR, and then this information was passed to the modified
wireless physical layer module that is able to increase or decrease power according to
the mechanism. However, as stated previously, the fundamental contributors for the
weaknesses in SVBR/Evalvid-RA is as a consequence of the estimation and prediction
used in generating the video rate, the work in [115] did not change anything on this
part.

Further work was done by Bouras et al. in [116, 117, 118], where they
performed a performance evaluation of MPEG-4 video transmission with their
proposed multicast protocols, namely Adaptive Smooth Simulcast Protocol (ASSP)
and Adaptive Smooth Multicast Protocol (ASMP). The features in their protocols
include adaptive scalability to large sets of receivers, TCP-friendly behavior, high
bandwidth utilization, and smooth transmission rates which are suitable for multimedia
applications. They evaluated the performance of their protocols under an integrated
simulation environment which extends Evalvid-RA to the multicast domain with
the use of the Real-time Transport Protocol (RTP) or Real-Time Transport Control
Protocol (RTCP) protocols. Simulations conducted under that environment combined
the network-centric measurements along with video quality metrics. They claimed
that the “joint” evaluation process provides a better understanding of the benefits and
limitations of any proposed protocol for multimedia data transmission.

They called their tool set as Multi-Evalvid-RA, which provides all the necessary

tools to perform simulation studies and assesses the video quality by using both
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network related metrics along with video quality measurements. This is due to the
fact that Evalvid-RA does not support multicast transmissions, which is necessary for
experiments and simulations with the RTP/RTCP protocols. Therefore, they further
extended the functionality of Evalvid-RA by adding the codes in order to exploit the
sender and receiver RTCP reports.

They used Evalvid-RA in implementing media rate control based on traffic
feedback and took advantage of RTCP’s Sender Report (SR) and Receiver Report
(RR). They claimed that the innovation created is the calculation of smooth
transmission rates, which was performed by receivers and based on RTCP reports,
which resulted in the oscillations being reduced. Another important attribute is the
long term TCP-friendliness. Although, this work is dissimilar from others in terms of
implementing the SVBR in a multicast environment instead of unicast and making
some adjustment in video rate, it did not make any adjustment to the estimation

approach in the SVBR.

2.6 Video Performance Evaluation

As mentioned before, video transmission has attracted much interest among
researchers. Therefore, being able to measure its quality has significant importance
at all stages of video research. As mentioned in [119], the measurement started from
the development of new video codecs, to the monitoring of the transmission system’s
quality of service, and including the transmitted video quality (i.e either the distortion
or artifact is able to be minimized). This became more apparent with the advent
of compressed digital video, because digital video exhibits artifacts fundamentally
different from analog systems — blockiness, blurring, motion estimation mismatches,
and etc. Furthermore, transmission over networks that do not provide strong QoS

support introduces additional types of distortion (e.g., artifacts due to packet loss).
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Most of the previous research on video transmission used network
performance metrics, namely less delays/jitters, less packet loss, higher bandwidth
utilization/throughput, and etc. to evaluate the result [24]. Although those metrics
certainly influence video quality, however, they are not be easily or uniquely
transformed to reflect the quality of video transmission. For instance, Ke et al.
[37] stated the following example, a 3% packet loss could be translated into a
30% frame-error probability. Furthermore, modern video codecs are hierarchical,
so the loss of the I-frame would cause other frames in the same GoP to become
useless. According to [114] the transformation could be different for every coding
scheme, loss concealment scheme, and delay/jitter handling. Consequently, network
performance metrics are considered not sufficient to measure the user perceived
quality adequately [24, 2, 114, 120] and the user perceived quality impression or
observation is, nevertheless, the most important factor. This is because the quality of a
video transmission depends on the impression of a human observation of the delivered
video, as stated in [7].

Miras [119] stated that although the quality is a rather difficult concept to grasp, two
features of quality measurement have been widely accepted. Firstly, quality implies
a comparison, and secondly, quality must be measured in some open ended scale,
which means that the quality of the test video sequence is allowed to be both better or
worse than the reference. A direct comparison takes place when both the original
(or reference) and the impaired (or test) video sequences are available and shown
to the viewer or passed to the measurement instrumentation. When the reference is
not available, then comparison (in the case of subjective tests) is done using some
“internal” reference of quality of the individual viewer. Therefore, video quality

measurement can be categorized into several classifications.

59



2.6.1 Video Performance Evaluation Categorization

As mentioned in the previous subsection, the researchers in video transmission studies
either evaluate the result in terms of network performance metrics or performance
metrics that are related to the video. The former metrics or namely conventional
network performance metrics, among others are the utilization of networking
resources, delay, jitter, buffer occupancies, and buffer overflow probabilities. All are
related to the networks that carry video traffic. The latter metrics, grouped as the
starvation probability, is the quality of the video itself, as mentioned in [4]. These two
mentioned-metrics give some indication of the quality of video delivered to the user
over the network under study.

According to Seeling et al. [4], starvation probability or starvation loss probability
comes in two main forms. The first form is the frame starvation probability, which
refers to video frames that miss their decoding (playout) deadline. The frames
decoding deadline are those frames that are not completely delivered to the receiver
by the time the receiver needs them to start the decoding. The second form is the
information loss probability, which refers to the distortion of encoding bits. The
information loss probability has a finer granularity than the frame loss probability
because in frame loss probability a partially delivered frame is considered as one lost
frame toward the frame loss probability (irrespective of how much of the frame was
delivered/not delivered in time), whereas the information loss probability counts only
the fraction of the frame’s information bits that were not delivered in time.

Those above-mentioned premises certainly have some impact on the type of video
frame involved. For instance, the I-frame, which is a reference frame for the following
frames in a GoP, the loss of it is essentially equivalent to the loss of all the frames
in the GoP. Similarly, a loss of given P-frame, which is required to decode all the
successive P-frames in the same GoP as well as the B-frames encoded with respect to

these P-frames, is equivalent to the loss of all these dependent frames.
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Meanwhile, the information loss probability is mainly motivated by error
concealment and error resilience techniques that allow for the decoding of partially
received video frames. Error resilience techniques are currently a subject of intense
research efforts, and more advances in this area are to be expected. The deployment
of these techniques may be affected by the required computational effort and energy.
Therefore, this research is not focusing on this type of starvation loss probability.
Frame lost probability is more related to this study.

The frame loss probability and information loss probability are convenient
performance metrics for video networking as they can be directly obtained from
network simulation with video traces. However, these loss probabilities only provide
limited insight into the video quality perceived by the user. It is certainly true that
a smaller loss probability corresponds in general to a higher video quality, but it is
difficult to quantify this relationship.

The above mentioned paragraph has led to another categorization of video quality
assessment. This categorization is known as subjective video assessment and objective
video assessment. According to Miras [119], subjective quality assessment is aimed
to capture the user’s perception, and inevitably produce some form of rating or quality
score that corresponds to the viewer’s judgement of quality. In this method, a panel of
human subjects is shown a series of video sequences, and asked to score the quality
of video scenes. Depending on what contextual factors that influence user perception
need to be derived, three testing procedures are most commonly used: Double Stimulus
Continuous Quality Scale, Double Stimulus Impairment Scale, and Single Stimulus
Continuous Quality Evaluation.

Although subjective quality testing procedures constitute a reliable method for
gaining insightful knowledge about the performance of a digital video system, it is
complicated and costly, which make these methods unattractive and not feasible for

automating the quality evaluation process. The involvement of human subjects renders
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this approach unusable when the quality monitoring system has to be embedded
into practical processing systems. Furthermore, subjective tests are very sensitive to
viewing conditions and the number of human subjects required to draw statistically
sound and safe results.

This is because the operating characteristics of digital transmission systems like
bandwidth, packet loss, bit-error rate, and delay may change over time producing
quality fluctuations. These transients may be very difficult to capture, unless
the performance of the system is being continuously monitored. Therefore, only
continuous and non-intrusive performance monitoring can accurately capture what the
viewer is perceiving in these instances. Thus, objective video assessment is a good
alternative to overcome those problems.

Objective video assessment does not use human subjects. Instead, it measures
and analyzes the video signal for perceivable distortions and artifacts, usually by
using some automation, such as by utilizing computers. The most traditional ways
of evaluating quality of a digital video processing system are by employing the
Signal-to-Noise Ratio (SNR) and Peak Signal-to-Noise Ratio (PSNR) between the
original video signal and the transmitted one. PSNR is the most widely used objective
video quality assessment metric.

Despite being a straightforward metrics to calculate, this measure operates strictly
on a pixel-by-pixel basis, it neglects the type of distortion, the image content and the
viewing conditions have on the actual visibility of artifacts. The main problem with
PSNR is that it cannot differentiate between impairments that humans can and cannot
see, or impairments that are less or more annoying. Recently, as stated in [121], a
number of more complicated and precise metrics were developed, for example Video
Quality Measurement (VQM), Perceptual Evaluation of Video Quality (PEVQ), and

Czenakowski distance (CZD).
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However, objective form of video quality assessment is very important in video
transmission research. As discussed in [122], when estimating quality of a video codec,
all the mentioned objective methods may require repeating post-encoding tests in order
to determine the encoding parameters that satisfy a required level of visual quality,
making them time consuming, complex, and impractical for implementation in real
commercial applications. For this reason, much research had focused on developing
novel objective evaluation methods, which enable prediction of the perceived quality

level of the encoded video before the actual encoding is performed.

2.6.2 PSNR

PSNR is considered as the simplest form for objectively measuring the video frame
quality by calculating distortion at the pixel level. Due to their relative simplicity,
fidelity metrics, the Peak Signal-to-Noise Ratio (PSNR) and Mean Squared Error
(MSE) are extensively used by the image processing community, as discussed in
[20]. According to Koul [123], PSNR is easy to compute and well understood by
most researchers. It has been considered to be a reference benchmark for developing
perceptual video quality metrics [124].

In an engineering term, PSNR is the ratio between the maximum possible power of
a signal and the power of corrupting noise that affects the fidelity of its representation
[125]. PSNR is usually expressed in terms of the logarithmic decibel scale [126].
The signal in this case is the original data, and the noise is the error introduced by
compression or transmission. When comparing compression codecs, it is used as an
approximation to human perception of reconstruction quality, therefore in some cases
one reconstruction may appear to be closer to the original than another, even though it
has a lower PSNR (a higher PSNR would normally indicate that the reconstruction is

of higher quality).
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One has to be extremely careful with the range of validity of this metric. Many
researchers gave caution on this aspect, this is because it is only conclusively valid
when it is used to compare results from the same codec (or codec type) and same
content, as mentioned in [124].

PSNR is then defined as (it is derived by setting the MSE),

(2.3)

MAX?
PSNR = 10log9 ( )

MSE

where MAX is the maximum possible pixel value for each frame and MSE is

defined as

1 m—1n—1 )
MSE =—— 3 } [[(i,/) =K (i, ))] (2:4)
i—0 i—0

where m and n are the frame size in pixel, I(i, j) is the original signal at pixel (i, j),
and K(i,j) is the reconstructed signal at pixel (i, ). Thus, every single pixel error
contributes to the decrease of the PSNR, even if this error is not perceived. The result
is a single number in decibels, ranging from 30 to 40 for medium to high quality video.
One of the popular tools for measuring video quality in terms of user-perceived
quality in the simulated environment, particularly PSNR, is Evalvid. This tool set is

going to be elaborated in the following subsections.

2.6.3 Evalvid

Although there are still many arguments on how to best evaluate the performance of
video quality delivered in a simulated environment, many believe that user perceived
quality is good enough, as mentioned in [2]. The growing concern on this issue has led
to the introduction of Evalvid [114]. The Evalvid is a complete tool or framework to
evaluate the quality of video transmission either in a real or simulated network. Figure

2.7 redraws the original framework of Evalvid.
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Figure 2.7: The original Evalvid framework

The Evalvid evaluation consists of network level and user perceived video metrics,
such as PSNR, fraction of decodable frames, and MOS. Therefore, the researchers are
able to evaluate their network designs or setups in terms of perceived video quality by
the end user. Original Evalvid does not have network simulation agents to enable
seamless integration of Evalvid and ns2. Thus, it enables the researchers to have
greater freedom to analyze their proposed network designs for video transmission, for
instance, to simulate real video streams over a large set of network scenarios, including
relatively large topologies, node mobility, different kinds of concurrent traffic, or many

other simulation objectives.

2.6.4 Evalvid-ns2 Integration and Evalvid-RA

Ke et al. in [24] claimed that when attempting to use better user perceived quality, such
as MOS and PSNR in a simulated network environment, it is difficult and sometimes
almost impossible due to limited and different characteristics of publicly available
video traffic traces. Thus, they integrated Evalvid with ns-2 to enable seamless

video transmission evaluation in a ns-2 network simulation. They introduced several
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interface agents and some changes to the original Evalvid to enable the integration,
and fix the inherent problems. By using EvalVid-ns2 [24], it enables researchers and
practitioners in general to simulate and analyze the performance of real video streams
with consideration for video semantics under a vast range of network scenarios. Figure

2.8 illustrates the Evalvid framework in a simulated environment.
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Y

Figure 2.8: Evalvid framework in simulated environment

Then, motivated by the lack of rate adaptive media content in the previous Evalvid
solution, Arne Lie and Jirka Klaue in [2] introduced Evalvid-RA. The tool set is able
to generate real rate adaptive video streaming traffic. Therefore, the solution will be
friendly to other flows should it be implemented in the real-world network. Besides

that, the authors also implemented this solution in DCCP-TFRC with a proprietary
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congestion system control, namely P-AQM. Figure 2.9 illustrates the Evalvid-RA

framework.
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Figure 2.9: Evalvid-RA framework (redraws from [2])

2.7 Summary

This chapter began with a description of the challenges in transporting video over
the Internet. Then, the elaborations were on the role of video rate control in the
video transmission system, the relationship of video rate control and video coding, the
relationship of QP and the rate control, the traditional rate controls, the Rate-Distortion
(R-D) theory, and research in the video rate control. Finally, related works of the video
rate shaping algorithm was analytically studied. This included the related research and
progress in the video rate shaping algorithm, and the early and recent works in this
research domain.

In real-time video rate shaping, researcher focus were toward the SVBR algorithm.
It was highlighted that SVBR had been designed with great advantages for real-time

video applications. However, it was pointed out that the algorithm inherited several

67



serious weaknesses. It has been stressed that since the introduction of SVBR, the
algorithm had been utilized by several recent works. However, these works had not
changed the core of the SVBR algorithm. In these works, the improved SVBR-based
algorithms were implemented along with the limitations or weaknesses of the SVBR.
From these background studies, the main issue arose is, what is the strengths and
weaknesses of the SVBR algorithm? By understanding the reasons of its strengths and
weaknesses, the design of a new rate shaping algorithm will be better produced.

In the next chapter, the methodology and simulation setting employed in this
research work will be deliberated. The deliberations are on the methodology options,
the challenges to fully grasp the behavior and performance issues of a protocol without
evaluating it under controlled conditions, and the choosen way of performing the

research performance evaluation.

68



CHAPTER THREE

RESEARCH METHODOLOGY

This chapter discusses the methodology used in carrying out the research, whereby its
purpose is to present the approaches used in executing the research and to demonstrate
how the approaches can deliver to meet the objectives of the research.

In presenting the purpose of this chapter, several subsections have been outlined.
It starts by outlining the research steps and research methodology options available.
Then, the selected approach is justified. In Section 3.3, the metrics in evaluating the
performance of the new algorithm are explained. In Section 3.4, the details of the
experiment setup are elaborated. In Section 3.5, discussion on how the experiments,
design, and the result are verified and validated. Finally, the conclution of this Chapter

1s summarized.

3.1 Research Operational Framework

To accomplish the goal of this research, the following research steps were carried out:

Phase One:

i. Performing an in-depth study on the video transmission rate control problems,

rate control algorithm, video performance evaluation techniques, and the
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surrounding issues.

Performing an in-depth study on the algorithm in SVBR. Then, execute an
empirical evaluation to indentify the strengths and weaknesses of the algorithm.
After that, identify the areas that should be eliminated or enhanced for video

application.

Phase Two:

Designing a new shaped algorithm for video application. The design processes
include determining of design requirements, specifications, justifications, and

objectives for the new algorithm.

Phase Three:

Implementing, validating, and verifying the design of the new shaped algorithm.

The algorithm to be implemented in Network Simulator 2 (ns-2).

Executing the experiments with various video sequence activities.

Performing performance evaluation of the new algorithm by comparing it with

the SVBR algorithm.

These research steps are illustrated in Figure 3.1. The steps have been categorized into

three phases in order to achieve the three research objectives. The first phase is to fulfill

the first objective, so as with the second and third objective.

In the first step, the study focuses on the issues surrounding the video data

transmission and the rate control. This study provides sufficient background

information and sets the context of this research. Moreover, the literature review that

relates to this research is studied thoroughly and analytically.

The second step is to analyze and evaluate extensively the strengths and weaknesses

of the Shaped VBR algorithm. The output of this step is a set of potential enhancement
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to the original SVBR algorithm, to be applied in a slight delay video transmission
application.

After knowing the potential improvements of the original SVBR algorithm, the
third step is to design a new algorithm. This step creatively proposes a new alternative
of creating an algorithm with a high video rate but without bucket overflow, and at the
same time it is able to obtain smoother Quantization Parameter (QP) fluctuation.

The fourth step is to implement the algorithm, so that it can be tested and evaluated
in order to measure its performance. The implementation is done in Network Simulator
2 (ns-2). For the purpose of measuring the new algorithm performance using the
user-perceived video quality metric, the design is implemented in the Evalvid-RA [2]
environment package.

After the implementation, the design experiments set up, choosing appropriate
parameters, and executing the experiment are done in step 5. The output from this
step is a set of data for performance evaluation.

The last step is to evaluate the new algorithm performance. This evaluation is done
by comparing it with the SVBR algorithm. This step is needed when researchers want
to compare a number of alternative designs and find the best design [127].

All the steps are discussed throughout this thesis. The first step has been elaborated
in Chapter 2. The second step is discussed in detail in Chapter 4. The new algorithm
design steps are thoroughly elaborated in Chapter 5, in addition to the implementation
of the new algorithm.

The fifth step is going to be deliberated in this chapter. This deliberation includes
the metrics used in evaluating the performance of the new algorithm, the details of the
experiment setup, and the discussion on how the experiments, design, and results are

verified and validated. The final step is discussed in Chapter 6.
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3.2 Methods used in Evaluating Network Performance

The most essential issue in network performance evaluation is to choose
the suitable measurement approach, representative measurement settings, and a
correct implementation technique, as mentioned in [128]. Performance evaluation
of a communication network can be conducted using three possible approaches,
namely measurement, experimentation, and simulation, as published by [129, 130,
131]. However, Jain in [1] outlined the possible options as analytical modeling,
measurement, and simulation. According to Hassan and Kara in [3], the measurement
can be done on an actual network or lab-testing using test beds. To simplify
this discussion, the preferred categorization are as follows; mathematical modeling,
experimentation, and simulation. In addition, the experimentation can be done over
an actual network or on a test-bed network. Figure 3.2 illustrates the categorization of
typical research evaluation approaches.

The analytical modeling technique, as mentioned in [132], is a set of equations
describing the mechanism of a computer network system under study, which is
expressed using mathematical symbolism. The steps include building, solving, and

validating the analytical model of the mechanism to explore and solve the problem.
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This might lead to a better decision of the system before the actual implementation
process.

The experimentation or measurement approach, as discussed in [127], measures
the performance of a real communication system or a prototype of the communication
protocol. According to the author, by using this technique, a researcher can design
prototypes of a communication network system and test them in a specific network
environment. This can be done in a lab or a test bed (using network emulator) or
on an actual network. The performance of the prototype would be monitored and
evaluated during and after the running of the prototype. According to Williamson
in [133], network traffic measurement provides a means to understand what is or
is not working properly in a local-area or wide-area network. By using specialized
network measurement hardware or software, a network researcher can collect detailed
information about the transmission of packets on the network, including their
timing structure and contents. With detailed packet-level measurements, and some
knowledge of the Internet protocol stack, it is possible to “reverse engineer" significant
information about the structure of an Internet application, or the behavior of an Internet
user.

Simulation by definition is an approximation or abstraction of the real world, as
mentioned in [134]. According to Lynn [135], simulation is a representation of an
item that consists of equipment, devices, systems, or subsystems in a realistic form.
Network simulation enables the researchers to perform experiments on the operations
of the targeted network model without the possibility of disrupting the actual network.
In another way, Al-Momani [132] defined simulation as a discipline of designing
a model of theoretical communication network system, executing the model, and
analyzing the execution output using network simulation software. Simulation uses
a computer-generated system to represent the dynamic responses and behaviours of a

real or proposed system.
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Besides the above mentioned issues, it is necessary to evaluate the network
performance under a controlled condition. This is due to the complexity of
todays’ networks, especially the Internet, and the fact that transport protocols have
become more and more complex. With the increase in complexity it is nowadays
hard, if possible at all, to fully grasp the behavior and performance issues of a

protocol/algorithm, as discussed in [136].

3.2.1 Network Performance Evaluation Approach Consideration

According to Jain in [1], among the three performance evaluation methods
(mathematical modeling, measurement and simulation), mathematical modeling
requires the least time to perform performance evaluation. Performance evaluation
with measurement can take a shorter or longer time depending on the complexities and
difficulties of performance evaluation, while the time taken to perform the simulation
1s moderate.

In terms of accuracy, performance evaluation with mathematical modeling has the
lowest accuracy. The accuracy of measurement is varied; it can be very high accuracy,
but it also can be of low accuracy. Although the measurement uses real hardware and
software settings, it may not give an accurate result. Some parameters used in the
system configuration, for example system configuration, type of workload, and time
of the measurement may be unique for the experiment, but it may not represent the
actual range of variables found in the Internet. Simulation can incorporate a more
detailed description of the system than a mathematical model, and it also requires
fewer assumptions than the mathematical modeling. The simulation model can be
re-modeled until the real implementation is satisfied. This makes it closer to reality.

According to Law [137], mathematical modeling is the preferable evaluation
technique if it can provide efficient computation of a communication network system.

Thus, it may be suitable for modeling a simple system, as mentioned in [138], but
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it is difficult to describe a complex system such as network communication protocols.
However, communication network systems are too complex to be realistically modeled
and evaluated with the analytical technique [1]. In addition, Keshav in [139]
stated that mathematical modeling has two major drawbacks. Firstly, it makes too
many simplifications and assumptions, which inhibit the model from representing
the actual behavior of the system. The second drawback is it ignores interaction,
which is the main factor that affects the communication network system performance.
Apparently, this method suitable to be used in order to study simple system and overall
characteristics of the system behavior, and if it is used to study a complex system, a
great deal of simplifications and assumptions are required [137].

Although performing experiments in a real network are very interesting and more
representative than other approaches, it has its own constraints. The following is the
major impediments to the employment of measurement technique for communication

network system performance evaluation, as discussed in [128, 127, 140, 137, 141]:

* Developing and maintaining a test bed requires a lot of resources, money, and
time. Only a small number of researchers, usually financially backed by big

telecommunication companies, can afford this evaluation technique.

* Scaling of actual network in a test bed is not possible. This is due to the fact that
it involves hundreds of nodes, in addition to a large physical area that is required

for setting up a multi-hop topology.

» Experimenting a prototype with a test bed is difficult to reconfigure because of
its inflexibility. Moreover, it is also difficult to replicate and share it with other

researchers.

* Itis too costly to test a new untested network protocol or algorithm in the actual
network, if it goes wrong the consequence would be very disruptive to the whole

network.
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However, Williamson in [133], specified four main reasons where network traffic

measurement is considered a useful methodology:

* Network Troubleshooting:

Since the real problem is most probably related to the network setup, thus the

process of identifying the problem should be conducted in the real network.

* Protocol Debugging:

Developers often want to test out “new, improved” versions of network
applications or protocols (on a test bed measurement). Network traffic
measurement provides a means to ensure the correct operation of the new
protocol or application, its conformance to required standards, and (if necessary)
its backward-compatibility with previous versions, prior to unleashing it on a

production network.

¢ Workload Characterization:

Network traffic measurements can be used as input to the workload
characterization process, which analyzes empirical data (often using statistical
techniques) to extract salient and representative properties describing a network
application or protocol. Knowledge of the workload characteristics can then lead

to the design of better protocols or networks for supporting the application.

¢ Performance Evaluation:

Finally, network traffic measurement can be used to determine how well a
given protocol or application is performing in the Internet. Detail analysis of
network measurements can help identify performance bottlenecks. Once these
performance problems are addressed, a new version of a protocol can provide

better (i.e., faster) performance for the end users of Internet applications.
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By considering the above-mentioned facts and practices of previous similar research
(in the domain of video transmission research), simulation is deemed as being able to
meet the requirements of communication system modeling and meet the objectives
of this research. Simulation enables the construction of a model that accurately
represents the complex behavior of a computer network. This will allow efficient
investigation of network performance. Simulation of network protocols with numerous
combinations of parameters and interactions can be done without consuming much
time and resources. The simulation generates raw data that can be analyzed using
statistical tools.

In order to simplify the performance evaluation technique options, Jain in [1] has

presented the options as listed in Table 3.1.

Table 3.1: Criteria for selecting performance evaluation technique (adapted from [1])

| Criterion Analytical Modeling | Simulation | Measurement |
Stage Any Any Post-prototype
Time required Small Medium Varies
Tools Analysts Computer languages | Instrumentation
Accuracy Low Moderate Varies
Trade-off evaluation Easy Moderate Difficult
Cost Small Medium High

3.2.2 Justification for Simulation Method

According to Kelton et al. in [142], computer simulation is a method for studying
a wide variety models of real-world systems by using certain simulation software
designed to imitate the system’s operation of characteristics. Using a network
simulator, a model of communication network system can be designed and modified
easily. Modification or alteration of the model can be done by remodeling and changing

certain parts of the model. The modified model can be re-evaluated until the desired

outcomes are achieved. This allows exploration of complex scenarios that ensure
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correctness of the analysis and evaluation.

A close network environment, although interesting, it is difficult to develop.
This is due to the difficulty in writing the codes to a “real computer” and to make
it communicate/compatible with the computer network protocol suite. Moreover,
the close network environment is quite rigid in terms of performing various testing
scenarios. According to Magoni and Pansiot [143], a simulation framework provides
a sandbox where a harmful design flaw can easily be detected and removed. This is
done prior to implementation and experimentation in an operational environment as
it is easier and cheaper to perform. However, they made a cautios remark that the
simulation results can be distorted if the simulation model is unrealistic.

There are a number of simulation techniques available, e.g. Monte-Carlo,
trace-driven, and discrete-event simulations, as mentioned in [1]. For computer
network models, the discrete-event approach is the most suitable, as discussed in
[137, 144]. In the field of communication network system, simulation has emerged
as a main research methodology used by many researchers. Many research works
using network simulators have been published in credible publications such as
ACM SIGCOMM, IEEE INFOCOM, IEEE/ACM Transactions on Networking, and
Performance Evaluation Journal. This is evidence that simulation has been accepted
as a solid research methodology, as stated in [144].

According to Al-momani in [132], simulation is one of the most widely used
techniques for performance evaluation of complex protocols, and it is the basic tool
to explore the proposed protocols and mechanisms in environments that have not been
implanted in the current Internet. In addition, he cited Lane et al. in [145] that
simulation is ranked as one of the three most important research techniques from 1973
to 1988.

The Internet is a very large and complex network system. It is a highly

heterogeneous network with wide range of applications, traffic, protocols, and
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network settings. The type and amount of traffic traveling on the Internet path can
change rapidly in a very short time. To model such a very complex system with
mathematical modeling would almost be impossible without compromising many real
world parameters. Simulation as a technique to model complex systems can play an
important role in characterizing the behavior of the Internet and the possible effect
of the proposed changes of any of its components, as explained in [129]. Simulation
can be used to explore a new protocol that has not yet been realized in the Internet, in
diversified environments or in large-scale topologies, as expressed by [140]. Therefore,
a network simulator can be a very beneficial tool to model and evaluate a new protocol.

The real power of simulation lies in its ability to accurately represent the behavior
of complex networks and protocols. In the case of video application simulation, it
allows for efficient investigation on the network and protocol design, analysis, and
optimization. Using the simulation technique, network researchers can freely explore
numerous combinations of parameters and analyze action sequences efficiently and
quickly. Researchers can also probe the consequences of protocol designs, carry out
analysis of their performances and improve the designs of complex systems.

According to Floyd and Paxson in [129], due to the network’s complexity,
simulation plays a vital role in attempting to characterize both the behavior of
the current Internet and the possible effects of proposed changes to its operation.
Furthermore, there is growing concern on having a common evaluation method or
using existing measurements and methodologies for Internet research. The reasons
are that they will produce a better result comparison, be easier to verify the finding,
provide a better understanding of the statistical nature of Internet traffic, and avoid
known research pitfalls [146, 141].

There is also a sort of agreement that the Internet is complex, rapidly changing,
and heterogeneous, thus the studies on these kinds of environments would be

very challenging. It needs carefully-planned and thoroughly understood parameters
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involved in order to produce meaningful results, as proposed in [129, 146, 147].
Furthermore, Floyd in [146] said that researchers actually know very little about where
Internet congestion occurs, or where it can be expected to occur in the future. There
is a need to know better the typical levels of congestion, packet reordering, or packet
corruption. All these, demand researchers to perform an Internet evaluation in a more
systematic and strategic manner.

Furthermore, as suggested by Floyd et al. in [129], network communication
protocol should use a common research method, that is simulation. By using
simulation, there are many modules (sub-program to emulate protocols) that have
been developed, used, and tested on various research. In addition, the network
simulation evaluation technique has benefits over other evaluation techniques for
network research, such as improving validation of present protocols and mechanisms,
providing plentiful protocol development, and making it easy to study large-scale
protocol behaviors. Therefore, in this thesis the simulation technique has been
employed to evaluate the video rate control in a communication network system.

In addition to all above-mentioned justifications, the majority of video rate control
research is performed using simulation, as mentioned in [37]. The following are some
of the works in this area, which employ simulation as the key performance evaluation

method [148, 149, 150, 28, 151, 152, 153, 154, 155, 156, 157, 158, 159].

3.2.3 Network Simulation 2 (ns2)

As discussed previously, network simulation has emerged as a main research
methodology by many researchers [149, 160, 161, 138, 162]. Their preferences for
this method may arise from the real power of simulation in its ability to accurately
represent the behavior of complex networks and protocols. So that many researchers
are opting for simulation as their research approach for communication network and

their findings have been documented in many well known publications [144].
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There is a lot of network simulator software available for the purpose of
investigating the performance of communication networks. Freely available software
includes Realistic And Large (REAL), OMNET++, Global Mobile Simulator
(GloMoSim), and Network Simulator 2 (ns2). According to Ke et al. in [37], ns2 is a
tool commonly used in network or telecommunication related research communities,
where it is an object-oriented, discrete-, and event-driven network simulator developed
at the University of California, Berkeley, and written in C++ and OTcl. It covers a very
large number of applications, protocols, network types, network elements, and traffic
models.

Among the reason ns2 was chosen as a network simulation tool in this study is
because ns2 gives the user the ability to easily extend and modified code, it also enables
the user to patch in the new developed protocol. After modifying the code, the users
then run simulation experiments to verify the efficiency of the new suggested modified
protocol. The second reason is because ns2 is open-source software, and it can be
freely downloaded from the ns2 website. Besides that, there are many ns2 users with
whom the researcher can have discussions to exchange ideas to enhance the research.
Moreover, there are many researchers from many counties who have used ns2 as the
network simulation tool. In addition, many journals, articles, and papers have been
published on ns2 which shows the popularity of ns2 as a simulation tool.

ns2 is a discrete event simulator targeted at network research. It provides
substantial support for simulation of the transport protocol, routing, and multicast
protocols over wired and wireless (local and satellite) networks. ns2 does not give
priority to the Graphical User Interface (GUI) and it is almost a fully text-based tool.
Thus, users should write the code by using a text editor. However, since ns2 is free
software, it has been used widely by many researchers and its debugging can be easily

done.
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ns2 simulation results can be observed through graphs for analysis or animations
with the Network Animator (NAM) module. NAM is a network animator that was
developed for educational purposes and it can display the detailed procedure of the
simulation. ns2 has a one-to-one mapping structure between C++ and OTcl. The

experiment setting with the ns-2 simulation can be referred in Section 3.4.

3.3 Evaluation Metrics

According to Al-Momani and Ghazali [132, 127], selecting the performance evaluation
metrics is a key step and an important part in all performance evaluations. As discussed
in Chapter 2, many ways have been adopted by video transmission researchers. Firstly,
in terms of either using conventional network-based metrics or video quality related,
this work has opted for video quality related metrics. This is due to the fact that video
quality related metrics is more direct in evaluating the video performance result.

From the users’ perspective, they are more concern about how they experience
the video viewing, rather than on how the video effects or utilizes the network. For
instance, corrupted bits in the I-frame gives more impact than higher bits corrupted
in the B-frame. Although more bits corrupted are revealed in the network-based
performance metric, it contributes a lesser impact on the perceived video viewing.

In terms of either to employ objective or subjective video performance evaluation,
this work has opted for objective evaluation, as used by many other researchers,
particularly in using PSNR [163, 164, 165, 166, 167]. The other metrics which are
used many times at many stages of this research are video sequence video rate and QP

value. The details on the metrics mentioned will be discussed in the next subsections.
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3.3.1 PSNR

As discussed in Chapter 2, this is the most popular metric used in video performance
evaluation. PSNR has been chosen as the main metric for the overall video
performance in this study because it can be considered as an objective way to evaluate
the perceived video quality.

The larger the PSNR value, the better the video quality perceived by the end user.
The PSNR value generation is done by using “psnr.exe”. This tool is provided in
the Evalvid-RA package, which is available via [168]. This tool calculates the PSNR
value for every frame. In Evalvid-RA, the inputs are two video sequences which are
the original video and the video sequence after transmission. The PSNR output is a
two-column format, which consists of frame number and the PSNR value gained. The
average PSNR value is displayed at the end of the output. Figure 3.3 shows an output

sample from the tool.

3.3.2 Video Rate

A higher video rate indicates more bits allocated to a video frame. More bits in a video
frame means a more detailed, clearer and crispier image in the frame. This definitely
contributes to a higher quality of video sequence.

However, a higher video rate should not exceed the overflow level, which may lead

to video frame loss. This is more damaging in terms of video quality.

3.3.3 QP Stability

The QP value metric can be used in two ways. Firstly, the lower the QP value, the
higher the video rate produced. This is almost a similar metric to the higher video
rate metric. Thus, this way of evaluating the video performance is not used often. The

second way of QP value metric is used is by examining its stability. The most stable QP
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value is a VBR type of video sequence, where its QP value is the same from beginning
to end of the video frames.

The stable QP value provides a smoother video viewing for the users. A consistent
QP value provides a same proportion of bits for each frame. Thus, it creates a
smooth-consistent user viewing. Otherwise, the user will see different video frame

quality.

3.4 Experimental Setting

Since this research focuses on an application layer problem, which is the video
transmission application, the experimental setting should be discussed from the top
to bottom of TCP/IP layers, in particular, the video and the network setting. In terms
of the simulation settings, the setting should specify the video data, video traffic type,
and the Internet setting, which includes transport protocol, topology, transmission rate,
delay, routing, and etc.

On the video setting part, two main issues are of interest, which are the video
sequence and the type of video traffic to be used. The interest in video sequence is
what type of video, how long the sequence (the video duration), the video format, and
etc. Whereas, the type of video traffic is concerned with either the use of real video

data traffic or syntentic data.

3.4.1 Video Traffic

The video traffic for video transmission research is generally categorized into three
different characterized encoded video, namely, as stated in [169, 37, 44], they are

called;
1. Video Bit Stream,
1i. Video Traffic Trace, and
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ii1. Video Traffic Model.

The Video Bit Stream, which is generated using the encoding mechanisms, contains
complete video information including the video bits. It means that this type of traffic
uses real video data, which is after the video is encoded, the video is tranported as it is.
Although it is very interesting to use real video as a video traffic in experiments, like
using the whole population of the interest as respondents in social research sampling,
in many of the video research settings, they are not practical and resource intensive.
As pointed by Seeling et al. in [44], among the problems of employing Video Bit
Stream traffic is that it is huge in size. It might be in the size of several GBytes for
one hour of compressed video or several tens of GBytes for one hour of uncompressed
video. Another problem of the Video Bit Streams is that it is usually proprietary and
protected by copyright. This limits the access to other video application researchers,
and also hinders the sharing of video data for research experiments among research
groups.

It is impractical to transmit the huge video data back to the sender, which can be
really large in size. Consequently, Video Traffic Trace can be regarded as an effective
alternative to the bit streams, in which they represent the true traffic and quality of the
videos. It is an abstraction of the real-video stream, as mentioned in [37]. Therefore,
despite using the actual video bits in transporting the video information, the traces only
give the number of bits and other information of the individual video frames, such as
video frame type and offset time. Thus, there is no copyright issues. The Video Traffic
Trace is a very convenient way for video characterization in networking research, as
described in [169, 44]. Indeed, they claimed that Video Traffic Trace had stimulated the
video networking research. The networking research community experienced an initial
explosion in research on video transport after the MPEG-1 traces became publicly

available around 1995.
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A Video Traffic Trace comprises rows of information, where each row typically
contains of the frame number, the frame type (I, P, or B), the frame size usually in
bytes, and the time offset of the frame. Figure 3.4 displays a typical video trace.

- st_allclips.yuv_Q10.txt &

0 H 62 1 segm at 14 ms
1 I 7601 8 segm at 15 ms
2 P 644 1 segm at 15 ms
3 P 559 1 segm at 15 ms
4 P 179 1 segm at 15 ms
5 P 575 1 segm at 15 ms
6 P 649 1 segm at 16 ms
7 P 634 1 segm at 16 ms
8 P 605 1 segm at 16 ms
9 P 216 1 segm at 16 ms
18 P 636 1 segm at 16 ms
11 P 678 1 segm at 16 ms
12 P 701 1 segm at 16 ms
13 H 62 1 segm at 16 ms
14 I 7621 8 segm at 18 ms
15 P 180 1 segm at 19 ms
16 P 441 1 segm at 19 ms
17 P 537 1 segm at 19 ms
18 P 581 1 segm at 19 ms
19 P 576 1 segm at 19 ms
20 P 232 1 segm at 19 ms
21 P 602 1 segm at 19 ms
22 P 631 1 segm at 19 ms
23 P 595 1 segm at 20 ms
24 P 614 1 segm at 20 ms
25 P 312 1 segm at 20 ms
26 H 62 1 segm at 20 ms
27 I 7509 8 segm at 21 ms

Figure 3.4: A typical video trace

On the other hand, a Video Traffic Model is typically developed based on the
statistical properties of a set of video trace samples of real video traffic, as written in
[4]. The developed Video Traffic Model is verified by comparing the traffic it generates
with the video traces. If the Video Traffic Model is deemed sufficiently accurate, it can
be used for mathematical analysis of networks, for model driven simulations, and also
for generating so-called virtual (synthetic) video traces. Transform Expand Sample
(TES) is an example of this kind of traffic for generating data that closely match (in
terms of marginal distribution and autocorrelation function). The developed model can
be used for mathematical analysis of networks, but it lacks the possibility of visualizing

a transmitted video, as stated in [37].
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The video traffic used in this research is the Video Traffic Trace. The idea is to
employ real video information (from the selected video sequence) but without the
use of very big data in the experiments. Compared to traffic model, trace-traffic is
considered credible as it represents an actual traffic load, as justified in [170]. The
video traffic trace perfectly fixes the requirement and it has been employed by the

majority of video communication research community, as in [163, 171, 123, 167].

3.4.2 Video Sequences Used

The video sequences used are a combination of several video clips taken
from http://trace.eas.asu.edu/yuv/index.html. These include “news”, “bridge_far”,
“bridge_close”, “bus”, and “highway”. They are typical video sequences used in
various video rate control studies. All the video clips and its profiles are describe
in Table 3.2. The Motion categories profile of the video sequence is based on
motion activity in the sequence. The descriptions of the activity are mentioned in
the Description column.

Five frames are taken from each sequence to display the snapshots of the clips.
The snapshot of the sequences’ frames can be reffered in Appendix A. The combined
clip duration is 218.4 seconds, which consists of 7099 frames (6552 frames without
header) and 547 GoPs. All clips used are in a raw YUV video format, 25 frames per
seconds (fps) and in CIF format (352x288). CIF and QCIF format are two commonly

used formats in video transmission-related studies [37, 44].

3.4.3 Network Simulation Setup

The video data will be sent over the network until all the video sequences are
completed. It might effect the data loss and the transmission duration. Therefore,
the simulation has to take into account the network aspect and should simulate the

real network as close as possible. From the aspect of the network simulation setup
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Table 3.2: Profile of video sequences used in the experiments

Video clips Size Motion Description

(frames) | categories
News 300 Medium Two news reporter are talking.
Bridge (far) 2101 Low A bridge view from far side, then a

small boat going to that direction
with a bird flying in the sky.

Bridge (close) | 2001 Low A bridge view from near side and
many people are walking across the
bridge.

Bus 150 Very High | A bus moving speedily in a road.

Highway 2000 High A panoramic view from a vehicle

speedily moving in a highway.

regarding the scope of the study in video rate shaping, all the network parameters have
been setup to closely imitate the real Internet, wherever possible and related.
The discussion in this subsection will include the transmission protocol that has

been employed, the network topology, and all the related parameter settings.

3.4.3.1 The Transmission Protocol

The transmission (or transport) protocol and its congestion control that has been
deployed for this study is TCP-Friendly Rate Control (TFRC). This protocol has been
defined and refined in RFC 5348, “TCP Friendly Rate Control (TFRC): Protocol
Specification” (refer to [103]). As stated in [172, 173], TFRC is a congestion
control mechanism designed for unicast flows operating in an Internet environment
and competing with other TCP traffic.

With the advent of TFRC, both advantages for video application of TCP and UDP
are gained. As mentioned in [103], TFRC is designed to be reasonably fair when
competing for bandwidth with TCP flows. However, TFRC has a much lower variation
of throughput over time compared with TCP, which makes it more suitable for a
real-time application, such as video transmission, where a relatively smooth sending

rate is of importance. Moreover, as stated further in [103], TFRC is designed for best
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performance with applications that use a fixed segment size, and vary their sending
rate in packets per second in response to congestion. TFRC can also be used with
applications that do not have a fixed segment size, but where the segment size varies
according to the needs of the application (e.g. video applications).

Therefore, for this study (video transmission application) which requires lower
variation of throughput, varied segments of data, unicasting, and TCP-friendly
protocol, TFRC can be regarded as one of the best options. Furthermore, many other
researchers in the field of video transmission application also adopted TFRC as their

transmission protocol, such as [174, 175, 31, 32, 176, 177, 178, 179].

3.4.3.2 Network Simulation Topology

In simulation, a network is typically illustrated as an undirected graph. The topology of
the graph is a description of the way the nodes are connected together. Properties, such
as the average node degree and the diameter, give information on a graph topology.
For network protocols, the knowledge of the topology of the medium is very important
as it directly translates into useful information such as path bandwidth and path delay.

Choosing an appropriate network topology in simulating communication network
systems is very important. The correct network topology ensures that it represents the
problems under investigation, and the simulation results are as general as possible, as
discussed in [127, 180, 143].

In the case of the new video rate shaping algorithm, the well-known single
bottleneck dumb-bell topology has been employed. This topology is then applied
in Evalvid-RA environment. Figure 3.5 demonstrates the network setup for the
experimental purpose.

This topology is believed sufficient for this study because the video rate shaping
algorithm does not getting any feedback from the network, as explained in the scope

of this study. Moreover, the dumb-bell topology was also used by other video
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Figure 3.5: Simulation parameter setting

transmission researchers in their study [181, 69, 118, 182, 183, 184, 177, 185, 186].

3.4.3.3 Network Simulation Settings

As mentioned in [143], the best way to draw acceptable conclusions would be to
use a topology that is closest to the real network where the new protocol will be
deployed. Therefore, the network settings in the simulation topology should closely
match the real Internet environment from the aspect of parameter settings which have

been assigned in the experimental setup.

92



The propagation delays of the access link is 2 ms while the delay of the link
between the gateways, which is one-way delay, is 50 ms. Thus, the end-to-end round
trip propagation delay will be 104 ms. This value closely represents the typical WAN
delay on the Internet, which is a 105 ms propagation delay [187].

For the bandwidth of the links, 1 Mbps is used on the link between the user and its
gateway to represent the typical broadband home Internet access speed. The capacity
of the link between the server and its gateway is 100 Mbps which represents a typical
LAN speed. The capacity of the link between the gateways is 1.5 Mbps; this is to
represent T1 transmission rate. This bandwidth is sufficiently provisioned so that
congestion only occurs on the link between routers, as suggested in [33]. All these
parameter settings are shown in Figure 3.5.

Regarding the queuing policy, the queue size of the gateways is set to a value which
is twice the Bandwidth Delay Product (BDP) of the connection, as suggested by Byers
et al. in [188] and used in [189, 33]. Therefore, the queue size of router 1 is 74.4

packets and 49.6 packets for the router 2 queue size.

3.5 Validation and Verification

IEEE standard Board, as stated in [190], has defined validation and verification as a
process of verifying the internal consistency and correctness of data, and validating that
it represents real-world entities appropriate for its intended purpose or expected range
of purposes. Whereas within the modeling and simulation community, as written in
[134], validation is the process of determining the degree to which a model, simulation,
or federation of models and simulations, and their associated data accurately represent
the real world from the perspective of its intended use(s). Verification is the
process of determining that a computer model, simulation, or federation of model

and simulation implementations and their associated data accurately represent the
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developer’s conceptual description and specifications.

According to Ghazali in [127], validation is a process that the conceptual model
accurately represents the system under study, in order to provide meaningful answers
for the questions being investigated. Whereas in [191], validation is a determination
of whether the conceptual model can be substituted for the real system for the purpose
of experimentation. It is the first step to ensure that the assumptions are realistic. As
written by many authors, including Banks in [191], verification is a determination of
whether a conceptual model is correct. Thus, it is a step to ensure that the model
implements the assumptions correctly. This involves examination of the simulation

program to ensure that the operational model accurately reflects the conceptual model.

3.5.1 Validation of ns-2

As highlighted by many network researchers, such as [132, 128, 127], ns-2 is packaged
with a large collection of detailed validation scripts that can be used by researchers to
validate the ns-2 after the building process of ns-2. During the validation process, the
simulator is run using a specific set of input values with known output values. Then,
the results obtained from the simulation are compared with the known output. If the
results match the known output, then the ns-2 is valid. Nonetheless, if it fails or some
of the comparisons do not match, the users will be notified and asked to repeat the
validation process for the failed models. This process is repeated until the validation
process is passed successfully. The ns-2 used in this research has been validated using

this validation process.

3.5.2 Validation of the Simulation

As stated in [134], simulations are an approximation or abstraction of the real world,
and simulation validation in particular is the process of determining the degree to which

a model or simulation is an accurate representation of the real-world. As discussed in
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the previous section, that the simulation settings in this study are using real-world
parameters. In terms of application layer data, it also uses real-world video sequences,
which have been used by many other researchers, albeit the traffic is in the form of a

video trace.

3.5.3 The New Algorithm Implementation Verification and
Validation

In designing the new algorithm, which is discussed comprehensively in Chapter 5,
the design objectives are stated. Each objective has its own sub-algorithm, principle,
or formulation. For each sub-algorithm, the verification is done by evaluating the
result to observe whether it conforms to the initial objective or formulation. All
the sub-algorithms have been verified and the details of the verification process are
discussed in Chapter 5. Furthermore, the new algorithm implementation is validated on
ns-2 by using Run-time Trace and Incremental Implementation. For every simulation,
the Run-time Trace is checked to ensure it runs as expected.

The validation is done by using multiple types of video sequences. The video
test sequence, as discussed previously, is a combination of several video clips. As
discussed at length in Chapter 6, the result of the whole sub-algorithms of the new
algorithm have performed as they are intended, thus it can be concluded that the new

algorithm is validated.

3.6 Summary

This chapter has described the approach that has been used in ensuring that the research
objectives can be fulfilled, verified, and validated. This chapter started with six
research steps (in achieving the research objectives), which are; perform an in-depth
study on the issues surrouding video rate control, perform an empirical analysis on the

previous video rate shaping algorithm (SVBR), design a new shaped control algorithm,

95



implement, validate, and verify the design of the new shaped algorithm, execute the
experiments, and lastly carry out performance evaluation of the new algorithm by
comparing it with the SVBR algorithm.

In the evaluation of the new algorithm, this study has opted for the simulation
approach, which had been employed by many other researchers in this area. In
terms of evaluation metrics, this study chose to use video related metrics, rather than
network-based metrics. The video related metrics that have been selected are PSNR,
higher video rate, QP stability, and frame loss.

In performing the experiments by using the simulation approach, great effort has
been taken to ensure that the simulation is representing the real world. The real video
data is used, although the traffic is in the form of a video trace. The network setting
also use the parameters that closely imitate the real Internet “variables and values”.

This chapter has also explained how the results are verified and validated. All
the algorithms have been inspected so that they meet the intended or the original
requirements of the designed objectives. The video sequences comprise several clips
with different activities. The ns2 package plus the new implementation is validated
using the built in ns2 validator.

The next chapter discusses comprehensively the empirical analysis of the SVBR
algorithm. By understanding thoroughly its strengths and weaknesses, the new shaped

algorithm for the video application can be effectively designed.
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CHAPTER FOUR

EMPIRICAL EVALUATION OF THE
SHAPED VARIABLE BIT RATE
(SVBR) ALGORITHM

After describing the research methodology for performance evaluation of the new
Shaped Variable Bit Rate (SVBR), extensive analysis and evaluation of the Shaped
VBR algorithm is presented in this chapter. As mentioned in the Chapter 2, many
recent works, which used the original SVBR, made no changes to the core of the
algorithm itself. This extensive analysis reveals the strengths and the weaknesses of
the algorithm. Consequently, this study leads to a set of potential enhancement to
the original SVBR algorithm, that can be applied in a slight delay video transmission
application.

The analysis starts by underlining the background of the SVBR. It then describes
the SVBR algorithm, in terms of its principles, how it determines a suitable bit rate, and
quantization parameter (QP) value. In addition, the chapter presents the experiments
conducted to compare the SVBR performance with traditional rate controllers, namely
Variable Bit Rate (VBR) and Constant Bit Rate (CBR). Finally, the SVBR algorithm is
empirically analyzed to identify its strengths and weaknesses. From the analysis, the

important areas which can be enhanced are highlighted.
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4.1 Exploiting the Advantages of CBR and VBR

As stated in the previous chapter, most of the video applications employ video rate
controllers in the form of either a VBR or CBR. The advantage of VBR is that it
produces a consistent visual quality, while CBR generates constant video rate for the
network interface as it main advantage.

However, the bursty form of VBR causes grave problems to networks in terms of
significant variation of the network traffic, jitters and delays. Equally, the problems
with a CBR implementation are the additional delay due to buffering, and the visual
quality tends to vary according to video content.

There is an obvious need for an alternative solution by taking advantage of both
CBR and VBR. At the same time, the alternative solution should eliminate the
weaknesses of both rate controllers. Therefore, an ideal rate controller requires a
higher and consistent visual quality video, video rate is always within a permissible
bandwidth level, and there is less delay. Delay can happen either because of the
introduction of an additional buffer or complex computational algorithm.

Therefore, it is useful to try to encode the video with an open loop VBR as
much as possible, but, at the same time, there is a need to control traffic admission
into the network when the permissible level is exceeded. By doing so, it helps to
maintain the consistent visual quality in VBR and gets into reasonable compromise
with adaptive quality when the network transmission rate degrades. In addition, it
avoids unpredictable large bursty rate variations, as in VBR. However, it is done
without the rigidity and systematic coding delay of CBR coders or intermediate CBR
buffer.

SVBR was introduced by Hamdi et al. [23] in 1997. The main idea behind
SVBR is to limit the open-loop burst while, at the same time, allowing open-loop
VBR coding, provided that they are still within a permitted constraint. To achieve this

objective, SVBR manipulates a leaky bucket algorithm to perform admission control.
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The leaky bucket used in SVBR can be considered as an imaginary buffer, thus, no
extra delay is introduced. Moreover, Hamdi et al. assumed that for a fast moving scene
with complex image structure, the scene quality can slightly be reduced, since human
eyes do not have enough time to notice the image details. In addition, Hamdi et al.
had suggested applying the algorithm at Group of Picture (GoP) granularity, which

consequently yields a less complex algorithm and lower delay.

4.2 SVBR Algorithm

In order to evaluate the SVBR algorithm performance, this subsection presents the
primary foundation of the SVBR algorithm. These include its principles, its mechanics

of determining video rate, and the complete steps of the algorithm.

4.2.1 SVBR Principles

It can be concluded that SVBR principles revolve around several principles. Firstly, the
algorithm works on GoP granularity, thus, it has low complexity that leads to a lesser
delay [2]. Therefore, it is much simpler than the one employed in the CBR coder which

works on macroblock-by-macroblock variations [23].

4.2.1.1 Controlling Video Data Input

The second principle of SVBR algorithm is that it uses a leaky-bucket algorithm to
avoid an excessive burst video rate into the network. By using the leaky-bucket
algorithm, the SVBR mechanism can control the video data admission into the
network. Thus, it avoids data loss at the network interface. This principle can be

written as follows,

R, < I”k—i—(b—Xk) “4.1)
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where Ry is video data input, r; is the leak rate, b is the bucket size and X is the
level of bucket fullness after transmitting the data at the time of k. The relationship of
all variables are illustrated in Figure 4.1. The (b — X;) in Equation 4.1 is the space in
the bucket that can still accommodate more video data. Whereas, r is the data from
the bucket that has been sent into the network interface. Thus, the blank space in the
bucket is now (b — Xy )+ ry. Therefore, Equation 4.1 restricts the video data input, so

that the bucket fullness will not be overflowed. Consequently, no drops will occur.

(R)
(input rate)
2 Rk
<=
} (b-X) ——(b=Xy)
(b) 5
Bucket size : } X) i
i Bucket H +
e - fullness |
vy
(r)
(leak rate)
I > I

Figure 4.1: Restrict input in the leaky-bucket algorithm

In order to realize the above-mentioned principle, the video bit allocation or Ry
should be controlled so that the X does not exceed b. For that purpose, Hamdi et al.

in [23] propose the following equation,

X (k4+1) =min{b,(max{0,X (k) —r} +R(k))} 4.2)

Here, they defined X (k) as a bucket fullness level at the beginning of GoP-k’"* video
data transmission (before transmitting GoP-k'" data). Thus, X (k4 1) can be regarded

as the bucket fullness level after transmitting GoP-k"" data. Equation 4.2 restricts the
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bucket fullness level into Equation 4.3.

0<X(k+1)<b (4.3)

Here Equation 4.3 can be realized since the mathematical expression
max{0,X (k) — r} from Equation 4.2 will produce a positive result between 0 and
(X (k) —r), even if the expression (X (k) —r) produces a negative result. Even though
expression (max{0,X (k) —r} + R(k)) might produces a value which is higher than b,
the expression min{b, (max{0,X (k) —r} + R(k))} will cap the result to b only.

The important thing here is to determine the input rate R (k), which determines
the bucket fullness level. The bucket fullness level needs to be controlled so that it
is neither too close to b nor too close to zero. This is because video rate changes
most drastically as the leaky-bucket level approaches its limits, i.e. zero or b. In the
former case, the rate controller tends to be at CBR rate controller, which is at the rate
r. Whereas, when the bucket fullness level is approaching zero, the coder does not
fully use the available average bit rate. Therefore, in [23], Hamdi et al. proposed that
the adjustments to R (k) should allow flexible, open-loop-like control when X (k) is in
a middle range around b/2 while attracting it back to this range if it tends to approach

either extremes, i.e. zero or b.

4.2.1.2 Allowing VBR Coding when the Network Permits

This principle can be written as follows: a video sequence with reasonable activity and
duration can be coded at the normal VBR rate while excessively long and/or active
sequence is “truncated” and their bit rate is reduced to . This means that for a video
sequence that conforms to the traffic contract, the shaping algorithm behaves like a
normal VBR. On the other hand, during overload periods (i.e. video sequence does
not conform to the traffic contract), the algorithm aims to bring the rate down to
r. However, because network resources are dimensioned based on the leaky-bucket

conformance, this shaping avoids data loss. Thus, only harmful sequences are shaped.
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Figure 4.2: SVBR shaping principle when bucket empty

This principle can be depicted in Figure 4.2 and Figure 4.3. SVBR video rates are
shown in the red-dotted lines. Here, SVBR uses bucket fullness level as a conditional
parameter to address this principle. When the bucket is empty, it indicates a video
sequence with a reasonable activity. Whereas, the full bucket shows that active video
sequence is being processed.

This principle can be easily seen in the Region II of Figure 4.2. When the bucket is
empty, SVBR uses the VBR video rate. Thus, the higher quality of VBR in Region II
is maintained. On the contrary, the video rate is decreased into the CBR rate when an
excessive active sequence has occurred, as illustrated in Region II of Figure 4.3. Here,
SVBR compromises high visual quality since the bucket is already full.

In the case of low VBR video rate (lower than CBR rate), as seen in Region I and
Region IIT of Figure 4.3, SVBR applies the normal VBR video rate. This will not
make the bucket overflow, since the leak rate is greater than the input rate. However,
in a similar case but with an empty bucket level, SVBR employs CBR rate. This will
increase the video rate which leads to a better visual quality without the risk of bucket

overflow or underflow.
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Figure 4.3: SVBR shaping principle when bucket full

However, in the actual implementation, the bucket is rarely completely empty or
full. Thus, by using linear calculation, which will be described later, the SVBR will
be lying between the CBR and VBR video rates. This implementation has advantages

and disadvantages, which is going to be analyzed further in this chapter.

4.2.2 Determining Suitable Bit Rate Allocation and Quantization
Parameter Values

As discussed in Chapter 2, two main aspects in video rate control research are bit
rate allocation and QP [13, 14, 19]. SVBR uses estimation and prediction in calculating
the next GoP QP value and video bit rate allocation, which means determining
R (k+1). The size of R (k) is very much related to QP.

It should be noted here that the term “bit rate allocation” is a general or typical
term, used to describe the video rate. However, it should be stressed here that the
video rate used in the implementation of the SVBR algorithm is Bytes/Gop.

The notation Q(k) is used to represent the quantization parameter value used in
the k' GoP. R, (k+ 1) notation will be used to represent the estimation video rate as

compared to R (k) as actual video rate.
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4.2.2.1 Determining Bit Rate Allocation

As described in Subsection 4.2.1.2, the SVBR video rate lies between CBR and VBR
video rates due to the use of linear calculation. Based on the bucket fullness level,
SVBR video rate can be either close to CBR or VBR. For that purpose, SVBR uses
Equation 4.4 and Equation 4.5.
if Ropen (k+1) > r
Resi (k+1) = (1 —€(x)) .Ropen (k+1)+€(x).r 4.4)
if Ropen (k+1) <r

Regi (k+1) = €(x) .Ropen (k+1)+ (1 —€(x)).r 4.5)
Here € (x) is a simple function to calculate the ratio of bucket fullness level. The
calculation is shown in Equation 4.6:

e(x) = )@ 4.6)

Whereas, R,pen (k+ 1) is actually a GoP-(k+ 1) VBR video rate estimation. Since
SVBR is targeted for real time video application, where the next GoP data is not known
in advance. Thus, Rypen (k+ 1) is needed in order to calculate R(k+1). For that

purpose, SVBR uses Equation 4.7 as a prediction or estimation for the R,pen (k+1).

R(k).Q (k)

R k+1)=
open( ) q

4.7)

This equation is formulated as above in order to indicate that SVBR will use
quantization parameter ¢ for the generation of VBR video rate as its base rate (VBR
uses a constant QP or ¢ to for the whole video sequence). ¢ is any suitable value that
will be fixed by the user in the beginning of the operation. The details of the algorithm
can be referred in [23, 7].

As described previously, the purpose of the bucket fullness function is to determine
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whether it should be closer to CBR (r) or VBR (R pen (k+ 1)). If the bucket fullness
is high (& (x) > 0.5) and R, pen (k+ 1) > r (refer to Region II of Figure 4.3), the SVBR
video rate should be closer to r. This is reflected well in Equation 4.4; higher € (x)
value increases r value and comparatively will decrease R,pe, (k+ 1) value by using
expression (1 —&(x)). On the other hand, if the bucket fullness is low (& (x) > 0.5)
and Ropen (k+ 1) < r (refer to Region I and III of Figure 4.3), the SVBR video rate is
closer to R, pen (k+1). This condition is reflected in Equation 4.4. In all combinations
of bucket fullness levels, R,pen (k+ 1) is greater or lower than r, and either SVBR is
closer to r or Rypen (k+1), as shown in Table 4.1.

Table 4.1: Relationship of bucket fullness, active sequence, and SVBR video rate

€(x)<0.5 €(x)>0.5
open (k+1) >r | SVBR s closer to R,pen SVBR is closer to r
open (k+1) <r SVBR is closer to SVBR is closer to Ry pen

R
R

From Equation 4.7, it is clear that the next GoP R,,., is calculated based on

previous R (k) and QP values.

4.2.2.2 Determining QP Value

In determining the next QP value, which is vital in producing the suitable bit rate
allocation for the next GoP data, the following equations are used;

if Ropen (k+1) >

B g-Ropen (k+1)
QRHD = A2 ) Ropen (kF 1) £ 2 () 7 (4.8)
if Ropen (k+1) < r
0(k+1) = q-Ropen (k+1) (4.9)

€(x) Ropen (k+1)+ (1 —€(x)).r
As mentioned earlier, QP value is used by the video encoder to encode video data.

In the context of SVBR, QP value produces R(k). To obtain a certain R(k) value (bit
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rate allocation), a suitable QP value should be determined. To calculate the next GoP
QP value, which is Q(k+ 1), SVBR requires R(k), ¢, and € (x). The relationship of all
variables with the SVBR rate control block diagram is depicted in Figure 4.4.

Encoded N y
Video Video Virtual etworl
Encoder bucket 1

Data source

Calculate Ropen(k+1), [‘Bucket level,
R(k+1) & Q(k+1) e(x)

SVBR rate controller

q value

ﬁ—"
F N
|
— 0
27 & |
T 2 T |
L = -
=5 = 3 |
48] .‘" |
Yy |
—-.
|
|
|

Figure 4.4: Rate control block diagram with SVBR

The main idea here is as follows, if the current GoP produces high bit rate data
(higher than r) and the bucket fullness level is high as well (more than half of the
bucket), a higher QP value for the next GoP should be generated. Higher QP value
means lower video rate, R (k+ 1), which is exactly what SVBR is supposed to produce.
When the bucket is nearer to full level and VBR video sequence is active (high rate),
the next video rate should be lower. Thus, the bucket does not tend to be full. The
opposite will happen if the current video rate is low. The QP value will be reduced,

which will produce higher video rate for the next transmission.

Case: SVBR Dynamic

How does Equation 4.8 and Equation 4.9 satisfy the above-mentioned principle? The
explanation will be done using the following example; r = 20000, R(k) = 16128,
O(k) =9, ¢ =10, X(k+ 1) = 17296, and b = 60000. In this case, at GoP-k, SVBR
video rate (which is R(k)) is lower than CBR (r). The idea is to increase the video

rate for R(k + 1) by reducing the QP value for Q(k + 1). By applying Equation 4.7,
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Ropen(k+ 1) can be obtained as follows:

R(K).Q(K) _ 16128 %9

= 14515.2
q 10

Ropen (k+1) =

Since Rypen(k + 1) < r, Equation 4.9 is employed. By applying Equation 4.5 to

Equation 4.9, the Equation 4.9 can be written as follows:

q-Ropen (k+1)

Q) ="+ 1)

(4.10)

The values of €(x) and R(k+ 1) can be obtained by using Equation 4.6 and

Equation 4.5, respectively:

X(k+1) 17296

_ _ — 0.2883
£(x) b 60000

R(k+1) = £&(x) Ropen (k+ 1)+ (1 — £ (x)) .1

R(k+1) = (0.2883 x 14515.2) + ((1 — 0.2883) x 20000)

=4184.7322 + 14234 = 18418.7322
Since R(k+ 1) higher than R, ¢, (k+ 1), Equation 4.10 will produce Q(k+ 1) which

is lower than g, as shown below:

q-Ropen (k+1)  10x 14515.2

_ = 7.8807
R(k+1) 184187322 o807 >8

Q(k+1)=

It can be derived as well that in this case, Q(k+ 1) will be smaller than Q(k) by
examining the the video rate level for R(k), R,pen(k+ 1), and r. Since R(k) which
produces Ropen(k + 1) is smaller than r, and its equivalent QP (Q(k)) is 9. To produce
R(k+ 1) which is higher than R(k) then Q(k + 1) should be smaller than Q(k).
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4.2.2.3 The Implications of the Design

There are many implications from the original principles of the SVBR design. The
implications are inherited from the way SVBR determines (predicts or estimates) a
suitable bit rate allocation and quantization parameter value. From this estimation, the
QP value will be fed into the video encoder (refer to Figure 4.4) to generate the real
encoded video. The video rate for the encoded video may very much differ from the
earlier video rate estimation, when estimating a suitable bit rate allocation.

The explanation to the above-mentioned implication is summarized in Table 4.2
and some related examples are shown in Table 4.3. The general idea of the SVBR
algorithm is to estimate the QP value which then will be used by the video encoder
to produce the encoded video sequence. The principle is to reduce the video bit rate
when the previous video bit rate is high. To implement this principle, SVBR increases
the QP value, which depends on the difference between R, ., and r, and the bucket

fullness level. The bigger the difference, the higher QP value is generated.

Case: Sensitive Relationship

The big difference between R, ., and r creates a sensitive relationship. A small change
might change the QP value to a much higher value than the previous one. For instance,
in the case of r = 20000, R(k) = 15120, Q(k) =25, ¢ =10, and X (k+ 1) = 55120, the

next QP value, which is Q(k+ 1), is 18. The calculation of this result is as follows:

R(k).Q(k) _ 15120 %25

= 37800.0
q 10

Ropen (k+1) =

Since Rypen(k+1) > r, Equation 4.10 is employed. Estimation value for R,y (k+1),

as in Equation 4.4, is as below:

Rest (k+1) = (1= £(x)) Ropen (k+ 1) + £ (x) .1
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X (k+1) 55120

_ _ —0.9187
£(x) b 60000

Rest (k4 1) = ((1—0.9187) x 37800) + (0.9187 x 20000)

Reg (k+1) =3074.4+ 18374 = 21448 .4

q-Ropen (k+1) 10 % 37800

- =17.62>> 1
R(k+1) 21448 4 62> 18

Qk+1)=

Table 4.2: Relationship of bucket fullness level, active sequence, and QP value

€(x)<0.5 €(x)>0.5
Ropen (k) > r
Qk+1)>g¢q Ok+1)>gq
The more Ropen(k) and r differs, The more Ropen(k) and r differs,
and the higher € (x), producing the | and the higher € (x), producing the
higher Q(k+1). higher Q(k+1).
R()pen (k) <r
Qk+1)<gq O(k+1)<gq
The more Ropen(k) and r differs, The more Ropen(k) and r differs,
and the higher € (x), producing the | and the higher € (x), producing the
higher Q(k+1). higher Q(k+1).

Another big implication is on the encoded video rate. Since the estimated QP value
is used to encode the video, and the next original video rate is much different from the
previous one, this might create another undesired relationship. A numerical example

will be shown in the next section.

4.2.3 SVBR Algorithm Flow

The gross or important parts of the SVBR algorithm can be illustrated in a flow
chart form as shown in Figure 4.5. The following is the explanation on the notation,

commands, or variables used;
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Table 4.3: Examples of the relationship of bucket fullness level, active sequence, and
QP value

[ [Ropenk+1) ] 5 [ ) [q] Qk+1) |
20160 20000 | 0.1667 | 10 | 10.0133 (10)
20160 20000 | 0.4167 | 10 | 10.0332 (10)
20160 10000 | 0.1667 | 10 | 10.9170 (11)
20160 10000 | 0.4167 | 10 | 12.6580 (13)
18144 20000 | 0.5833 | 10 | 7.8600 (8)
18144 20000 | 0.9167 | 10 | 9.4836 (9)
4500 20000 | 0.5833 | 10 | 2.9752 (3)
4500 20000 | 0.9167 | 10 | 6.7925 (7)

0| | A\ N | W NI —

* X(0): is the intialization bucket fullness level at GoP-0, which is set to half of

the bucket.

* For k: performs looping in order to process all video sequences from the first

GoP to the last GoP.

* Transmit data: transmits each GoP data. The real implementation in the
simulation package is much more complex. This is due to the fact that the
simulation package imitates almost 100%, similar to the real network behavior.
Thus, the implementation coding, that is presented in Chapter 6, needs to

transform GoP data granularity into video frames then into transport datagrams.
* X(k- 1): after the transmission, the virtual bucket fullness will be calculated.
* ¢: represents € (x), which is the ratio of bucket fullness level to bucket size.

* Calculate R,pen (k+1): calculates the next GoP VBR data. As described
previouly, SVBR uses prediction and approximation in calculating the next GoP

VBR data.

* Ropen (k+1) > r: tests whether VBR data is a higher video rate than r. From
that test, SVBR can determine either the next GoP video rate is closer to R, pen

orr.
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Let X(0) = b/2

v

For k = 1 to GoP(n)

4

Y

Transmit data GoP(k)

:

X(k+1) = min{b,(max{0, X(k)-r} + R(k))}

Y

e = X(k+1)/b
Calculate Ropen(k+1) = q is quantization
R(k)*Q(k)'q constant for VBR
N R(k+1)=
(e).Repen(k+1) + (1-€).r
Y
R(k+1)=

(1'9}- Ropen{k+1 } + (e)-r

\ﬁ

Q = q"Ropan(k+1) /R(k+1) -

Figure 4.5: SVBR algorithm flow chart

* Q: represents Q(k+ 1), the quantization parameter for the next GoP video data.

4.3 Evaluation of Strengths and Weaknesses of SVBR

This section presents performance evaluation experiments of SVBR to analyze its
strengths and weaknesses. The section also shows a performance comparison of SVBR

to the traditional rate controllers, which are CBR and VBR.
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4.3.1 The Evaluation Approach

A combination of several video clips, as discussed in the previous chapter, is used for
the purpose of evaluating SVBR. These clips consist of low and high video rate, thus

the SVBR performance in several scenarios can be observed.

4.3.2 Rate Control Experiment Settings

In order to execute the experiments, the following parameter setting is employed;
» Bucket size (b) = 60000 Bytes. This size is equal to 1Mbps transmission speed.

* Leak rate (r) = 20000 Bytes/GoP. This rate is average open-loop rate for the

video sequences used, as suggested by Hamdi et al. in [23].

* VBR Initial g = 10. This initial value is selected to provide space for the SVBR
rate control to increase or decrease QP value freely. For a more limited network

resources setup, a higher initial ¢ value should be considered.

The other settings have been discussed in length in Chapter 3.

4.3.3 The Result

The result of the experiments are shown in Figure 4.6, 4.7, 4.9, and in 4.10. Figure 4.6
and Figure 4.7 show the result of SVBR video rate. In Figure 4.6, the SVBR video rate
is compared with VBR and CBR video rates, while in Figure 4.7, the SVBR video rate
is charted with its respective bucket fullness level. Figure 4.9 presents PSNR values
gained from the experiments for CBR, VBR, and SVBR video sequences. On the
other hand, Figure 4.10 plots the QP values gained (from the estimation calculation)
and used in producing CBR, VBR, and SVBR video rates.

In Figure 4.6, the SVBR video rate for GoP 201 is actually 253,000 Bytes/GoP.

It has been reduced to 65000 for the purpose of chart readibility and clarity. Several
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other general observations can be noted as follows;

* A long flat scene can be observed from GoP 26 to GoP 200.

* A heavy VBR active sequence can be observed in GoP 369 to GoP 381. The

video rates jump to around 65,000 Bytes/GoP.

When the SVBR video rates are below r, the bucket fullness level is also

relatively at a low level as well.

* Whenever the SVBR video rates are almost at 30000 Bytes/GoP, the bucket

fullness level tends to be full.

In general, SVBR has demonstrated its novel creation. Its video rate is steadily
somewhere between VBR and CBR. When heavy fluctuations occur, the SVBR video
rate is interestingly, quickly adjusting itself into a permissible rate. However, it is
obvious that SVBR fluctuates more than CBR and VBR. The analysis on this matter

will be elaborated on the next section.

4.3.3.1 Observation on the SVBR video rate and Bucket Fullness Level

The long flat scene does not mean there is no movement in the video sequence. When
the real GoP data sizes are examined deeply, as shown in Table 4.4, the sizes are not
same. These small changes (in GoP data size) are due to minimum movement in the
video scene or constant movement. The constant movement, even in the high video rate
video frames, lead to minimum changes in the GoP data size. This is due to motion
compensation video compression.

An additional reason for a long flat rate is on the approach that the transmitted
video rates are calculated. For transmission purposes, TFRC in particular, the packet
size is fixed equally for all packets, which is 1008 Bytes. It consists of 972 bytes of

data payload and 36 bytes of header. Thus, for instance, a 50 bytes video frame will be
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transmitted as 1008 bytes data per packet. As a consequence, two transmissions with
different frame sizes might produce the same transmitted video rate, as illustrated in
Figure 4.8.

In Figure 4.7, the bucket fullness level is charted with the SVBR video rate. For
the first part, from GoP 1 to GoP 201 when there is no sudden jump in the SVBR video
rate, the bucket fullness level is slightly higher than SVBR video rate. After the sudden
jump occurs (at GoP 201), the bucket fullness level tends to be filled. The implication
of this scenario will be elaborated in the next section.

After the second SVBR video rate sudden jump occurs, which is at GoP 369,
the bucket fullness level starts to decrease. Specifically, it happens at GoP 381. At
that time, the SVBR video rates also decrease from 57,456 Bytes/GoP to 34,272
Bytes/Gop and, then, for several consecutive GoPs it remains at the rate of around
18,000 Bytes/GoP. It can somewhat be concluded that the bucket fullness level will
remain at a low level when the SVBR video rate is maintained at a low level. When
the bucket starts to be at almost full level and the next scenes are active, the bucket
fullness level tends to remain at full level as well. It will retract to a low level again

when the next several GoPs video rate decreases to a low rate accordingly.

4.3.3.2 Observation on the PSNR and QP Values

In terms of PSNR value, as illustrated in Figure 4.9, SVBR gains a considerable good
value until frame 3895. From that frame onwards, SVBR never obtains any good PSNR
value until the end of the transmission. It might be as a result of several frame drops
that occurred before and during that period. During several ocassions, its PSNR value
decreased badly, below 10dB. This can be seen clearly at the frame 2425, 4380-4401,
and 5771-5821.

Figure 4.10 charts QP values for VBR, CBR, and SVBR rate controllers. As

described in the previous chapter, the lower the QP value is, the higher the visual
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Table 4.4: Data size for GoP 26-40

GoP # video rate
(Bytes/GoP)
26 4941
27 4932
28 4981
29 4986
30 5012
31 5003
32 4989
33 5007
34 4876
35 4939
36 4929
37 4969
38 4967
39 4967
40 4921
Transmission | Packetization
Frame | Frame |
Packet | Packet ||
H H | == 2016 Bytes
E j m 1008 Byte 1008 Byte
200 Bytes 100 Bytes
Transmission Il
Frame | Frame ||
: Packet | Packet Il
H H | == 2016 Bytes
1008 Byte 1008 Byte

900 Bytes 750 Bytes

Figure 4.8: GoP data size calculation for TFRC transmission.
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quality of the video and video rate will be. In addition, the more constant the QP value
is, the more constant the video visual quality. From the chart, on the average SVBR
gains lower QP value, but it is less constant.

In order to generate an equivalent PSNR and QP values for the CBR rate controller,
the video sequence needs to be executed in the similar system. Since the system is
developed based on GoP granularity, the exact constant video rate is impossible to be
achieved. However, since the main objective of this study is to create a new rate control
algorithm based on SVBR algorithm, the main performance comparison is between
SVBR and the new algorithm.

Hence, a CBR rate controller is created, even though it is not really constant, it
still uses the nearest GoP value with a constant video rate. Thus, it still can be used
as another comparison. Accordingly, it should be highlighted that in the case of CBR
and SVBR in acquiring constant QP value, SVBR provides much better constant video
visual quality than CBR rate controller. The real generated the CBR video rate is

shown in Figure 4.11.

4.3.4 The Analysis

After describing some observations that can be made from the experimental result, the
extensive analysis will be elaborated on in this section. The strengths and weaknesses
of the SVBR algorithm will be highlighted based on the analysis of several scenarios
below. The analysis will be based on how SVBR reacts when certain scenarios occur.
The analyzed scenarios include the occurrence of sharp decrease in VBR video rate,
sudden bucket overflow, low video rate with low bucket fullness level, fluctuating video

rate, and SVBR with varied video rates.
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Case 1: Sharp Decreases in SVBR video rate

Figure 4.12 shows the phenomenon of sharp decrease in SVBR video rate which can
be seen at the GoP-201. Figure 4.12 charts the data for this particular GoP and the
surrounding GoPs. The sudden sharp decrease in SVBR video rate is from 17,136
Bytes/GoP to 6,048 Bytes/GoP. The SVBR video rate is examined here because the
generation of the next SVBR rate is very much dependent on it (refer to Figure 4.5);
R.st(k+ 1) is the SVBR video rate estimation for the GoP-(k+1).

What can be observed here is that when a sharp decrease in SVBR video rate
occurs, it will automatically generate a sudden burst in the next SVBR video rate.
This kind of scenario occurs especially when the next VBR video rate is increased
sharply as well. A possible problem of this scenario is that the SVBR video rate might
be increased at a very much higher rate as compared to VBR. This case is clearly seen
in Figure 4.12a. The SVBR video rate has bursted from 6048 Bytes/GoP to 253000
Bytes/GoP, while, the VBR video rate has only increased sharply from 4032 Bytes/GoP
to 30240 Bytes/GoP.

This above scenario can be explained as follows:

For Gop-201, the k is equal to 201. Then, the bucket fullness ratio for the next
GoP, when applying Equation 4.6, is 0.1008. The QP values for the respective GoPs
are shown in the Table 4.5.

Table 4.5: Respective QP values for GoP 198-204

GoP # | 198 | 199 | 200 | 201 | 202 | 203 | 204
QP 7 7 7 7 2 | 25 | 18

X (202) 6048

_ _ — 0.1008
&(x) b 60000
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=&=VBR —-SVBR

300000
250000
200000
%
o
? 150000
=
@
| / \
50000
0 l
198 199 200 201 202 203 204
VBR | 15120 | 15120 | 15120 4032 30240 | 30240 | 30240
SVBR| 17136 | 17136 | 17136 | 6048 | 252000 | 15120 | 16128
GoP number
(a) Real video rate
—+—CBR —d#—VBR -#3-SVBR ——X
70000
e /"\ [\.
50000
. [ \/
& 40000
% / A
& 30000 - —
s [/ ]\
20000 @ < %( - / <
10000 kw N
0
198 199 200 201 202 203 204
CBR | 20046 | 20046 | 20046 | 20046 | 20046 | 20046 | 20046
VBR | 15120 | 15120 | 15120 | 4032 | 30240 | 30240 | 30240
SVBR| 17136 | 17136 | 17136 | 6048 | 65000 | 15120 | 16128
X 17136 | 17136 | 17136 | 17136 | 6048 | 60000 | 55073
GoP number
(b) Modified video rate

Figure 4.12: Sharp decrease scenario in the GoP-201
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R(201).0(201) _ 6048 x 7

Ropen (202) = 7 0

=4233.6

Since Ropen(202) is less than r (CBR=20000), then Equation 4.5 is applied;

q X Ropen (202)
202) =
Q(202) = C 0 X Ropen (202)) + (1 —€ (®)) < 1)
10 x 4233.6
202) =
0(202) = (51008 x 4233.6) + (0.8992 x 20000)
42 42
0(202) = 336 330 _ 5995

T 426.7469+ 17984  18410.7469

Since the nearest QP value for Q(202) is 2, then Q(202) = 2. By refferring to

Table 4.6, the video rate for QP=2 for GoP-202 is 252,000 Bytes/GoP. What should be

highlighted here is that, when at GoP-201, the video rate is comparatively very low,

so the algorithm wants to increase the video rate for the next GoP by lowering the

QP value. The algorithm succeeds in its principle to perform that task. The QP value

was decreased from 7 to 2, with the intention to increase the video rate substantially.

However, at GoP 202, VBR video rate increases to a higher rate, consequently QP=2

for SVBR GoP 202 video rate is equal to 252000 Bytes/GoP. For reference purpose,

if VBR video rate remains at the same rate for GoP-202 as the GoP-201, QP=2 will

moderately increase SVBR GoP 202 video rate to 24192 Bytes/GoP.

Table 4.6: Respective QP and video rate values for GoP-202

0(202) 2 3 4 5 6 7

8

video rate (KBytes/GoP) | 252.0 | 149.2 | 998.0 | 735.8 | 483.8 | 463.7

332.6

From the above calculation, it can be concluded that one of the weaknesses of

SVBR algorithm is when a sharp decrease in VBR video rate occurs, the SVBR video

rate for the next GoP will increase dramatically. This is especially true in the case that
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the next VBR video rate has increased sharply as well. The sudden sharp fluctuation
in the SVBR video rate can go up beyond the permissible level, which overflows the
bucket. This scenario crops up as a result of very low bucket level fullness and low
Ropen value case. This leads to a very low QP value and consequently, produces a very

high video rate.

Case II: When a Sudden Bucket Overflow Occurs

Figure 4.13 shows the case when a sudden bucket overflow occurs. This scenario can
be observed starting from GoP 369 to 381. This phenomenon can be described as an
advantage of the SVBR algorithm, but at the same time, it shows poor performance as
well. The disadvantage of this algorithm can be seen at GoP-369. Here, when VBR
video rate fluctuates sharply to 59472 Bytes/GoP, exceeding the bucket size, the SVBR
also follows this behavior, even to higher video rate than the VBR.

This scenario can be shown as follows:

_ X(369) 53104

_ — 0.8851
£(x) b 60000

R(368).0(368) 13104 x 13

Ropen (369) =
ope ( ) q 10

=17035.2

Since R,pen(369) is lower than r, then Equation 4.9 is applied:

Ropen (369

0(369) = 9% Ropen (369)
(& (x) X Ropen (369)) + ((1 — £ (x)) x r)

10 x 17035.2

360) =
Q(369) = (58851 x 17035.2) + (0.1149 x 20000)
170352 170352
0(369) —9.8039

~ 15077.8555+2298  17375.8555
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Since the nearest QP value for Q(369) is 10, then QP = 10. Then, accordingly
the whole transmission video rate for QP=10 is 59472 Bytes/GoP. This phenomenon
is almost similar to the phenomenon in the previous subsection.

In addition to the aforementioned explanation, since SVBR uses previous GoP data,
which is GoP 368, to estimate the next GoP data, it generates a small R,¢,. The small
Ropen and higher bucket fullness level will generate R (369) (refer Equation 4.5) close
to the R,pen value (refer to Table 4.1). Consequently, the SVBR algorithm generates
a QP value which is close to the default value ¢g. This form of estimation is good for
video sequences which are increased or decreased in a smoother way, but, for the next
video sequence, even though the video rate has sharply increased, the g value is still the
same as for previous video sequence. Then, for SVBR, when the QP value is around
the default g value, it produces a high video rate. This is due to the fact that SVBR

uses real data for the transmission, which is same as VBR (Q(369)=¢=10).

~—CBR =#—VBR —#—SVBR =—+—X

g‘soooo //
[ \//
N

o

367 | 368 | 369 | 370 | 371 | 372 | 373 | 374 | 375 | 376 | 377 | 378 | 379 | 380 | 381 | 382 |
[car | 20046 | 20026 | 20046 | 20046 | 20045 | 20046 | 20046 | 20046 | 20046 | 20046 | 20046 | 20046 | 20045 | 20046 | 20046 | 2006

\vBr | 26208 | 21168 | 53472 | 67536 | 69552 | 69552 | 69552 | 64512 | 61488 | 67536 | 66528 | 63504 | 60480 | 56448 | 33264 | 15120 |
|SVBR| 26208 | 13104 | 59472 | 25200 | 26208! 26208 | 23184 | 13154] 26208 | 25200 | 25200 | 18144 | 27216 | 17136 | 15120 | 14112
X 54293 | 60000 | 53057 | 60000 | 600005 60000 | 60000 | 60000 | 58097 | 60000 | 60000 | 50000 | 58097 | 60000 | 57089 | 52163

GoP number

Figure 4.13: Sharp VBR increase scenario

The advantage of SVBR algorithm for this scenario can be observed by how SVBR
reacts after any sudden sharp increases, specifically, after GoP 369 until GoP 380. For

that period, even though the VBR video rate is maintained above the bucket level,
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SVBR quickly adjusts itself to a permissible level.

This scenario can be shown as follows:

X (370) 60000

_ _ —1.0
£(x) b 60000

R(369).0(369) 59472 x 10

Ropen (370) = 7 0

=59472

Since Ropen(370) is greater than r, then Equation 4.8 is applied:

B qX Ropen (370)
QB0 = {02 () X Ropen (370)) + (£ (1) x7)
0 (370) _ 10 x 59472

(0 x 59472) + (1 x 20000)

594720

20000 =29.736

Q(370) =

Since the nearest QP value for Q(370) is 30, then QP = 30. The video rate for
QP=30 is 25200 Bytes/GoP, then accordingly the SVBR video rate for GoP-369 is
25200 Bytes/GoP.

In the above case, although the present VBR and estimation of the next VBR
(Ropen (370)) are high, and since the bucket fullness is also high, the estimation for the
R(370) is getting closer to r or CBR. All this will produce a higher QP value (Q(370))
than g. Accordingly, the higher QP value will generate a low SVBR video rate. This is
a good strength of the SVBR algorithm. Even though the VBR video rate is very high
and it is maintained high for several consecutive GoPs, the SVBR algorithm quickly
adjusts its video rate to an acceptable level and maintains that rate onwards.

It can be concluded here that when a high video rate burst occurs, for the next first

GoP, SVBR will burst as well leading to bucket overflow. As each GoP consists of
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GoP number

Figure 4.14: A long-low-flat video rate sequence

12 frames, this means that 12 frames will burst as well. However, SVBR has been

designed to quickly retract the burst to a permissible level for the following GoPs.

Case III: Low video rate and Low Bucket Fullness Level

As shown in Figure 4.14, this scenario can be clearly seen from GoP 26 to 200. From
this range, especially from GoP 106 to 200, it shows a long flat low rate sequence. Part
of this sequence is shown in Figure 4.14. Here, both of CBR and VBR are at low rate,
SVBR is seen to be around the both rates. SVBR should increase its video rate here to
improve its visual quality. It clearly shows here that SVBR is not designed to increase
the visual quality in a low video rate sequence.

Based on Figure 4.14, for SVBR to estimate GoP 106 from GoP 105, SVBR bases
on its distance to CBR (r) and VBR. In the case of calculating GoP 106 using GoP
105, where the video rates are very close to r, this forces SVBR to adjust its rate to
lower than r value. It does that by lowering the R(106) estimation from the real value
of the R(105) (refer to equation 4.5). By designing in such a way, it produces a higher
QP value estimation, which is 7 (previously QP=6). Consequently, it generates lower
value of video rate for the SVBR GoP 106 video rate. The calculation of this algorithm

can be inspected as follows:

_ X(106) 19152

_ _ — 03192
£(x) b 60000
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R(105).0(105) 19152 x6
q N 10

Ropen (106) = — 11491.2

Since Ropen(106) is lower than r, then Equation 4.9 is applied:

0(106) = g % Ropen (106)
(& (x) X Ropen (106)) + ((1 — € (x)) x 1)
10 x 11491.2
106) =
Q(106) = 53795 % 11491.2) 7 (0.6808 x 20000)
114912 114912
0(106) = 0 12 67659

~ 3367.9910+ 13616  16983.9910

Since the nearest QP value for Q(106) is 7, then QP = 7. Then, accordingly the
whole transmission video rate for QP=7 is 17136 Bytes/GoP.

In producing SVBR video rate for GoP 107, the SVBR will estimate R(107) as a
little bit higher than the real R(106) since R(106) is located in the middle of the r and
VBR but at a little bit lower distance. As a consequence, when calculating the value
for QP, it gains Q(107)=6.7717. Since, the nearest round number for 6.7717 is 7, it
produces the SVBR video rate for GoP 107 similar to the previous GoP. This scenario
continues until GoP 200, where the VBR video rate for GoP changes to another value.

Therefore, the clear disadvantage of SVBR algorithm is that it has been designed
to maintain its video rate to be vary between VBR and CBR video rate. Inevitably in
a low video rate, especially in a long-flat video rate, SVBR tends to be around that
rate. Thus, it maintains its visual quality. However, since the bucket fullness is at a
low level, the video rate can be increased so that the visual quality can be increased as

well.
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Figure 4.15: Positive fluctuation

Case IV: Fluctuating video rate

There are two types of conflicting fluctuated video rates; positive and negative
fluctuation. video rate fluctuates generally. A positive fluctuation is a condition where
its QP values are constant. Thus, video rate fluctuation is considered as a positive
fluctuation. Figure 4.15 illustrates this positive fluctuation condition.

A negative fluctuation is a condition where the video rate and QP values are not
constant. This negative fluctuation video rate condition is shown in Figure 4.16. This
subsection refers to the negative fluctuation, especially the fluctuation in the SVBR

video rate. In the following, two cases of the negative fluctuation are explained.

Case IV-A: VBR is Higher than CBR

From Figure 4.6, it can be observed that SVBR creates significant non-positive
fluctuations. Fluctuation is positive as in VBR. Thus, wherever SVBR fluctuates

differently from VBR, it can be considered as a negative fluctuation. One of this
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Figure 4.16: Negative fluctuation

scenarios can be seen at GoP 208 to 250. Figure 4.17 shows this scenario.

This scenario is one of the good examples of the sensitive relationship as describe
in Subsection 4.2.2.3. In the GoP 209, QP=11 and SVBR video rate (R(209)) is
19152. This video rate is below both CBR and VBR video rates at that GoP. One
of the principles of SVBR is to let the next video rate lie between VBR and CBR video
rates by adjusting the next QP value. It should be emphasized here that SVBR is only
able to estimate the next QP value with the hope that the actual video rate will be lying
between the intended region.

Since the generated R, e, for GoP 210 is a little bit higher, it will produce a little
higher QP value (refer to Table 4.2 and Table 4.3) but below 11. Another way to
comprehend this scenario is by looking at how SVBR tries to increase its video rate
to be between CBR and VBR. Given that the current video rate is less than both CBR

and VBR rates with its QP value at 11, SVBR will decrease its QP value to increase its

129



70000
60000
_— WW\’
=—#—r @ CBR
40000
==V BR
A BV s v e 7 A Ty 7\ -‘*'f“\"_-_f\ V\ S
20000 { BBt \.- e i e i e i et e i e i e e i i e K
10000
o
206 209 212 215 218 221 224 227 230 233 236 239 242 245 248 251
(a) SVBR video rate fluctuation
16
15
14 -
L
=213
[ === SVBR
a 124
—+=\BR
11 +
—+=CBR
10
[T N S Y .

206 209 212 215 218 221 224 227 230 233 236 239 242 245 248 1251

GoP number
(b) SVBR QP fluctuation

Figure 4.17: SVBR fluctuation

video rate, but to the maximum of 10. This is due to the fact that the QP value for the
VBR is 10. The calculation of Q(210) gives 10.4223 and since there is no fraction of
QP encoding, SVBR obtains Q(210)=10.

The Q(210)=10 will generate a similar video rate with VBR GoP-210 video rate.
Since, VBR video rate is in active sequence, SVBR obtains much higher video rate
compared to the previous video rate. The negative implication of this situation is on
the generation of the next QP and its video rate. As a result of the wider gap between
Ropen and r, it causes the generation of QP to become sensitive. Again, as described
in Table 4.2 and Table 4.3, when the gap is wider and the bucket fullness level is
almost full, it generates a much higher QP value. In the case of Q(211), SVBR obtains
14.3137 (or 14 only). This QP, when translated to the actual video rate, is equal to
17136 Bytes/GoP. It creates a significant oscillation in the SVBR video rate. This

situation continues until GoP 250 when the VBR video rate faces a less active scene.

130



Case IV-B: CBR is Higher than VBR

Similar conditions can be seen in other areas. At GoP 424 to GoP 448, similar
negative fluctuation can be observed but this time the VBR is lower than CBR. Another
dissimilar condition is that the bucket fullness level is also fluctuating between above
and below the CBR video rate. Figure 4.18 illustrates this scenario.

The fluctuation occurs also as a result of sensitivity in the algorithm when the gap
between VBR and CBR is quite wide. Although it is less wider as compared to the
previous subsection, the changes in one QP value has contributed to this fluctuation.
Another contribution factor to this fluctuation is the oscillation of the bucket fullness

level at the CBR video rate.

Case V: SVBR with Varied video rates

In theory, when SVBR is behaving almost similar to VBR video rate, the QP value
will be almost as consistent as VBR video rate. Usually, in substantially varied video
rates, the SVBR performs better regarding following the VBR changing video rate.
This scenario can be observed starting at GoP 467 to 490, as shown in Figure 4.19.

However, it does not reflect well in certain conditions. Figure 4.20 illustrates this
circumstance when the associated QP values are charted. When in theory the SVBR
QP values should follow VBR QP values, but instead, it seems SVBR is following
CBR QP values.

This situation arises because of a similar reason as stated in the previous subsection.
In a condition of high bucket utilization or wide gap between VBR and CBR, it has
created a sensitive relationship between two consecutive QP values. Consequently, a

small change in QP value leads to a fluctuated video rate.
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Figure 4.19: SVBR with varied VBR video rate
4.4 Summary

This chapter presented the extensive analysis of the SVBR algorithm performance. In
general, this algorithm has demonstrated its novel creation of an ideal rate controller
especially for real-time video application which produces a higher visual quality video,
the video rate is within a permissible bandwidth level, and less delay as a result of no
introduction of an additional buffer or complex computational algorithm.

However, there are spaces for performance improvement of the SVBR algorithm,
especially under certain specific conditions. Besides the strengths of SVBR algorithm,
this analysis had pointed out several weakness areas that can be considered for
improvement. The circumstances that had been strongly stressed were when there
is an occurrence of a sudden sharp decrease in the VBR video rate, the occurrence of
a sudden bucket overflow, the existence of a low video rate with low bucket fullness
level, and the generation of a cyclical negative fluctuation. These weaknesses play an
important role in designing a new algorithm for video transmission application. In the
next chapter, the design of a new algorithm based on this SVBR-based algorithm is

presented.
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CHAPTER FIVE

DESIGN AND IMPLEMENTATION
OF A NEW SHAPED CONTROL
ALGORITHM FOR A VIDEO
APPLICATION

In Chapter 4, the empirical evaluation of the SVBR algorithm has been extensively
analyzed. The comprehensive discussion has identified the strengths, limitations, and
weaknesses of the algorithm and has highlighted the important parts which can be
enhanced. From that discussion, this chapter will present the design of the new shaped
algorithm for a video application, which will be called SD-SVBR. The elaboration is
on the design justifications, specifications, requirements, and objectives for the new

algorithm. Then, the detailed design is discussed thoroughly.

5.1 Design Objectives

Therefore, in creating a new video rate shaped algorithm, which is called SD-SVBR
- a slight delay Shaped VBR, several design objectives have been considered. This
new algorithm has the following features: (i) no sudden unwanted sharp increment
or decrement in the video rate, (ii) high video rate, and (iii) a smoother negative
fluctuation.

Besides the above mentioned features, this new algorithm will maintain the
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SVBR’s positive elements, i.e. the leaky bucket algorithm, which has helped in
avoiding overflow by controlling the video rate. This algorithm is developed at GoP
video granularity level, similar to the SVBR algorithm and many other rate control
algorithms, such as in [192, 163, 166].

Figure 5.1 demonstrates the difference between SVBR and SD-SVBR algorithm.
SD-SVBR attains its great advantages by buffering a GoP of the video sequence. In
Figure 5.1a, no future information of the video sequence is used, thus it can be applied
in the real-time video application. On the other hand, as depicted in Figure 5.1b, some
advance video information are obtained thus it has to limit the application into a slight
delay video transmission system. To be more specific, the slight delay here is a buffer
of one GoP of video sequence, which is around 0.4 seconds (one GoP = 12 frames and
video rate is 12 frames per second). Therefore, to apply the system in a stored video
application, it can be employed easily. This is because in the stored video application,

many video information can be obtained in advance.

5.2 SD-SVBR Algorithm

As described previously, the new algorithm has features such as no unwanted sharp
video rate increment or decrement, a high video rate algorithm, and a smoother QP
stability. These have contributed to a new shaped video rate which is superior to the
SVBR. In the following subsections, an extensive discussion is presented in order to

describe how the design objectives of SD-SVBR algorithm are achieved.

5.2.1 Avoiding Unwanted video rate Increment/Decrement by
Using Real QP-to-video rate Matching

Previously, it has been described that the fundamental contributor for the weaknesses
and limitations of the SVBR algorithm are the employment of estimation and

prediction methods in generating the SVBR video rate. Thus, the fundamental
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Figure 5.1: Working differences between SVBR and SD-SVBR algorithm

improvement is to avoid, as much as possible, the estimation and prediction in
determining the bit rate allocation and its respective QP value.

However, it is not always possible to accomplish that principle in a real-time video
application. Firstly, some forms of estimation or prediction have to be implemented
because it is not always possible to obtain advanced information. This is true in the
case of real-time or slight delay video application. Secondly, in particular for the
leaky-bucket algorithm implementation, any allocation of the bit rates has implications
to a certain extent.

For instance, by allocating a high bit rate for the next video sequence, it leaves
a very small space in the bucket. As a consequence, only a small video rate can be

allocated for the following video sequence. Thus, not only it produces a low quality
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video sequence, but contributes to the fluctuation in the video rates for the consecutive
video sequences.

Estimating for the middle video rate is not always good as well. Besides, it does
not exploit the available bandwidth at the maximum capacity, and it also tends to be
at a low video rate if both video rate references (CBR and VBR) are at the low rate.
Thus, the new algorithm has been designed to utilize the available bandwidth but at the
same time it reduces the unwarranted fluctuations.

In short, the determination the QP value for a certain intended video rates can
be obtained by analyzing the video sequence in advance. In a slight delay video
application, the next GoP information can be programmed to make it available

beforehand.

5.2.1.1 Justification for Producing Correct QP and video rate Value

By referring to Figure 4.4, the correct corresponding QP value for the intended video
rate is fundamentally important in producing a correct predetermined video rate. In
the SVBR algorithm, the video rate estimation/prediction is done at the rate controller
engine, then the corresponding estimated QP value is fed into the real video encoder to
generate the real encoded video rate. In the SVBR algorithm, the estimation/prediction
of the intended data is moderately good. However, the problem is in generating the
corresponding QP value, especially when the next video rate changes significantly.
In this case, the estimated QP value will generate a significantly different video rate.

Figure 5.2 illustrates this situation.

5.2.1.2 Obtaining Correct Corresponding QP Value

In a slight delay video application, while processing the GoP-k video sequence, the
rate control engine can obtain the GoP-k+1 information as demonstrated in Figure 5.3.

From the figure, at step 4, before generate the QP value for GoP-k+1, the application
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can process the GoP-k+1 video sequence. By acquiring certain GoP video sequence,
a program can process that video part, such as to produce a list of corresponding
QP-to-video rate. Table 5.1 displays a sample of two lists, of a low and an active
video rate. An active video sequence usually holds a high QP-to-video rate for the first
several QP values compared to a low active video sequence.

N OROSO

Virtual
source Video encoder

buffer

(bucket)
ﬁ—b Netwaork

Encoded
video

QP value for
GoP-k+1
GoP-k
Data Rate

bucket
level

Rate control

@ ™ engine =

Figure 5.3: Getting information of GoP-k+1 video sequence while processing suitable
QP value for GoP=k+1

Table 5.1: List of corresponding QP-to-video rate sample

By obtaining the list of corresponding QP-to-video rate, the rate controller does

QP for a low video rate QP for an video rate
video rate (Bytes/Gop) active video (Bytes/Gop)
rate
2 78624 2 228816
3 52416 3 130032
4 40320 4 87696
5 35280 5 61488
6 33264 6 47376
30 16128 30 15120
31 16128 31 15120
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not only get a correct QP-to-video rate matching, but also a further opportunity to
manipulate or shape the next video rate. For instance, the implication of using certain
QP values for the next GoP video rate and for the bucket level, it can be assessed
beforehand. Thus, the rate control engine can choose a more appropriate QP value.

In implementing the QP selection, when the list of corresponding QP-to-video rate
is available, a simple data loop command is able to perform that task. The flowchart
of getting the correct match of QP-to-video rate is shown in Figure 5.4. The following

list is the description of the variables used in the flowchart;

» flag f: a programming flag to indicate either the corresponding QP value for the
intended video rate has been found or not. The 0 value means that it is not found

yet.
 pre_q: a variable that contains a QP value.
* R(k-+1): an intended video rate for GoP-k+1.

* arrSizeGoP(): an array variable which contains a list of QP-to-video rate. The
list of QP values is from 2 to 31. This list is used in the Evalvid-RA working

environment (refer to [2]).

* Q(k+1): contains the selected QP value.

5.2.1.3 The Benefit Gained

Generally, by getting the correct matching between video rate and QP value, the
shaping algorithm is more deterministic. The intended video rate can be obtained
accurately. As described in the previous subsection, in the SVBR algorithm, the
intended video rate is obtained by estimating the QP value for the next video rate.
Then, the QP value is fed into the video encoder to compress the raw video. However,

the changes in the next video sequence might be different from the previous ones,
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Figure 5.4: A flowchart for a QP selection

which causes the generation of different video rates from the intended video rate. In
some circumstances, the generated video rate might be extremely high/low.

In the new shaped algorithm, the next QP value is based on the list of the next
GoP’s corresponding QP-to-video rate. Thus, the chosen QP value closely produces
the intended video rate. In the following discussion, some samples are highlighted to
demonstrate how this mechanism is capable of achieving the intended design objective.
Table 5.2 lists the outcome of QP-to-video rate for SVBR and SD-SVBR. Accordingly,
Figure 5.5 displays the outcome of the corresponding video rate for SVBR and
SD-SVBR.

From Table 5.2a, it can be observed that for GoP 201, the estimated video rate
is 17714, but the obtained video rate is 6048. This usually happens when the VBR
video rate changes its rate significantly from the previous rate. The estimated video

rate is actually similar to GoP-200, which is using QP=7 to obtain 17136 Bytes/GoP.
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However in GoP 201, the SVBR rate controller, although using QP=7, has obtained a
big different value.

In SD-SVBR algorithm, as listed in Table 5.2b, the intended video rate at GoP
201 is 23160 Bytes/GoP. SD-SVBR chooses QP=2 and obtains 24192 Bytes/GoP.
Although, it is not an accurate matching between the intended and the obtained video
rate, this is the nearest video rate that can be gained from this GoP. The QP=3 for GoP

201 will produce 15120 Bytes/GoP, which is quite far from the intended video rate.

Table 5.2: QP-to-video rate for SVBR and SD-SVBR at GoPs 200-202

(a) QP-to-video rate for SVBR

GoP # | Estimated QP VBR video | Obtained | Difference
video rate rate video rate
200 17714 7 15120 17136 96.7%
201 17714 7 4032 6048 34.1%
202 18411 2 30240 252000 7.3%
(b) QP-to-video rate for SD-SVBR
GoP # | Estimated QP VBR video | Obtained | Difference
video rate rate video rate
200 20296 6 15120 22176 91.5%
201 23160 2 4032 24192 95.7%
202 20096 11 30240 19152 95.3%

In a similar trend, at GoP 202, the estimated video rate is 20096 Bytes/GoP, and
SD-SVBR has chosen QP=11. This has generated the video rate for SD-SVBR as
19152 Bytes/GoP, and this is pretty close. In this context, the SD-SVBR algorithm
has chosen the closest video rate available in the list of QP-to-video rate. Figure 5.5

presents these video rates in a line chart form.

As aresult from this approach, it is clearly shown in Figure 5.5b that the video rates
in SD-SVBR are adaptived to a moderately high video rate. The sharp decrease and
increase, as shown in Figure 5.5a, are not sighted anymore, where previously, at one

time a decrease to as low as 6048 Bytes/GoP was sighted and the next time it overly
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Figure 5.5: QP-to-video rate result for SVBR and SD-SVBR at GoP 200-202

burst to 252000 Bytes/GoP. SD-SVBR has been devised to be at a moderately high

video rate, but not to the extent of bucket overflow.

The devised mechanism is working throughout all overflow or underflow

phenomena, even in areas where the is no obvious sharp decrement followed by another

sharp increment. For instance, the scenario at GoP 368-370, as shown in Table 5.3 and

its corresponding line chart in Figure 5.6. It is obviously clear from Table 5.3a, that the

differences between estimated video rates and obtained video rates in SVBR algorithm

are quite big. It is more obvious at GoP 369, that the estimated video rate is 17378,

whereas the obtained video rate is 59472. On the contrary to SD-SVBR algorithm, as

shown in Table 5.3b, the differences between estimated video rates and obtained video

rates are very small.
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As a result, there are no sharp bursts occuring in SD-SVBR. As a conclusion, in
SD-SVBR there will be no unwanted extreme decrease or increase in the video rate.
By estimating correctly the intended video rate and its corresponding QP value, the

SD-SVBR is able to choose the right QP value to produce the closest video rate for the

estimated video rate.

Table 5.3: QP-to-video rate for SVBR and SD-SVBR at GoPs 368-370

(a) QP-to-video rate for SVBR

GoP # | Estimated QP VBR video | Obtained | Difference
video rate rate video rate
368 20000 13 21168 13104 65.5%
369 17378 10 59472 59472 29.2%
370 20000 30 67536 25200 79.4%
(b) QP-to-video rate for SD-SVBR
GoP # | Estimated QP VBR video | Obtained | Difference
video rate rate video rate
368 24280 8 21168 24192 99.6%
369 20000 30 59472 20160 99.2%
370 20000 31 67536 22176 90.2%

5.2.2 Increasing the video rate

One of the principles of the SVBR algorithm is to let its video rate lie between the
CBR and VBR video rates. Therefore, when both CBR and VBR are at the low rate,
the SVBR video rate also tends to be at a low rate. By staying at the low rate for some

time, the bucket level will be at the low rate as well.
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Figure 5.6: QP-to-video rate for SVBR and SD-SVBR at GoP 368-370

In order to increase the video rate, it cannot simply increase the rate. This is due
to the fact that the leak rate is slower than the input rate. If the input rate is kept
increasing, the bufer will easily overflow. It has to be controlled to the maximum of
the leaky bucket size. In addition, it is not a good strategy to let the designated video

rate fully occupy the bucket because of the following reasons:

* When the current video rate fully occupies the bucket, the next video rate has to
be reduced tremendously, especially if the next video scene is in an active rate.
This condition will create a significant negative fluctuation and definitely will

make the viewing experience annoying.
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* Even if some small space is available in the bucket, when the intended video
rate is translated into QP value which is applied into the real video sequence, it
might cause bucket overflow. This is because the QP value might not be able to
get the exact intended rate and the closest rate is higher than the intended rate.
In the case of an active sequence, the small changes in the QP value, might be

translated to a big difference in the video rate.

5.2.2.1 Design a Higher video rate Video Controller

Since SVBR is dimensioned base on the leaky bucket algorithm, which has contributed
substantially in terms of shaping the video rate within a permissible network
bandwidth, the designation of a higher video rate should take bucket level utilization
into account in the new algorithm. This is to prevent bucket overflow.

To increase the video rate, the intended video rate needs to be increased and the
corresponding QP value should be decreased. However, as highlighted in the previous
section, it cannot be simply increased in order to reduce the risk of bucket overflow
and the fluctuation effect. Thus, an increment strategy based on scene activity video
rate and the bucket level fullness has been devised. In addition, an appropriate space
needs to be reserved in the bucket to reduce the video rate related negative fluctuation.
Figure 5.7 shows some possible categorizations.

The VBR video rate in the range of 0 to r is a safe range to increase the SD-SVBR
rate, even up to the size of the bucket. This is due to the fact that the range is lower
than the leak rate and the incrementing up to the bucket size will not lead to bucket
overflow. However, to increase the rate up to bucket size is also not a good strategy,
since the video data is in variable bit rate, some spaces should be reserved for future
increment.

Nevertheless, 25% of the bucket space is enough for several consecutive GoPs with

more or less video rates. This can be translated into increasing the video rate, so that
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the bucket fullness level is around 75%. This also can cover the video rate up to y,
which is half of r and b/2. Thus, in Category I (Cat I) VBR video rate, the bucket
fullness level is devised to be at 75% of bucket size. Higher than this level might risk
the stability of the QP value, which is going to be elaborated in the next section. Lower

than this, it might not create a good high video rate algorithm.

Cat I1
Cat | “«—> Cat 111

|

|

|

: >
| ‘ Data rate

0 ry b? b

Figure 5.7: video rate categorization

The region after b/2 in the figure is considered as an active sequence. This
is because it is quick to fill up the bucket with a couple of consecutive GoP data
transmissions. The 50% bucket utilization is considered good here. The area between
y and b/2 is also an active sequence, but with less degree compared to the region
in category III. A 75% bucket utilization has been chosen for this category and is
considered good. A 25% reserve space is still ample to accomodate that video rate.
Two thirds of the bucket level is not selected here due to some forms of rate adaptations
that will occur during the shaping processes, which will yield the video rate close to
Category L.

In summary, the buffer fullness level is divided into three categories according to

the VBR video rate, which are as follows;

» Category I: for the VBR video rate between 0 to y, the bucket fullness level is

targeted around 75% (3/4 bucket level).
e Category II: for the VBR video rate between y and b/2, the bucket fullness level
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1s targeted around 75% (3/4 bucket level).

» Category III: for the VBR video rate above b/2, the bucket fullness level is
targeted around 50% (1/2 bucket level).

5.2.2.2 The High video rate Algorithm

The sample of C++ codes algorithm for increasing the video rate is shown in Figure

5.8. The following is the description of the algorithm:

1. float paras =0.75;

2. int active = 0;

3. if(r_open < (i_+((b_/2 - J)/2)) {
4 paras=0.75;

5. active=1;

6. ]

7. else{

8. if(r_open <b_/2){
9. paras=0.75;

10. active=2;

1. }

12 else {

13. paras=0.5;

14. active=3;

15. }

6.}

i7. If (b X>r)

18. Rtemp = paras™_ - (Ib_X-r_);
19  else

20. Rtemp = paras™

21.  If (Rtemp <r_) Rtemp=r_;

Figure 5.8: Sample C++ codes for the increased video rate algorithm

* Line 1: “paras” is a variable to store the percentage of the buffer fullness level.

The initial buffer fullness level is set at 75%.

* Line 2: variable “active” is used to keep the category of the video rate.
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* Line 3-5: “r_open” is a variable for VBR video rate, “b_" is the bucket size and
“r_"1is the leak rate. The first test here is to seek the range between 0 and y (refer
to Figure 5.7). If this range is found then paras is set to 75% of the bucket and

active is set as the first category.

* Line 8-10: Tests the range between y and b/2, and if it is found then paras is set

to 75% of the bucket level and active is set to Category II (Cat II).

* Line 12-14: The “else” is to test whether the range is above b/2. If this is true,

then paras is set to 50% of the bucket level and active is set as the third category.

e Line 17: Here, “Ib_X" is the bucket fullness level. If the bucket level is above r,

then a targeted video rate is reduced further.

e Line 18: The “Rtemp” is the targeted video rate. As explained in Line 17,
“Rtemp” has to be reduced to (X — r), which is less than the targeted video rate.
Here (paras+b_) produces the targeted percentage of bucket level size. This

expression will avoid bucket overflow or become very close to the full level.

e Line 19-20: If X is less than r (the bucket fullness level is lower than the leak
rate), the targeted video rate is set as the percentage of bucket level size. The
extra increase in the targeted video rate is not needed here since it has been

increased to the percentage level.

* Line 21: If the targeted video rate obtained is below the leak rate, the targeted
video rate is set to the leak rate. This is to ensure that the final video rate is not

at a low level, below the leak rate.

In addition to the implementation of the targeted bit rates according to the VBR
video rate categorizations, which determines the activity in the video sequence, this

algorithm also includes some controls to avoid bucket overflow and bucket under
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utilization. This algorithm is also designed in such a way that the video rate is prone to
be at a higher rate (refer to Line 18 and 20 in Figure 5.8). Here, the bucket utilization
is maintained at 75% of the bucket size, thus, it avoids the previous SVBR limitation
which tends to be at a low rate or lying between CBR and VBR video rates.

In maintaining the bucket utilization at a higher video rate, this algorithm
intentionally reserves some spaces for video rate increment or decrement. This
is important for the purpose of maintaining the stability of QP values, which will
contribute to better user viewing experiences. The designation of QP value stability

will be elaborated on in the next subsection.

5.2.2.3 High video rate Algorithm Achievement

In SVBR, where both CBR and VBR are at the low rate, its video rate tends to be at a
low rate as well. In SD-SVBR, since its video rate is not dimensioned based on CBR
and VBR, regarding the bucket fullness level, its video rate is not limited to be between
CBR and VBR.

As shown in Figure 5.9, when the CBR and VBR are at the 20000 and 19152
Bytes/GoP respectively, the SVBR is limited to the range, in which it gains 19152
Bytes/GoP. Even though the bucket fullness levels are quite high, SVBR does not really
dimension its video rate to the bucket fullness level. The bucket level is used mainly
to estimate its video rate either to be near the CBR or VBR. The other function of the
leaky bucket is to control so that it does not overflow, but it is not really successful as
described previously. The quite high bucket fullness levels, in this case, are due to the
initial bucket setting and not the SVBR video rate bucket utilization.

The high video rate principle in SD-SVBR can be observed in Figure 5.10. Besides
lying between CBR and VBR, SD-SVBR gained a video rate higher than both; at
GoP 2 it gained 35280 Bytes/GoP and 20160 Bytes/GoP for the rest. It got 35280

Bytes/GoP at GoP 2, as the algorithm wants the bucket fullness level to be at around
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45000 Bytes (75% of the bucket size). The bucket fullness level for GoP 2 (after
transmitting GoP 2 video sequence) can be seen at GoP 3, which is 45440 Bytes.

For the rest of GoP video rates, SD-SVBR gained 20160 Bytes/GoP given that
there is no more space (for higher than these video rates) due to the 75% bucket fullness
level constraint. However, these are still higher than the SVBR video rates and higher
bucket utilization. From this data, it can be somewhat concluded that the target bucket
utilization below 75% might not produce a high enough video sequence video rate.
However, to increase bucket utilization more than this level might risk the instability

of the QP value, which is going to be elaborated on in the next subsection.
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Calculating a High video rate for SD-SVBR

The equations for Line 16-20 in Figure 5.8 can be written as follows:

if X(k+1) > r then

Rtemp (k) = paras xb— (X (k+1) —r) (5.1

else
Rtemp (k) = paras X b (5.2)

Therefore, in increasing its video rate from GoP 2, it firstly compares X (k+ 1) and
r. In calculating GoP 2 for SD-SVBR video rate, X (k+ 1) is equal to 30160 and r is
equal to 20000. Another important information that should be obtained is the value of
paras. Since the VBR video rate for GoP 2 is equal to 19152, the value for paras is

set to 0.75 (refer to Line 3 of Figure 5.8).
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Since X (k+ 1) > r then Equation 5.1 is employed,

Rtemp (2) = paras xb— (X (k+1) —r)

Rtemp (2) = (0.75 x 60000) — (30160 — 20000) = 45000 — 10160 = 34840

In obtaining the QP for 34840, SD-SVBR uses QP=4, which generates the video
rate equal to 35280 Bytes/GoP. This is a much higher video rate compared to 19152
Bytes/GoP gained by SVBR algorithm.

SD-SVBR at a Low SVBR Bucket Utilization

Figure 5.11 shows another result of the high video rate algorithm. This is the case
where both of the SVBR video rate and its respective bucket utilization are at a low
rate. Its video rate is around 17400 Bytes/GoP and its respective bucket utilization is
around 17800 Bytes/GoP. By securing the bucket utilization in SD-SVBR to around
45000 Bytes/GoP, its video rate is higher at around 20200 Bytes/GoP. Thus, it can be
concluded that the high video rate is more beneficial where both of CBR and VBR are

at low rates.

-8-SVBR ——X (SVBR) —e-SD-SVBR ——X (SD-SVBR)
50000

45000 1

40000 +

35000 1

30000 1
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10000 i ; ; i : - : ; ; j ; :

26 27 28 29 30 3 32 33 34 35 36 37 38 39
GoP number

Figure 5.11: SD-SVBR at low SVBR bucket utilization
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SD-SVBR at a High video rate Video Sequence

It is very important to control the input transmission rate in order to avoid data
overflow. This is especially true where the video sequence is in a highly active mode.
For instance, in reference to the transmission rate at GoP 369 in Figure 5.12, the SVBR
video rate is at 59472 Bytes/GoP and it is below the bucket size limit. Even though the
bucket fullness level is stated as 60000 Bytes after the GoP 369 transmission, in the
real transmission it has very much overflowed. Before the GoP 369 transmission, the
bucket fullness level is at 53104 Bytes. By taking account that the leak rake is 20000
Bytes/GoP and the real transmission is 59472 Bytes/GoP, the bucket fullness level will
be at 92576 Bytes. This is 32576 Bytes overflow. The calculations are as follow:

53104 + (59462 —20000) = 92576

92576 — 60000 = 32576
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50000 +

40000 +

-a—SVBR

——X
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=X 60000 53104 | 60000 60000
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' ' GoP number '

Figure 5.12: SVBR at GoPs 368-371: Overflow bucket trend

For GoP 370, SVBR transmits another 25200 Bytes/GoP while its leak rate is
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20000 Bytes/GoP, which means it adds an additional 5200 Bytes to the already
overflowed bucket. Now, the bucket virtually contains 97776 Bytes. The transmission
after that also adds another over-supply video rate to the bucket. This scenario will be
ongoing if this pattern is continuing. Thus, the real overflow in the SVBR algorithm
can be displayed as in Figure 5.13. Actually the small overflow has occurred at GoP
368, where the bucket fullness level was at 60640 Bytes (refer to Subsection 6.1.3.1).
The overflow at GoP 370 and 371 are very high.
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Figure 5.13: SVBR at GoPs 368-371: The real overflow

The bucket overflow does not happen in SD-SVBR because the algorithm is based
on bucket level. In addition to that, it is controlled so that any intended video rate
should be produced at less than the bucket size. This principle is controlled by Equation
5.1. For example, in producing the video rate for GoP 369, SD-SVBR performs the

following principles:

* The intended rate is set to 50% of the bucket level or equal to 30000 Bytes.
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Although this is not a high enough rate, in an active scene especially in an area
near to or above the bucket size, any changes in QP value will produce a big

difference in the video rate.

* It is not always able to gain a high video rate with a targeted bucket utilization
at 50%, especially if the previous GoP bucket utilization has highly utilized the

bucket. This is very true when the case of Equation 5.1 is applied.

* Thus, any increment to the video rate still can be shaped within a permissible

level.
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Figure 5.14: SD-SVBR at GoPs 368-371: Maintaining the bucket level below b

5.2.3 Smoothing the Fluctuation

It is not always possible to have a constant QP value due to the variable bit rate

generated from the activity of a video sequence. As with the problem encountered
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in VBR, sometimes the activity of a video sequence generates overflow data. Thus, the
overly high or low activities in the video sequence need to be controlled. This is why
the algorithm is called the shaped VBR, where to a certain extent, the variabilities of
the video rate have to be controlled, thereby to avoid over burstiness.

One of the approaches in order to gain a better constant QP value is to follow the
VBR video rate wherever possible, but to shape the rate when there is an occurrence
of over burstiness. Although it seems ideal, this is not a good strategy. In this strategy,

the rate controller might get constant QP values to a certain extent, but:

* it might be prone to getting a low video rate, if the VBR is at a low rate; and

* it might end up with many fluctuation events. When the bucket is full or almost
full, by following the VBR video rate, the rate controller engine is forced to
drastically reduce the video rate. This creates an obvious change in the video
rate (and to the effect of viewing smoothness as well). In the end, it might create

a fluctuated QP value.

However, in shaping a VBR video sequence by employing the leaky-bucket algorithm,
like in the SVBR, the negative fluctuations are quite obvious as elaborated in the
previous chapter. This occurs especially where the gap between r and VBR is quite
wide. Thus, a good algorithm should have a good balance between a high video rate
and a constant QP value. Besides that, the bucket utilization should be optimum, and
not under utilized or overflowed.

Since the shaped VBR is based on the leaky bucket algorithm, the reserve space
in the bucket should be taken into account. The strategy is to reserve some space in
the bucket, so that, when the algorithm wants to follow the previous QP value, which
might add some data in the bucket, it can be allowed. However, if the space is very
small as a result of accommodating previous video rate video sequence, the next video

rate should be reduced sharply since the space is limited now. This, again, creates an
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obvious fluctuation. If the reserve space is big, although it prepares ample space for a
future drastic change to a high video rate, it means the algorithm might be settled at a
very low rate, especially when the low rate pattern is continuing for a long period.
Thus, to reserve enough space in order to enable the algorithm to follow the
previous QP value, the strategy based on the activity of a video sequence, as adopted
in the previous algorithm, is followed. Then, the previous QP values will be followed
until the reserve space is not more 5/6 of the bucket size. This is to allow for “softer”

fluctuation as in the case where the video sequence activity change.

5.2.3.1 The Smoothing QP Value Principle

In smoothing the QP value, the decision to be made is either to follow the previous QP
value or not. The new QP value resulting from the intended video rate might be the
same, being one or two units different from the previous QP value, or the difference
is quite big. Another smoothing possibility is to make some adjustment in the case of
the QP value differing largely from the previous one. In deciding which QP value to

be used, several factors need to be considered:
* How many QP values can be followed?
e What is the effect to the bucket level?

* What is the effect of following QP values on the video rate, in several other

GoPs, etc.?

The Effect of Following the Previous QP Value

By following the previous QP value, the effect of it should be examined. For instance,
say that the bucket fullness level is 30000 Bytes, the intended video rate for the next
GoP is 40000 Bytes/GoP and the corresponding QP value for it is 10; by using this

intended QP with its corresponding video rate, the bucket fullness level will become
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50000 Bytes or 5/6 of the bucket size. Say that the previous QP value is 6. By using
the new QP value which is 6, instead of 10 to produce the video rate around 40000,
the QP=6 might be producing a very high video rate. Say that the new QP value will
generate the video rate around 60000 Bytes/GoP. Thus, instead of producing 40000
Bytes/GoP, now the algorithm produces 60000 Bytes/GoP which is overflowed by as
much as 10000 Bytes. Figure 5.15 illustrates this scenario.

The reverse might be occurring in the case when the previous QP value is bigger
than the intended QP value. For instance, say that the bucket level is 19000 Bytes, the
intended video rate for the next GoP is 30000 Bytes/GoP, and the corresponding QP
value is 8. By using this intended QP value with its equivalent video rate, the bucket
fullness level will become 29000 Bytes or almost 50% of the bucket size. Say that the
previous QP value is 12. By following the new QP value, it generates a lower video
rate, say 16000 Bytes/GoP. This low video rate will lead to a lower bucket fullness
level, in this case the bucket fullness level is down to 15000 Bytes. Consequently, this
creates an under utilization of bucket space.

The following general observations have been used in this smoothing principle;

* One or two value difference in the QP value for Category II and III still can be

followed.
* Up to four units difference in the QP value for Category I can be followed.

* For a large difference in the QP value, a middle value should be used.
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Figure 5.15: The effect of following a smaller QP value
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Figure 5.16: The effect of following a bigger QP value

The Smoothing Principle and Strategy

Therefore, the following steps have been devised for achieving a high video rate with

smoother QP values:

i. Estimating an intended video rate which can produce a suitable high video rate.

This is the same approach as explained in Subsection 5.2.2.
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ii. If the intended video rate produces a different QP value than the previous QP
value, determine whether it can use the previous QP value or the new QP value.

Generally, it can use the previous QP value if the following conditions prevail:

a. still at a high video rate,
b. does not overflow,
c. does not under utilize the bucket, and

d. still reserves some more space for future adjustment to ensure that the three

above conditions can still be met if step 2 occurs again.

iii. The following are other assumptions, considerations, and steps employed in the

SD-SVBR algorithm for the purpose of getting smoothed QP values:

a. Usually a difference in 1 or 2 in the QP value will not create an adverse
impact if good policing measures are implemented. These policing
measures should consider the bucket reservation space, the current video
rate, and the impact to the bucket level fullness when using a dissimilar QP

value.

b. In determining either to follow the previous QP value or not; in the case
where the previous QP value is lower than the intended QP value, which
might risk bucket overflow, the following measure has been enforced; in
the case that the difference is 1 or 2 units for the video rate in Category
IT (moderately active video sequence), and the video rate in Category III
(an active video sequence), the bucket fullness level, after following the
previous QP value, is less than 5/6 of the bucket size. The strategy here is
to let the bucket level reserve at least 1/6 space in the bucket after following
the previous QP. By reserving 1/6 space in the bucket, for the next QP

value, the algorithm does not have to choose a very high QP value due to
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the limited space available in the bucket, and the video rate does not have

to be reduced sharply.

. For the video rate in Category I, small changes in QP value usually give
less impact to the bucket utilization. Thus, a difference of up to 4 QP value
points is still considered acceptable. However, the measure that needs to
be put in place is for control, so that when the trend is continuing, it does
not come to overflow. The same strategy as in Category II and III is used,
which is to let the bucket level reserve at least 1/6 space in the bucket after

following the previous QP.

. In the case where the previous QP value is greater than the intended QP
value, there will be no issue of bucket overflow. This is because, a greater
QP value means a lower video rate. The lower video rate will not cause
bucket overflow. However, in the case of active video rate as in Category II
or III, the risk of bucket underflow is real, even the difference in QP value
is just 1 or 2. Thus, in order to control the bucket from the under utilization
condition, the bucket fullness level, after following the previous Q, should
not be less than half of the bucket level. This is to ensure that the video rate

is kept at quite a high rate.

. For the video rate in Category 1, the difference of up to 4 QP value points is
still considered acceptable. Again, the measure that needs to be put in place
is for control, so that when the trend is continuing, it does not underflow.
This will defeat the purpose of getting a constant QP value because the
algorithm gains a constant QP value with a low video rate. The measure in
place is to allow the use of the previous QP value so long as the video rate
is still above the leak rate, which is more than half of the bucket level. By
implementing in this way, the algorithm will not tend to be at a low rate,

because it has started with a high rate and the bucket utilization will not fall
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below half the bucket size.

iv. It is difficult to create a constant QP value by following the previous QP value
if the difference is bigger than 4. This is because it might quickly create an
overflow or underflow phenomena, or an instance of almost full or almost empty
bucket level. Thus, to reduce the big difference between an intended QP and the
previous QP value, SD-SVBR employs a smoother approach if conditions allow.
Instead of letting the next GoP use the intended QP value for the next QP, but at
the same time it cannot follow the previous QP value since the difference is big,
SD-SVBR chooses a middle value between them. This is only applicable for the
video rate in Category I with the next bucket fullness level being bigger than 2/3

the bucket size.

5.2.3.2 Smoothing QP Value Algorithm

Figure 5.17 shows the sample of C++ code employed in SD-SVBR algorithm in order
to make the QP value change in a smoother way, as compared to the SVBR algorithm.

The following is the descriptions and explanations of the codes:

* Line 1: The “next_X" stores the bucket fullness level after submitting the current
GoP data if it uses the previous QP value (this previous QP value will just be

written as Q after this).

* Line 2: The “next_Xpreq” stores the bucket fullness level after submitting the
current GoP data if it uses the new estimated QP value (this new estimated QP

value will be called pre, after this).

* Line 3: Checks whether pre, is 1 or 2 units after Q (pre, is 1 or 2 units bigger
than Q). This means that if pre, uses Q as the next QP value, it decreases the

number of the estimated QP value. The implication of this implementation is
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Figure 5.17: Sample C++ codes for the QP smoothing algorithm

that it employs a higher video rate than the estimated one. This might cause an

int next X = (saiz_gop[Q]-r )+lb_X;
int next_Xpreq = (saiz_gop[pre_q]-r_)+lb_X;
if (pre_gq==Q+1 || pre_g==Q+2) {
if ((active==2) || (active==3))
if (next_X <= (0.83333"b)) {
pre_q = Q

}

}

if (pre_gq==Q-1|| pre_g==Q-2) {
if ((active==2) || (active==3))
if (next_ X >= (b _/2))
pre_q = Q
}

If (Q-pre_q <5 && Q-pre_q = 0){
if ((active==1) && (next X == (b_/2)) && (next_Xl=next Xpreq))
pre_q= Q

if (pre_g-Q < 5 && pre_g-Q = 0) {
if ((active==1) 8& (next_X <= (0.83333*b_)))
pre_q= Q
}

If (Q-pre_q ==5){
if ((active==1) && (next_Xpreq = (0.6667*b_))) {
if ((saiz_gop[pre_q]-saiz_gop_Q) > (0.08333*b )) {
pre_q = ((Q-pre_q)/2)+1+pre_q;
}
}
}

overflow if it is not controlled carefully.

Line 4-5: In determining whether to follow the previous QP value for Category

IT and Category III, the bucket fullness level should be less than 5/6 the bucket

size.

Line 5-6: If the above conditions are met then the next QP value will use the

previous QP value.

Line 9: Check whether pre, is 1 or 2 units before Q (pre, is 1 or 2 units smaller
than Q). This means that if pre, uses Q as the next QP value, it increases the

estimated QP value. The implication of this implementation is that it employs
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a lower video rate than the estimated one. The under utilization of the bucket

might occur.

Line 10-12: In order to avoid the situation of bucket under-utilization, for
the video rate in Category II and Category III, the bucket fullness level after
following the previous QP value should not be less that half of the bucket size.

If the condition is met then the next QP value will use the previous QP value.

Line 14: For the video rate in Category I, the small changes in QP value usually
give less impact to the bucket utilization. Thus, the difference of up to 5 QP
value points is still considered acceptable. Line 14 is devised to check whether

preg is smaller than 5 units of the QP value.

Line 15 and 16: The next QP uses Q value if the video rate is in Category
I and the next bucket fullness level is above half of the bucket size. The
“(next_X!=next_Xpreq)” test examines whether the bucket fullness level is
similar when the next QP value uses the previous QP value. If they are same
(next_X=next_Xpreq), then use a smaller QP value which is pre, (do not execute

command Line 16).

Line 18-20: These commands are the reverse of Lines 14 to 16. The
main measure here is to prevent the situation of bucket under-utilization after
following the previous QP value. The measure here is that the bucket fullness
level should not be less than half of the bucket size. If the condition is met then

the next QP value will use the previous QP value.

Line 22-25: In shaping the QP value according to the previous Q value, there
will be cases that the changes in pre, is more than 4 units. To reduce the wide
difference between Q and pre;, SD-SVBR employs a smoothing approach if

conditions allow. This smoothing approach means to choose a middle value.
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This only applicable for the video rate in Category I and the next bucket fullness
level is higher than 2/3 of the bucket size. The other condition, in order to apply
this smoothing approach, is that the difference in the next GoP size (between Q
and pre, values) is higher than 0.5/6 of the bucket size. Line 25 calculates the
middle value for pre,. If the original pre, is 4 and Q is 10, then the final pre,
will be 8, and if the Q is 11, then the final pre, will be 8 as well. The same value

is obtained because of the round-up expression in Line 25.

5.2.3.3 Effects of the Smoothing QP Value

The behaviour of SD-SVBR as compared to SVBR in smoothing the QP values can
be examined in Figure 5.18. From this figure, it can be observed that in SVBR from
GoP 26 to 30, the QP values are decreased from 10 to 6, whereas, SD-SVBR chooses

to follow the previous QP.
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Figure 5.18: Smoothing QP values at GoPs 25-31

Although, in SD-SVBR the GoP 27-31 follow the QP value for GoP 26, it does not
mean that it tends to be at a lower rate than SVBR. The respective video rates gain by
both algorithms are presented in Figure 5.19 and 5.20. These are due to the high video

rate measures which have been implemented in the SD-SVBR algorithm.
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Figure 5.19: Corresponding video rate for SVBR algorithm at GoPs 25-31

Among the controls which have been implemented are to assign a high bucket
utilization and to ensure that it does not degrade below the leak rate. However, a high
bucket utilization should not be implemented as it generates bucket overflow or at an
almost full bucket scenarios. It can be clearly observed that in the SD-SVBR algorithm,
the bucket utilizations are around 45000 Bytes/GoP, whereas in SVBR, they are around
just 20000 Bytes/GoP. Accordingly, the video rates in SD-SVBR are significantly at a
higher rate than SVBR. However, the video rate for SD-SVBR at GoP 29 falls below
20000 Bytes/GoP, which is due to the implementation of the SD-SVBR program that

uses the nearest corresponding video rate.

SD-SVBR is Able to Gain a Longer QP Constant

By designing a smoothing algorithm with ample space in the bucket, a longer QP
constant can be gained. This mechanism can be observed from GoP 201 to 253 in
Figure 5.21. In that case, it can be clearly seen that the SVBR algorithm gains a high

fluctuation in the QP values. On the other hand, after SD-SVBR uses QP=5 in GoP
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Figure 5.20: Corresponding video rate for SD-SVBR algorithm at GoPs 25-31

201, it chooses QP=11 and kept using that value. Only in GoP 215 does SD-SVBR
choose to gain a higher video rate by using QP=8. Without a smoothing approach,

SD-SVBR still gains considerable QP value stability, but it is not as good as SD-SVBR

with a smoothing approach, as can be seen in Figure 5.22.
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Figure 5.21: A longer SD-SVBR QP constant at GoP 201-253
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Figure 5.22: Smoothing and non-smoothing SD-SVBR QP value for GoP 201-253

The Smoothing Approach Effect

Without the smoothing approach, where the high difference between the intended QP
and the previous QP is left as it is, there will be several events that can be significantly
observed. For instance, it can be observed between GoP 1 and GoP 2, as shown in
Figure 5.23. As illustrated in this figure, without the smoothing approach, the QP
value from GoP 1 to 2 and the rest are changed from 10 to 4, then stable at 9, and in
the end back to 10. With the smoothing approach, by taking a middle value, which is

8; the QP value changes from 10 to 8, then it is able to keep that value until GoP 7.
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Figure 5.23: The effect of QP smoothing approach at Gop 1 and 2

Even though, in the above described scenario, the SVBR got the most stable QP
value of 10, it is the highest QP value. This can be translated as the lowest video rate,

which will be explained later. For the case of SD-SVBR without QP smoothing, it
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started by getting the lowest QP value, which is a change from 10 to 4, but then its
QP values increased back to 9, then ends with 10. Meanwhile in SD-SVBR with QP
smoothing, it gets a stable 8 QP value, making it the most stable of the lowest QP
values.

As described previously, the lowest-stable QP values will contribute to the highest
video sequence video rates. As mentioned above, SVBR, which got the highest QP
values, provides the smallest video sequence video rate. Figure 5.24 illustrated this
scenario. The SD-SVBR without QP smoothing started by obtaining 35280 Bytes/GoP
after getting 19152 Bytes/GoP, then only settling at 20160 Bytes/GoP for the rest of
GoPs. In SD-SVBR with QP smoothing, after getting the initial 19152 Bytes/GoP
on the first GoP, it then gains 21168 Bytes/GoP, followed by 22176 Bytes/GoP, and
ends up with 26208 Bytes/GoP. Thus, it can be concluded that SD-SVBR with QP

smoothing is able to gain the most stable QP values with the highest video rate.

5.3 SD-SVBR Implementation

As stated previously, the SD-SVBR algorithm has been implemented in the
Evalvid-RA [168] environment. This environment is an extended environment of the
Evalvid-ns2, which is another extended work of the original Evalvid, as discussed in

Subsections 2.6.3 and 2.6.4.

5.3.1 Work Environment Architecture

The EvalVid-ns2 and Evalvid-RA consist of three parts, which are:
* pre-process part or trace file generation processes,
* video transmission simulation part or the application/algorithm processes, and

* a post-process part or video performance evaluation processes.
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Figure 5.25 depicts the three parts of the Evalvid-RA environment.

Original Video Source

Pre-process:
= Quantization [FFmpeg -> MPEG video (*.m4v]
> Create trace file [mp4 -> tracefile (*.txt)]

NS2 Simulation

=
Video Router Router
server

Post-process:

= Quantization [FFmpeg -> reconstruct MPEG video (*.mdv]
> Reconstruct *.mp4 [mp4creator]

> Reconstruct raw video [Ffmpeg -> *.yuv]

> Reconstruct & fix the raw video [fixyuv_ra -> *.yuv]]

A

Calculate PSNR:
= calculate: [psnrra ->
PSNR value]

Y

Figure 5.25: Evalvid-RA environment parts

As compactly stated in [2], the key idea of the pre-process part is to encode the
media with open loop VBR for all possible QP values, store the frame sizes per QP
value in separate files, so that the online rate controller in the network simulator can
select a new QP value and get the correct frame sizes from the corresponding trace file.
For the detailed processes of the pre-process part, please refer to [2, 168].

In the video transmission simulation part, the processes that are involved include:
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* Determining the QP value to encode the raw video data (for a GoP unit of the

video data).

* Transmitting the data, which involves several sub-processes:

— Selecting a corresponding frame size for the QP value.

— Segmenting the frame size into TFRC packets and adding the appropriate

TFRC header for transmission.

— Transmitting the packets, then records important information about the

transmission. For instance, the transmission time, arrival time, and etc.

* Calculating the bucket size.

* Determining the appropriate video GoP size for the next GoP transmission.

For the post-process part, several statistics can be calculated from the simulated traffic.
These include loss rate statistics, delay statistics, user-perceived PSNR metric statistic,

and redecoded transmitted video (with possible artifact effect).

5.3.2 Structure of Implementation: Finite State Machine

This subsection presents the structure of SD-SVBR implementation through showing
the Finite State Machine process of the mechanism, which comprises five different
states with the transitions between them. The video rate control module in the server
implements the SD-SVBR mechanism. The Finite State Machine also illustrates the
five main processes of the SD-SVBR algorithm. Figure 5.26 shows the process model
implementing the SD-SVBR mechanism.

The SD-SVBR process model, which was created and implemented in ns-2, accepts
service requests from clients and forwards them to the service start module. The
service process duration of each request is dependent on to the length of the video,

the algorithm process time, and the transmission duration.
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Figure 5.26: Finite State Machine Model of SD-SVBR Mechanism

The server process starts in the idle state. The idle state is where the server process
would wait for an event to happen to be processed. Specifically, the server waits for the
clients to request for the service. Once the service is requested by the client, the process
enters the service start state. The initialized state specifies necessary initializations that
are performed only one at the beginning of the operation of the SD-SVBR mechanism.
Once the initialization is completed in the initialized state, a transition is made to the
SD-SVBR algorithm start state.

The SD-SVBR algorithm process consists of five different states, which are
Transmit video, Calculate buffer level, Create QP-video rate mapping, Calculate high
video rate video, and Smoothing the fluctuation. The SD-SVBR algorithm start state
begins by activating Transmit Video Process state. Here, the necessary operations
in sending the video are performed. These include breaking a video GoP into video
frames, then segmenting a video frame into transmission packets, after that send the

packets into TFRC transmission buffer, and finally the TFRC transmission agent will
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perform the necessary actions to transmit the packets.

After transmitting all the video frames in the previously-mentioned GoP video, the
process enters the next state, which is Calculate Buffer Level. This calculation is done
in order to prepare information for the calculation of the next GoP video rate. The next
state is the Create QP-video rate mapping, where the next GoP video data is processed
and the list of QP to video rate is produced. Following this, the state of Calculate high
video rate is started, where the algorithm in producing a high but without overflow next
GoP video rate is executed. Then, the state Smoothing the Fluctuation performs the
necessary actions in order to increase the stability of the QP values, which is going to
be used in the next GoP video.

After the process in the state Smoothing the fluctuation completes, the process flow
returns to the Transmit video state. Here, the next GoP of the video is transmitted. The
processes are repeated until the whole requested video is transmitted. Once the whole
video is transmitted, the process enters the Service complete state. Then, the server

returns to the idle state, where it waits for the next video request.

5.3.3 Implementing the Algorithm

In implementing the algorithm, the video file is processed to produce Video Traffic
Traces. These Video Traffic Traces comprise many video tracefiles with different
quality and resolution. First the raw video YUYV files are converted to mpeg file by
using the ffmpeg tool [193], mp4.exe, and shell scripts included in the Evalvid-RA
toolset. Then, tracefiles were generated for all these files and by using these tracefiles
the simulation took place. The algorithm is implemented in the simulation package,

which is developed using Tool Command Language (Tcl) and C++ codes.
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5.3.3.1 Main Algorithm Flow

The main algorithm flow is depicted in Figure 5.27.  Basically it follows
the steps introduced by the SVBR algorithm, however, as explained previously,
SD-SVBR employs almost a totally different strategy than SVBR. The way of
obtaining/calculating R,,.,, estimating Ry, determining QP, and the new aspect of
the algorithm, which is smoothing the QP fluctuation, followed a radically different
approach.

SD-SVBR has been programmed to use the real video rate where R has been
dimensioned to a high utilization of the bucket fullness level. The QP value in
SD-SVBR is based on the real QP-to-video rate matching. In addition, it has to go
through the mechanics of smoothing the QP fluctuations, as discussed in the previous

section.

5.3.3.2 Tcl Program Flow

A sample of the trimmed version of the Tcl scripts is located in Appendix B. The

skeleton of the flow is shown in Listing 5.1.

Listing 5.1: Skeleton of the Tcl program flow

set ns [new Simulator ]
# Set simulation time
set simtime 404
# Set VBR video rate
set vbr_rate 0.33333333e6 ;# Average VBR rates for allClips
# Set (transmission) packet size
set max_fragmented_size 972 s # MTU
# set frames per second (fps)
# Set bandwidth capacities

# Set Link propagation delays
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Let X(0) = b/2
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X(k+1) = min{b (max{0, X(k)-r} + R(k)}}

)

e = X(k+1)b

¥

Calculate Rgpen(k+1})

Kk+l)=r

Rea(k+1)=
paras*b_-(lb_X-r_)

Determine Rqa(k+1)
Based on VBR rate and bucket fullness level

X(k+1) s=r

Rea(k+1)=
paras*b_r

Determine

A

Q(k+1)

Figure 5.27: The SD-SVBR main algorithm flow
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12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43

FOH O OH W W

Set the size of the queue buffer
set queueSizel
[expr ($bottleneck_capl«$queueTime) /(8 *$mean_psize)]
Set Global TFRC Defaults
Agent/TFRC set SndrType_ 1
Open the files for trace generation
Generate the sending node
Generate the routers
Generate the receiving node
Define the links between the nodes
$ns duplex—link $send_node_1 $router_node_1
$access_cap $access_del DropTail
// we assume server will be at LAN, with 100Mbps speed rate
Configure router queue monitor
Set interface between TFRC Receive and the video rate controller
Agent/TFRC instproc tfrc_ra {bytes_per_sec backlog}
Create SD—SVBR traffic sources

for {set i 1} {$i <= $q_variants} {iner i} {

set original_file_name ($i) st_allclips.yuv_Q [expr $i + 1].txt

set original_file_id ($i) [open S$original_file_name ($i) r]
}
Start making GOP and Frame trace files
set trace_file_name video2.dat
set trace_file_id [open $trace_file_name w]
set trace_file [new vbrTraceFile_RASV]
$trace_file filename $trace_file_name
Set TFRC (transmission/transport) agent
set tfrcO [new Agent/TFRC]
Set SD—SVBR application/traffic agent
set vbrl [new Application/Traffic/eraVbrTrace_RASV ]
Link application to transport agent

$vbrl attach—agent $tfrcO
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44
45
46
47
48
49
50
51
52
53
54

HUARRBHARRGHARRGHARRB ARG G ARG AR A
## Simulation Main
#HHAR B HAARGHARRG R ARRG AR RG A ARRG AR A A
# Start the application

$ns at 0.010 "$vbrl start”

# Capture statistics of the video transmission data
# Capture and calculate some utilization statistics
$gmon2 instvar bdrops_ bdepartures_

# Stop the application
$ns at [expr $simtime + 1.0] "finish"

$ns run

As for the other Tcl scripts, this skeleton consists of setting the simulation time,
topology layout, topology parameters, queue size, application agent, transport agent,
and running and stopping the simulation. On the other hand, since this application
uses real video traffic with the video rate control algorithm, the generation of various
quality of video tracefiles has to be implemented. It also has to include the video and
rate control parameter setting, such as fps, bucket size, leak rate, initial QP value, and
etc.

Although the video tracefiles are generated within the pre-process part, the linkages
with simulation, specifically in connecting the files to the simulation program, is done
in the Tcl script. With reference to Listing 5.1, the codes for executing this task is
written in lines 25-29 (however a more detailed implementation is shown in Appendix
B). Then the important information from the tracefiles are integrated into two main
files, namely frame_size.dat and gop_size.dat.

As with the other Tcl scripts, the main purpose of these scripts is to set
the simulation steps. The programming parts are mostly done in the simulation

programming language, which is C++, and the built-in packages in ns2.
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5.3.3.3 C++ Program Flow

A sample of the trimmed version of the C++ codes is located in Appendix C. The

skeleton of the program flow is shown in Listing 5.2.

Listing 5.2: Skeleton of the C++ program flow

void vbr_rateadapt_RASV ::start ()
{
init ();

timer_ .resched (nextPkttime_);

void vbr_rateadapt_RASV ::init ()
{
// read data & perform parsing
if ((f_gop = fopen("gop_size.dat", "r")) == NULL) {

printf("can’t open file %s\n", f_gop);

r_ = r1_ % GoP_ / (8xfps_) ;
// r_ now has dimensions of bytes/GOP
b_ = b_ % GoP_ / (8xfps_); // b_ in bytes

Ib_X

b_ x 0.5; // Init buffer to half value

Ib_R 0.0;

void vbr_rateadapt_RASV ::timeout ()

{

//the following intructions will be executed for all the GoPs
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//size_=read frame size
//calculate number of packets

x_=size_/max_; // number of complete (full sized) IP packets
y_=size_%max_; // the remaining rest part

jumPkts = x_+y_; // accumulate the packets

// Transmit the packets (if any)
if (jumPkts > 0){
for (i=0 ; i<jumPkts; i++) {
agent_—>set_quant (Q);

agent_—>sendmsg (max_+HDR_SIZE) ;

// Calculate X(k+1) @ Ib_X(k+1)

// Ib_X(k+1) = min{b,(max{0, Ib_X(k)—r}+R(k))}
// Calculate bucket fullness level, e

x_temp = 1b_X/b_;

el = e2 = x_temp;

// Calculate R_open(k)

r_open = saiz_gop_w_oh[numbGops][(int)q_];

// Calculate R(k)
//based on VBR rate categorization
//and bucket fulness level
if (Ib_.X > r_) {
Rtemp = (parassb_—(lb_X-r_));
}

// Determine Q(k)
Ib_R_wanted = Rtemp;

int jumpa=0;
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int pusingan=2;
while (pusingan<=31 && jumpa==0) {
saiz_gop[pusingan] =
saiz_gop_w_oh [numbGops ][ pusingan ];
if (saiz_gop[pusingan]<lb_R_wanted)
jumpa=1;
else

pusingan++;

//QP Smoothing codes
if (pre_q==0Q+1 |l pre_q==0Q+2) {
if ((active==2) |l (active==3))
if (next_X <= (0.83333xb_)) {
pre_q = (int)Q;
}

Q = pre_q;

numbFrames = 0;

/% figure out when to send the next one =/
nextPkttime_ = next_interval(size_);
/% fetch both next interval and size of next frame =/

timer_.resched (nextPkttime_) ;

In actual fact, the C++ codes implements three main tasks, which are trace file

parsing, SD-SVBR rate control implementation, and transporting the video traffic

via TFRC transport protocol. The skeleton and C++ codes (provided in Listing
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5.2 and Appendix C) only show some important parts of the SD-SVBR rate control
implementation.

The trace file parsing basically reads the video trace file, parses the data, then
stores the data in an array for the purpose of processing later. The data is parsed
into video frame transmission time, frame size (in Bytes), frame type, and maximum
size per packet. The SD-SVBR rate control implementation consists of detailed codes
of SD-SVBR design and implementation. Meanwhile, the coding of video traffic
transportation via the TFRC transport protocol basically implements TFRC congestion
control. Since, the main part of these codes are already available in the ns2 package,
the coding in the application mostly interfaces the video data with the TFRC package.
Among the work that is done here are breaking up the video frames into packets (for
transmission), stuffing the partial packets (bacause TFRC uses fixed packet sizes), and

transmitting to the TFRC agent.

5.3.4 Allowing Dynamic GoP Size

In the Evalvid-RA environment, the GoP size is fixed to 12 or any other fixed size
which can be changed at the source code. This can be easily done by using a loop
of 12 rounds (or other value) to represent 12 frames per GoP. However, if the video
consists of dynamic GoP size, the application cannot process this video data because
the program flows or logics will be hay-wired.

To implement video with different GoP sizes in the system, some modification
needs to be done in determining the different GoP size. By using a header file or
H-frame, instead of using a consistent 12 frames as an indication of the new GoP, the

system can adapt for whatever frame number per GoP.
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5.4 Summary

This chapter presented the design of a new shaped algorithm for a slight delay video
application. The three main objectives of the design are to remove unwanted video
rate sharp increment or decrement as of a consequence of the estimation/prediction
used in the SVBR algorithm, to create a higher video rate algorithm, and to smooth
the QP fluctuation. In short, the first objective is achieved by processing the next GoP
video sequence and obtain the QP-to-video rate list. The second objective was attained
by dimensioning the video rate to a higher utilization of the leaky-bucket, rather than
based on CBR-VBR constraints as in SVBR. The last objective was accomplished by
a careful measure of following the previous QP value and taking a middle value where
the difference between previous QP and the intended QP value is wide.

This chapter also discussed the implementation of the SD-SVBR. This included the
work environment, the Finite State Machine process model, the complete algorithm of
the SD-SVBR, and the coding. The work environment is based on Evalvid-RA in ns2.
The complete algorithm was implemented using Tcl and C++ codes. The skeleton of
the Tcl and C++ has shown in this chapter and the samples of the scripts and codes are
available in the appendices.

The next chapter will discuss the overall performance of the SD-SVBR, especially

by looking at the user-perceived video performance evaluation.
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CHAPTER SIX

RESULTS AND DISCUSSIONS

While the design and implementation have been deliberated in the previous chapter,
this chapter presents a discussion on the overall result and performance of the newly
created algorithm. The performance evaluation approach begins with the overall
performance evaluation in terms of PSNR user-perceived video sequence, the higher
video rate gained, the appropriateness of the bucket utilization, and the smoothness
of the QP value. Then a deeper performance analysis is performed by zooming in at

several areas in the overall chart.

6.1 The Overall Result

One of the ways to evaluate the performance of the newly created algorithm is by
examining the overall result. This is due to the great challenges in producing a high
video rate video sequence but at the same time generating a smoother QP value. As
described in the previous chapter, the challenges exists because of the conflicting result
in getting a high video rate without causing fluctuation in the QP value. When the video
rate is increased in a leaky bucket algorithm, the bucket fullness may be at a high level,
leaving a small space for next video rate. A small space will force the algorithm to

generate a low video rate. In order to produce a low video rate, the rate controller has
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to use a high QP value, and this usually makes the QP value fluctuate.

On the other hand, when producing a smoother QP, the video rate may become
overflowed or underflowed. Thus, by examining the overall result, the overall
performance of the algorithm can be well evaluated. Another reason to evaluate the
performance from an overall perspective is that in dimensioning the algorithm based
on the leaky bucket approach, when the algorithm has gained a good performance in
certain areas, it is difficult to obtain higher performance at other areas.

However, by a careful and robust strategy design, a better algorithm can be
achieved. This design is able to produce an algorithm with a high video rate, and
at the same time, a better QP stability. With a good design, the algorithm does not
have to compromize between high video rate and QP fluctuation.

The average statistics of the PSNR, video rate, bucket utilization, and QP values

results are listed in Table 6.1.

Table 6.1: The overall statistical result

Average Items | SVBR | Min SVBR | Max SVBR | SD-SVBR | Min SD | Max SD

PSNR 30.17 3.67 43.79 34.96 23.62 39.04

video rate 19228 6048 252000 20037 8064 36288

Bucket utilization | 31682 6048 60000 41188 28208 60000
QP value 9.57 2 31 9.12 5 31

As described earlier, one of the ways to evaluate the performance of video quality
experiments is by using the objective user-perceived evaluation, which is PSNR. On
average, SD-SVBR managed to obtain almost 35dB, which is far higher than SVBR
that gains only around 30dB. This difference is very big when compared with other
studies. Most of the other studies just gained a fraction of PSNR increment or some
other studies gain an increment on slightly higher than 1dB, as demonstrated in the
following studies [194, 19]. However, this is not a very fair comparison, given that
most of the mentioned studies are done in real time video application, whereas this

study has an advantage of manipulating one immediate GoP information in advance.
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Better still, it is believed that with a slight delay (with only one GoP delay), the
increment of 5dB is considered very significant.
This impressive achievement is attributed to the triple strategy employed in the

algorithm; which contributed the following results:

1. there are almost no occurrence of overflow or underflow,

ii. the high bucket fullness level is utilized in order to generate higher video rate for

almost all of the GoPs, and

iii. significant reduction of the QP fluctuation.

In order to analyze the SD-SVBR from the overall perspective, several charts have

been generated, which will be discussed in the following subsections.

6.1.1 The PSNR Result

The PSNR result is shown in Figure 6.1. Different from other charts, the PSNR chart
for the y-axis is illustrated on the frame level scale. This is due to the fact that PSNR
value is calculated for each frame. Since there are 6552 frames involved, it is difficult
to analyze the performance in detail. The detailed performance analysis will be done
by zooming into several distinct parts of the chart in the next section.

By referring to the PSNR chart in Figure 6.1, the overall PSNR gained by
SD-SVBR algorithm is obviously higher than SVBR algorithm. SD-SVBR manages to
gain a slightly higher PSNR from frame 1 to 2389. In other areas, referring to frames
2450-2978 and 3329-3558, the noteworthy higher PSNR is gained by SD-SVBR more
than SVBR algorithm. It is worth to mention that the SVBR algorithm gains a glaring
fluctuated PSNR in those areas. Those fluctuations, which are towards low PSNR
value, have contributed to a lower PSNR average.

After frame 3558, the PSNR gained by the SVBR algorithm started to clearly

degrade. The gap gets bigger toward the end. In the beginning, after frame 3558,
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the difference in PSNR value between SVBR and SD-SVBR is around 5dB. Toward
the end, the gap got to be more than 10dB. These are probably due to frames lost as a

result of bucket overflow and congestion in the network.

6.1.2 The Video Rate Result

The video rate result is shown in Figure 6.2. Specifically relating to the SVBR data,
GoP 201 is actually 252000 Bytes/GoP, but it is written as 65000 Bytes/GoP for the
sake of chart readibility and clarity. The video rate seems to fluctuate in the chart, but it
is not as bad as it is displayed because the Y-axis is having more than 500 units. When
the chart is zoomed in at the next section, a smoother chart can be observed.

By referring to the overall video rate chart in Figure 6.2, it cannot be simply
concluded that the SD-SVBR gains a higher video rate than SVBR algorithm, except
for the beginning of the chart, specifically referring to GoPs 25-200, where the
SD-SVBR noticeably gains a higher video rate than SVBR.

Although the rate does not exceed the bucket size, in the situation where the video
rate (input data) is higher than the leak rate which typically occurs in a high video rate
video sequence, the bucket easily becomes full or overflows.

Visible fluctuation in the video rate of SD-SVBR compared to SVBR in GoPs
25-200 does not mean it has a negative performance. As discussed in Subsection 4.3.4,
the fluctuation in the video rate is normal. The real negative fluctuation should be
observed in the QP result. While a deeper analysis will be done in the next section,
a quick observation found that the SD-SVBR experiences some level of fluctuation.
However, the real consequences of this will be analyzed later.

In several other areas, specifically at GoPs 207-251 and 200-367, SVBR gains a
higher video rate than SD-SVBR. As explained previously, it does not mean SVBR
gains higher performance than SD-SVBR. A quick glance of the bucket utilization

found that the bucket overflow occurs at those areas.

191



s 1sr oy

J[NSAI )BT OIPIA [[BISAO Y, :7'9 dInJI

Jaquinu gog

41 10 414 e 185t

ot 15 I

i ik

g

gans— HEASOS—

uosjedwio) ajey eleq

[deDfsaafg) ey wawg

192



Finally, specifically at GoP 393 toward the end of the video sequence, the video rate
fluctuation is highly visible in both algorithms. Again, this has to be crossed checked

with the QP chart. This will be examined in the next section.

6.1.3 Bucket Utilization Result

The bucket utilization result is shown in Figure 6.3. In terms of bucket utilization, the
SD-SVBR algorithm utilizes quite a consistent space that is between 30000 to 50000
level. Only at around GoPs 379 and 435, SD-SVBR utilization approaches bucket
size level, which is 60000 Bytes. In SVBR algorithm, the bucket utilization is not
consistent, where in certain areas, the utilization is very low and at certain other areas,
too high. The utilization after GoP 201 to GoP 381 experiences overflow at many
GoPs. Although it is not seen in the chart, in actual transmission the overflow has

occured, which will be explained in the next subsection.

6.1.3.1 Bucket Utilization

The overall bucket utilization, as shown in Figure 6.3, does not really present the real
volume of data transmitted into the network interface buffer. The chart in Figure 6.3
is based on a virtual buffer as in Figure 6.4. The virtual buffer is calculated based
on the Hamdi et al. in [23] equation, which is Equation 4.2. When referring back
to the Hamdi et al. algorithm, as depicted in Figure 5.1a, the equation is calculated
after sending the encoded video data into the network interface. Thus, the real data in
the network interface buffer might not be similar to the “mirroring” data in the virtual
buffer.

The real encoded data transmitted into the network interface buffer is based on
the estimated QP value, which generates overflow traffic, as explained in the previous
chapter. As a matter of fact, the data or information of the data used in the rate control

engine is subjected to following condition,
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Figure 6.4: The real bucket/buffer utilization

0<X<b

In addition, the mathematical expression max{0,X (k) —r} from Equation 4.2
produces a positive result always. While this is acceptable in order to fulfill the SVBR
requirement in order to ensure that the bucket level is always between 0 and b, it is not
really true in representing what is in the “real bucket” (the network interface buffer).

The incorrectness might have occurred because of the following reasons:

e X'(k) # X (k), with the assumption that X' (k) is the data in the network interface
buffer and after an overflow event occurred. After an overflow event, the
imaginary data in the virtual bucket, X (k), is equal to b or 60000. However,

the X' (k) is not subjected to Equation 4.2. Thus, in the case of data overflow,

X' (k) > b.

* The next GoP data will be calculated based on “imaginary” data in the bucket,

instead of the real data in the network interface buffer.
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Therefore, besides using the following equation,

X (k+1) =min{b,(max{0,X (k) —r}+R(k))}

a better representation for the network interface buffer is as follows,

X (k+1) :max{o, (x’ (k)—r+R(k))} 6.1)

In Equation 6.1, the max function is used to ensure that the minimum data in the
buffer is 0. This is needed since there will be no negative data transmission; when
there is no data in the buffer, there will be no transmission. However, the maximum
size of the buffer exists, which depends on the application or the transport layer buffer,
and usually the size is big. However, here it is abitrarily considered as unlimited.

By employing the matematical expression, min{b,(max{0,X (k) —r} +R(k))},
of the SVBR algorithm, the expression max{0,X (k) —r} will be calculated first,
where the input data, R(k), and the leak rate, r, are processed in the same GoP
period. Therefore, Equation 6.1 is considered more appropriate in representing the
real “Internet bucket”.

To illustrate the above mentioned calculation, Table 6.2 shows the recalculation
example for GoP 485-489. For instance, after processing the video sequence for GoP
485, the data sent to the network interface buffer is 61504 (27216+54288-20000).
However, in the virtual bucket it is just written 60000 (it is listed in the X(486)),

because it employs Equation 4.2.

Table 6.2: Recalculation example for GoP 485-489

| GoP-k | R(k) | X(k) | r | X'(k |
485 [ 27216 | 54288 | 20000 | 61504
486 | 19152 | 60000 | 20000 | 60656
487 | 18144 | 59152 | 20000 | 58800
488 [ 14112 | 57296 | 20000 | 52912
489 | 15120 | 51408 | 20000 | 48032
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Table 6.3: Recalculation example for GoP 27-34

| GoP-k | R(k) | X(k) | r [ X' (k) |
27 16128 | 16016 | 20000 | 12144
28 | 17136 | 16128 | 20000 | 9280
29 | 16128 | 17136 | 20000 | 5408
30 [ 20160 | 16128 | 20000 | 5568
31 17136 | 20160 | 20000 | 2704
32 | 17136 | 17296 | 20000 0
33 | 17136 | 17136 | 20000 0
34 [ 16128 | 17136 | 20000 0

The reverse implication of the “real” calculated bucket utilization is shown in Table
6.3. In the table, it illustrates that with the leak rate 20000 and the input video rate,
R(k), being less than 20000, the data fullness level in the bucket will be in a decreasing
trend, as shown in column X’ (k). It might be reduced down to the minimum level,
which is 0, where it happens at GoP 32-34. This demonstrates that the algorithm is at
the lowest bucket utilization.

Therefore, it might be more appropriate to show the real bucket utilization chart
in order to better evaluate the performance of the SD-SVBR as compared to SVBR
algorithm. Figure 6.5 charts the real bucket utilization. From this figure, after
transmitting an extremely high fluctuating video sequence at GoP 201, which is at
252000 Bytes/GoP, the buffer is overflowed for more than 200000 Bytes (for the sense
of measurement purpose, the bucket size is only 60000 Bytes). After that GoP, the high

buffer overflow is not reduced to an acceptable level until the end of the transmission.

6.1.3.2 Bucket Utilization in the Overall Perspective

As explained previously, the bucket utilization (refer to Figure 6.3) for SD-SVBR
algorithm is high and consistent within the designated level. The lowest utilization
1s 30000, which is half of the bucket size. The average upper level bucket utilization is
around 45000 to 50000. Although in certain areas the upper level bucket utilization is

below that level, it has been designed in such a way in order to gain a smoother QP, as
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discussed in the previous chapter.

From the overall perspective, the bucket utilization seemed to have been increased
more, for instance, to the 55000 level. Thus, more increment in the video rate can
be obtained. However, this implementation has risked bucket overflow and higher QP
fluctuation. Yet, with this designated bucket utilization level, the bucket overflow is
still occuring, although it is at a very minimum. In terms of creating a better constant
QP value, still, at some very limited regions, it is less constant than SVBR.

In the case of the bucket utilization for the SVBR algorithm, the utilization is either
too low or too high. The low utilization can be seen at GoP 27 to 200. Whereas, the
overly high utilization can be observed at GoPs 203 to 250, 321 to 372, and 486. The

result is worse when examining the real bucket utilization, as charted in Figure 6.5.

6.1.4 The QP Value Result

The QP value result is shown in Figure 6.6.

In general, SD-SVBR gets less constant QP value at GoP 27 to 200. However it
gains much better constant QP on the rest of video sequences. Another comment worth
mentioning is that most of the fluctuation in the SD-SVBR QP value is toward a low
QP value. This means that it gains a higher video rate. However, the real implication

of this will be inspected further in the next section.

6.2 Examining of the PSNR Result in Detail

For the in-depth performance examination, the PSNR chart is divided into several parts.
These parts are shown in Figure 6.7, 6.10, 6.15, 6.19, and 6.25. The grouping is based
on the significant difference in PSNR result from the other parts. These are whether
the PSNR values in one group is difference from other groups, the PSNR values in the

group are almost same between SVBR and SD-SVBR algorithms, the PSNR values in
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the group are widely difference between SVBR and SD-SVBR algorithm, the PSNR
values in one algorithm are much more stable compared to the other algorithm, etc.

The frames which are involved in the grouping are as follows;

e Part 1: frame 1 to 276.

e Part 2: frame 325-2360.

e Part 3: frame 2439-3569.

e Part 4: frame 3612-4551.

e Part 5: frame 4554-6499.

In order to cross-examine the PSNR result with its equivalent video rate, bucket
utilization, and QP value result, the frame to GoP mapping has to be established. This
is due to the PSNR result being in frame granularity, whereas the other results are in
the GoP granularity. In general, 12 frames are equal to one GoP, e.g. GoP 2 is from
frame 13 to 24.

However, since the implementation of this study is also applicable for dynamic
GoP size, a mapping table has to be created. Thus, for the frame to GoP mapping, it
will be referred to in that table. The frame to GoP mapping table is a long table, Table
6.4 lists a sample of the mapping. The Sub Frame O is actually the header frame of a
GoP, and it is not counted in evaluating video performance. Therefore, its Accumulate
Frame number is not relevant. The Accumulate Frame number for the header frame
is actually a number of the last frame from the previous GoP. The Sub Frame 1 is an

I-frame and the other sub frame numbers are the P-frames.
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Table 6.4: A sample of the frame to GoP mapping table

Accumulated | Sub Frame # GoP #
Frame #
4381 0 367
4382 1 367
4383 2 367
4384 3 367
4385 4 367
4386 5 367
4387 6 367
4388 7 367
4389 8 367
4390 9 367
4391 10 367
4392 11 367
4393 12 367
4393 0 368
4394 1 368
4395 2 368
4396 3 368
4397 4 368
4398 5 368
4399 6 368
4400 7 368
4401 8 368
4401 0 369
4402 1 369
4403 2 369
4404 3 369
4405 4 369
4406 5 369
4407 6 369
4408 7 369
4409 8 369
4410 9 369
4411 10 369
4412 11 369
4413 12 369
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6.2.1 Analysis: Part I of the PSNR Result
The Part I of the PSNR result is plotted in Figure 6.7.
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39.00
- 36.00 “bﬂm b P P P A e M P o M e M
$ 3300 4 I ‘ f
« I U |
Z 30,00 - T
=%
27.00 - l
24.00 :

1 20 39 58 77 96 115 134 153 1m 151 210 29 43 267

Frame number

Figure 6.7: Part I: PSNR result for frames 1 to 276

When inspecting further, this part can be divided further into two sub-parts to assist
the analysis (the sub-parts are distinct sub-parts of the referred chart). The first sub-part
is from frame 1 to frame 108. The second sub-part is from frame 109 to the end of
the Part I frames. Almost all frames in the first sub-part, the SD-SVBR gains higher
PSNR value than SVBR. For the second sub-part, in almost all frames, both are gaining
similar quality of PSNR.

The equivalent frame to GoP is as follows,

* Frames 1 to 108 are equivalent to GoPs 1 to 9.

* Frames 109 to 276 are equivalent to GoPs 10 to 23.

An indepth inspection was conducted to look into the equivalent of video rate, buffer
utilization, and QP value. The result are shown in Figure 6.8 and 6.9.

In all metrics (video rate, bucket utilization, and QP value) for the 2nd sub-part,
both algorithms give similar results (refer to Figure 6.9a and 6.9b). Except for the
bucket utilization, SVBR utilizes the bucket obviously less than SD-SVBR. For this

case, SVBR obtains the same performance with the SD-SVBR. All these are accurately
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Figure 6.8: video rate, buffer utilization, and QP value for sub-part 1 of Part I

reflected in the equivalent frames gained for the PSNR metric. The achievement of the
SVBR algorithm, even though it is equal to SD-SVBR, is something that is notable.
This is due to the fact that the SVBR algorithm targets for real-time video application,
where as the SD-SVBR has an advantage of a slight delay.

However, SVBR is able to obtain a similar result with SD-SVBR in the sub-part 2
because SD-SVBR has gained considerable bucket utilization, which contributes to a
higher video rate than SVBR, in the sub-part 1. The higher video rate gained and better

bucket utilization are reflections of what their equivalent frames got for PSNR value.
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Figure 6.9: video rate, buffer utilization, and QP value for sub-part 2 of Part |

As illustrated in Figure 6.8a, SD-SVBR gains a higher video rate for all GoPs, except

for GoP 8. For those gains, the bucket utilization has increased up to 46400. After

that, it has very limited space to increase the rate for the second sub-part of Part I, due

to the SD-SVBR policy that reserves some spaces for future fluctuation or chooses a

stable QP.

Even though SD-SVBR can be devised to increase the rate in the second sub-part of

Part I, especially at the end of its GoPs, it chooses to maintain QP stability. Although

the bucket utilization is decreased at the end of GoPs, which can be increased further

in order to increase the video rate, it will alter the QP stability. In choosing either to
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increase the video rate or to maintain the QP stability, as discussed in the previous
chapter, SD-SVBR chooses QP stability if it is within a high bucket utilization level.
Consequently, since it has gained a significant higher video rate in the first sub-part, it
virtually cannot increase the rate higher than SVBR.

The fluctuation found in the SD-SVBR algorithm at frames 24, 96, and 120 is
presented in the SVBR algorithm at frames 108 and 120. This is because both
algorithms have been implemented at GoP granularity, whereas the fluctuations
occurred at a certain frame in a certain GoP. For instance, frames 85-96 belongs to GoP
8, where GoP 8 obtains QP = 11, which theoretically means that all frames within this

GoP have equal QP values.

6.2.2 Analysis: Part II of the PSNR Result

The Part II of the PSNR Result is depicted in Figure 6.10. To assist the analysis, Part

—SD-SVER —SVBR
40,00 -

33,00
%00 I

IT of the PSNR chart is divided further into three sub-parts, as depicted in Figure 6.11.
3800 +
3200 -

TR T T T i
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325 525 725 925 1125 1335 1525 1725 1925 2125 2325
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Frame number

Figure 6.10: Part II: PSNR result for frames 325-2360

The general comments of these sub-parts are as follows,

* In sub-part 1, which is for frames 325-420 as depicted in Figure 6.11a,

SD-SVBR has gained a higher PSNR value than SVBR in most frames.

* In sub-part 2, which is for frames 925-1272 as shown in Figure 6.11b, SD-SVBR
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Figure 6.11: The PSNR sub-parts for the Part II chart

gains similar quality as SVBR in many frames. However, SD-SVBR still gains
higher PSNR value in several groups of frames. Actually, each group of frames
is equal to one GoP. For instance, the first group consists of frames 925 to 936,
which are frames for GoP 78. Similarly, the second group of frames, which are
frames 1057-1068, are the frames for GoP 89. This manifests well with this
study that has implemention at the GoP level. The corresponding result for the
GoP level in terms of the video rate, bucket utilization, and the QP value will be

elaborated later.
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* In sub-part 3, which is for frames 1693-1968 as presented in Figure 6.11c,
SD-SVBR gains better performance than SVBR in almost a similar fashion of

sub-part 2. The higher performance is observed in more groups of frames.

Analysis of the Corresponding video rate, Buffer Utilization and QP Value

To further examine these PSNR results, the corresponding video rate, buffer utilization,
and QP value are plotted. As described in the previous subsection, the corresponding
frames need to be mapped with the their associate GoPs. These associations are as

follows:

* Frames 325 to 420 are equivalent to GoPs 28 to 35. The corresponding video

rate, buffer utilization, and QP value are shown in Figure 6.12.

* Frames 925 to 1272 are equivalent to GoPs 78 to 106. The corresponding video

rate, buffer utilization, and QP value are plotted in Figure 6.13.

* Frames 1693 to 1968 are equivalent to GoPs 142 to 164. The corresponding

video rate, buffer utilization, and QP value are depicted in Figure 6.14.

For sub-part 1, the higher PSNR gained by SD-SVBR algorithm is reflected well in
terms of higher video rate and lower QP value gained, as depicted in Figure 6.12a and
6.12b respectively. In particular to the video rate and bucket utilization, as illustrated
in Figure 6.12a, SD-SVBR has well utilized the bucket to the devised level. Although
the video rate gained is not high enough, that is the only achievable video rate that can
be gained with the limited space available in the bucket. However, it is still meaningful
since the video rate is higher than the SVBR algorithm. This performance is more
significant when inspecting the gained QP value. SD-SVBR is able to yield a very
stable QP value, and it is lower than SVBR.

The PSNR value gained by SD-SVBR in sub-part 2 of Part II chart (refer to

Figure 6.11b), as described previously, is almost similar to the value gained by SVBR.
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However, in a few groups of frames, SD-SVBR gains higher performance than SVBR.

In the context of the video rate and QP value, as shown in Figures 6.13a and 6.13b, it
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reflects what 1s gained in the PSNR chart.

When examining further the bucket utilization for several GoPs, as depicted in

Figure 6.13a, the bucket utilization is decreased below 40000 level.

utilization can be increased in order to gain a higher video rate at those GoPs. However
this will create a fluctuation QP value. It seems that it might be possible to produce an

average higher video rate and smoother QP fluctuation. However, that is not possible
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Figure 6.13: The video rate and QP value for sub-part 2 of Part II chart

in the one-GoP slight delay video application, since several GoP information is not
available beforehand.

The PSNR value gained by SD-SVBR in sub-part 3 of Part II chart (refer to Figure
6.11c) is almost similar performance with the sub-part 2 of Part II chart. SD-SVBR
got a relatively higher video rate and lower QP value than what has been gained in

sub-part 2. Again, this also reflects well in what is shown in the PSNR chart.
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Figure 6.14: The video rate and QP value for sub-part 3 of Part II chart

6.2.3 Analysis: Part III of the PSNR Result

The Part III of the PSNR result is depicted in Figure 6.15.

To assist the Part III analysis of the PSNR chart, two sub-parts are extracted from
the chart. The last portion of the PSNR chart is in a similar trend as the first sub-part.

Thus, only two sub-parts are going to be examined in-depth and these two sub-parts

are as follows:

* The first sub-part is from frame 2594 to frame 2748. The equivalent GoPs are

from 218 to 230.
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Figure 6.15: Part III: PSNR result for frames 2439-3569

* The second sub-part is from frame 3014 to frame 3193. The equivalent GoPs are

from 253 to 267.

The two sub-parts are plotted in Figure 6.16a and 6.16b.
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Figure 6.16: The PSNR sub-parts for the Part III chart

In the first sub-part, SD-SVBR gains approximately similarly to SVBR. In some

groups of frames, SD-SVBR gains higher performance than SVBR, but in some other
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groups, SVBR obtains better performance than SD-SVBR. However, it is interesting to
cross-examine this phenomenon with its corresponding video rate, bucket utilization,
and QP value, which will be explained later, on the reason why SD-SVBR is not able
to gain better performance here. For the second sub-part, SD-SVBR gains a higher

PSNR value for almost all frames, except for the two intermittent frames.

Analysis of the Corresponding video rate, Buffer Utilization and QP Value

The corresponding video rate, bucket utilization, and QP value for the two sub-parts
are shown in Figure 6.17 and 6.18. As mentioned previously, it is interesting to know
why SD-SVBR does not gain better performance in the first sub-part. When inspecting
the bucket utilization for the SD-SVBR algorithm, it seems that it has used the space
in the bucket as it was designed to. The decreasing trend in bucket utilization is due to
its design objective, which is to choose a smoother QP while it is still in the utilization
mode. As discussed in the previous chapter, when it chooses to follow the previous QP
value, it might compromize its high video rate objective. With that bucket utilization,
the video rate is not at its optimum level.

In the SVBR algorithm, the gained video rate is fluctuated. Sometimes, it gains
higher video rate than SD-SVBR and some other times it gains lower video rate than
SD-SVBR, while at some GoPs, it gains a similar video rate as SD-SVBR. These
reflect what have been gained in the corresponding PSNR chart. However, SVBR
attains that video rate with a potentially fatal weakness. During several occasions, its
bucket utilization is overflowed. These can be observed after the data transmission for
GoPs 218 and 225. After transmitting data for GoP 218, the actual buffer fullness level
1s 27216 4+ 53328 — 20000 = 60544. Also, after transmitting data for Gop 225, the
actual buffer fullness is 27216 4+ 55920 — 20000 = 63136.

How does the SVBR algorithm gains a high PSNR value with the bucket overflow?

By understanding the mechanics of the rate control algorithm, one might be able to
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Figure 6.17: The video rate and QP value for sub-part 1 of Part III chart

answer this question. As elaborated in Subsection 6.1.3.1, the rate control will feed
a QP value to the video encoder, then the video encoder will compress the raw video
data into an encoded video. The encoded video information will be fed back into
the rate control engine to calculate QP for the next GoP. However, the real encoded
video sequence data will be temporarily stored into the network interface buffer for
transmission.

The bucket size is designed to imitate the maximum size of a network bandwidth

rather than the maximum of the network interface buffer size. Thus, although the
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Figure 6.18: The video rate and QP value for sub-part 2 of Part III chart

encoded data might be overflowed at the virtual bucket, the real encoded data is

not stored there. It is directly sent to the network interface buffer, which is usually

implemented with a large storage.

When the data are available at the network

interface buffer and ready for transmission, the transport protocol will take control

of the transmission. This transport protocol works independently with what has been

produced by the application layer rate control algorithm, as stated in [175].

The implication of the above-mentioned issue is that the data in the buffer will be

sent to the receiver according to the transport layer rule. However, with the “bandwidth
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overflow data amount” at the network interface buffer, the data are not being able to be
sent promptly.

There are at least two possibilities here; firstly, it will be sent according to the
transport layer protocol, but it will take a longer time for the whole data to be
transmitted. The second possibility is that the application designer can opt to drop
some packets/frames. By dropping some overloaded packets/frames, the other frames
can be sent on time. Thus, its application really depends on the video application
objective. Although, the first approach sounds more interesting — a delay without
packet drops — when overload occurs in the network, most of the frames will be sent at
delayed time and the possibility of packets/frames dropped is higher, which can lead
to a congestion collapse network.

In the implementation of this study, the first possibility is executed. Therefore,
the packets/frames, even in the overflow event, are can still be sent to the receiver.
Most of the packets/frames will be received by the receiver but in at delayed time.
However, some packets/frames might be lost due to traffic congestion. The result of
the experiments in this study has shown that several frames have been lost. Thus, when
an overflow event occurs, it does not mean that the immediate frames will be lost. It
might affect several frames after that. Thus, the immediate frames of the overflow
bucket might still obtain high PSNR, but it may degrade PSNR for some future frames.
This scenario happens in this study.

Besides the overload problem generated by the SVBR algorithm, it also generates
a less stable QP value than SD-SVBR algorithm. Thus, although the PSNR and the
video rate gained by SVBR are more or less than the SD-SVBR algorithm, it is still
very much problematic in terms of buffer overflow and less stable QP value.

For the second sub-part of Part III result, SD-SVBR has gained better performance
than SVBR. This is reflected well with the better gains in PSNR value, higher video

rate, higher bucket utilization, and lower and acceptable stable QP values.
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6.2.4 Analysis: Part IV of the PSNR Result
The Part IV of the PSNR result is depicted in Figure 6.19.

—5D-5VBR —SVBR

40,00
N H N 8 . H
5 30.00 ["\. 1y - fwﬁiW%w*——vJ'wrw—wuﬂwﬂ P
- Ll | |
& 2000 | |
7 |
% 1000 - S
L
0.00

3612 3712 3812 3912 4012 4112 4212 4312 4412 4512

Frame number

Figure 6.19: Part IV: PSNR result for frames 3612-4551

To assist in analyzing Part IV of the PSNR chart (refer Figure 6.19), two sub-parts

are extracted from the chart. These two sub-parts are as follows:

* The first sub-part is from frame 3614 to frame 3793. The equivalent GoPs are

from 303 to 317.

* The second sub-part is from frame 4370 to frame 4528. The equivalent GoPs are

from 366 to 379.

The two sub-parts are charted in Figure 6.20.

In the first figure, Figure 6.20a, the difference in PSNR value between SD-SVBR
and SVBR algorithm is at least 3dB and in the second figure, Figure 6.20b, the
difference is more than 10dB, which is very high. This high differece is not due to
low video rate gained. When inspecting at the corresponding video rate, as charted in
Figure 6.21a, the SVBR algorithm gains a higher video rate than SD-SVBR in many of
the GoPs. Even, in terms of bucket utilization, SVBR utilizes the bucket much better
than SD-SVBR. Nevertheless, the bucket utilization by the SD-SVBR is still within its

design objective.
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Figure 6.20: The PSNR sub-parts for the Part IV chart

However, the high video rate and better bucket utilization gained by SVBR, has

come with a high price in terms of QP instability. As shown in Figure 6.21b, the

QP

Wh

QP

value for the SVBR algorithm is very much fluctuated, and it is almost unstable.
ereas, in a very much contrasting fashion, the SD-SVBR algorithm gains very good
stability.

Actually, the QP stability in SD-SVBR algorithm is spanned across many GoPs

either before or after sub-part 1 GoPs. The SD-SVBR QP stability in these groups

shows a very clear contradiction when compared to what is gained by the SVBR

algorithm. This excellent achievement is clearly demonstrated in Figure 6.22. In the

SVBR algorithm, as charted in Figures 6.22a and 6.22b, the change in QP value occurs

in every one or two GoPs, whereas in the SD-SVBR algorithm, the change is only

presented in a distance of around 10 GoPs.
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Figure 6.21: The video rate and QP value for sub-part 1 of Part IV chart

Sub-part 2 of Part IV chart video rate, as illustrated in Figure 6.23a, also exhibits a
similar trend to sub-part 1, in terms of the PSNR value gained, which is not reflected
in the corresponding gained video rate. In the PSNR chart (refer to Figure 6.20b),
SD-SVBR gains a much higher value than SVBR, whereas in terms of the video rate,
SVBR gains a slightly higher video rate than SD-SVBR (refer to Figure 6.23a).

However, the slightly higher SVBR video rate gained is also attained with high
penalty of the bucket overflow. As discussed previously, the real bucket overflow might

be different from what has been shown. Figure 6.24 shows the actual bucket utilization
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Figure 6.22: QP before and after GoPs 303-317

for both algorithms.

From the figure, it is clearly shown that the actual bucket utilization for the
SVBR algorithm is very much overflowed, while, the bucket utilization for the
SD-SVBR algorithm is in full utilization and there are only two GoPs which are
slightly overflowed. This high overflow implication, especially for SVBR algorithm,
is disastrous. The frame might be arriving in a long delayed time or it will be dropped
as a result of congestion in the network.

Bucket overflow rarely occurs in SD-SVBR, as happened in the GoPs 378 and 379,
but it is very difficult to be avoided completely. This is due to highly active video
sequences that are processed at that time. Thus, it is very difficult to reduce the video
rate to the an acceptable level. For instance, at GoP 377 the lowest video rate is 25200

Bytes/GoP by using QP = 31. At that time (refer to Figure 6.23a) the bucket utilization
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Figure 6.23: The video rate and QP value for sub-part 2 of Part IV chart

is already almost 57000. However, the SD-SVBR algorithm is still able to control its

video rate so that the bucket overflow is at the very minimum. This is due to the

strategy in reserving some spaces in the bucket to prepare for this kind of burtiness.
Besides the above-mentioned advantages gained by SD-SVBR, it also obtains

smoother QP values as compared to SVBR (refer to Figure 6.23b).

6.2.5 Analysis: Part V of the PSNR Result

The Part V of the PSNR Result is depicted in Figure 6.25.
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Figure 6.24: Actual “bucket” utilization for GoP 366-379
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Figure 6.25: Part V: PSNR result for frames 4554-6499

To help in analyzing Part V of the PSNR chart (refer to Figure 6.25), only one
sub-part is extracted from the chart. This is because the whole chart shows a similar
chart trend. This sub-part is from frame 5536 to frame 5883. The equivalent GoPs are
from 464 to 492. This is almost similar in trend from the previous subsection, where
the difference in PSNR gained is more than 10db.

However, as in the previous subsection, the equivalent video rate for the video
sequences does not reflect what the PSNR chart shows. The equivalent video rate and
its bucket utilization are depicted in Figure 6.27. Both algorithms gain higher video
rates inter-changeably. The bucket utilization by both algorithms is also at a high level,

except at the beginning of the chart for SVBR algorithm (refer to Figure 6.27a).
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Figure 6.26: The PSNR sub-part for the Part V chart - frames

In terms of QP value gained by both algorithms, as displayed in Figure 6.27b,
fluctuation is very obvious. Although, the fluctuation in SD-SVBR is slightly smoother
than SVBR, but it is still considered high. This is the most difficult part to shape since
the video sequences in this part are highly fluctuated. Without knowing the future
video sequence, it is highly difficult to control in order to gain high video rate, while
at the same time prevent overflow and be able to gain a stable QP value trend.

However, in shaping the video rate based on bucket utilization, the lesser utilized
bucket at certain areas might be useful to be used immediately before or after those
areas. For an algorithm with a high bucket utilization design, when the bucket is highly
used at certain areas, it leaves a very small space for the future video sequence.

Therefore, although at the sub-part of Part V area, the SD-SVBR does not gain
significant performance achievement in terms of higher video rate and smoother QP
values, it has gained better performance before or after those areas. Figures 6.28 and
6.29 have charted a higher performance gained before and after those areas, either in
the context of higher video rate, smoother QP values, or both.

Both before and after GoPs 464-492, SD-SVBR obtains an obvious smoother QP
fluctuation than SVBR (refer to Figures 6.28b and 6.29b). In both charts, SVBR QP
value is highly fluctuated. In addition, in terms of the video rate and bucket utilization,
SD-SVBR gains better performance in both before and after GoPs 464-492 (refer to

Figures 6.28a and 6.29a).
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Figure 6.27: The video rate and QP value for sub-part of Part V chart

Summary

It is clear from the performance evaluation that by using various video sequence

activities, that SD-SVBR has shown an impressive performance. It gains an impressive

overall PSNR value. Besides that, in almost all cases, it gains a high video rate but

without bucket overflow, it has utilized the bucket effectively well, and interestingly, it

is still able to obtain smoother QP fluctuation. Although in some periods SD-SVBR
did not gain higher PSNR value or higher bucket utilization, it has been shown that
SD-SVBR is able to control the bucket utilization so that it is not overflowed or
underflowed. In addition, it has been demonstrated that the SD-SVBR is able to gain

good QP stability.
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Figure 6.28: Higher performance gain before GoPs 464-492

In the next chapter, the global conclusions and contribution of the research work
presented in this thesis will be stated. Then, some suggestions for further studies will

be discussed.
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CHAPTER SEVEN

CONCLUSION AND FUTURE
RESEARCH WORK

After presenting the important aspects of this research, which were the problems
of the previous rate shaping algorithm, the design of the new rate shaping algorithm,
and its performance evaluation, this chapter will conclude the whole research work

reported in this thesis and suggest future research work.

7.1 Summary of the Research

As stressed throughout the thesis, the rising of video applications over the Internet has
posed great challenges to the application or the Internet providers with regard to enable
a smooth and high quality video application on the Internet. The Internet is initially
designed for the traditional type of services, such as www, e-mail, telnet, ftp, and etc.
Whereas, the video data is highly different from traditional type of applications in
several ways; firstly, it is very large in size or transmission rate, secondly, it is highly
bursty, and thirdly, it is sensitive to delay rather than error in the transmission.

The Internet transport protocol, particularly the two most dominant protocols
nowadays, which are TCP and UDP, were created several decades ago. They are more
suited for traditional types of applications. Although there is much active research on
the aspect of creating or modifying the transport protocol to make it more suitable for

real-time applications, more work in terms of real-time implementation is applicable
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at the application layer. Among the most active work is on video coding and video rate
control.

In the context of video rate control, it is of highly important work due to the fact
that video sequences comprise widely varying content, motion, and have to arrive
at the receiver at a certain acceptable time, while, the bandwidth of the Internet
transmission channel is full of uncertainties, such as loss and delay of video traffic.
As a consequence, in the last decade, an obvious growing in research on video rate
control or video coding can be observed. The great challenge also can be seen on
providing a smooth and a high video quality for real-time video transmission. This is
true (many works in the real-time video application) by observing that there are lesser
studies in the delay-based video application research, such as in Video on Demand
applications.

Although the video rate control in real-time applications was initiated a couple of
decades ago, they are still active nowadays, even at a multiple rate increment, since
users are expecting a smoother and higher quality video playback. The novel Shaped
VBR work by Hamdi et al. in [23] is one of the commendable works in this domain.
They have proposed a real-time video rate control, which utilizes a leaky-bucket
algorithm but without delay. This is due to the “bucket” (buffer) in the algorithm being
more of an imaginary bucket, and the rate control is implemented “on the fly”” without
a buffer requirement. The SVBR algorithm is also relatively simple and performed at
GoP video granularity which makes it further less subjected to overhead delay.

The detailed empirical analysis performed, as discussed in Chapter 4, has shown
that this algorithm has demonstrated its novel creation of an ideal rate controller. In
comparing with the traditional rate controllers, VBR and CBR, SVBR has manifested
its advantages; it produces relatively a higher video rate, it is quick to adapt the video
rate to within a permissible bandwidth level, and there is less delay as a result of no

introduction of an additional buffer or complex computational algorithm.
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However, there are spaces for performance improvement of the SVBR algorithm,
especially under certain specific conditions. Besides the strengths of SVBR algorithm,
the analysis had pointed several glaring weakness areas that can be considered for

improvement:

* When an abrupt and sharp decrease or increase in the VBR video rate occurs,
follow by an inverse sharp decrease or increase, the video rate in the SVBR

algorithm will be increased or decreased “extremely”.

» The SVBR video rate tended to be at a low rate if the video rate in VBR and
CBR are at the low rate as well. This condition persists even when the network

bandwidth is idle or the leaky bucket is low occupied.

* The SVBR video rate is inclined to be in negative fluctuation, especially when

there is an occurrence of high video rate video sequence.

Although there are many recent works, which based their studies on applying the
SVBR algorithm as mentioned in Chapter 2, most of them were done under the
limitation of the algorithm, or only performed minor changes to the core of the SVBR
algorithm. Therefore (from the empirical analysis done), it clearly indicated that, a
new shaped algorithm is needed, which have the following capabilities; no unwanted
sharp video rate increment or decrement, a high video rate algorithm (without overflow
and underflow as well), and a smoother QP stability.

All these have led to the creation of the SD-SVBR algorithm, which posseses the
above-mentioned capabilities. Although, it has been named Slight Delay (SD) SVBR,
it is just a delay in one GoP duration, which is less than half a second. By applying a
one GoP delay, SD-SVBR has been creatively designed to gain a high video rate but
without bucket overflow, to utilize the bucket well, and interestingly, it is still able to

obtain a smoother QP fluctuation.
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SD-SVBR algorithm has been designed with three main objectives, which are to
remove unwanted video rate that is sharply increase or decrease as a consequence
of the estimation/prediction used in the SVBR algorithm, to create a higher video
rate algorithm, and to produce a smoother QP fluctuation. The results of SD-SVBR
performance evaluation were shown in Chapter 6. The performance evaluation of
SD-SVBR has been executed through carefully-employed experiments in all stages
of the research methodology, as discussed in Chapter 3. It significantly outperforms
SVBR algorithm in various aspects, particularly in producing a high video rate and at
the same time better Quantization Parameter (QP) stability video sequence. Besides
that, the video rate has been shaped efficiently to prevent unwanted sharp increments

or decrements, and to avoid bucket overflow.

7.2 Contributions

The important contributions of this research, as stated in Chapter 1 are as follows:

* The empirical evaluation of the SVBR algorithm, which has identified the

strengths and weaknesses of the algorithm, as described in Subsection 7.2.1.

* A new shaped VBR algorithm for video application, as described in Subsection

7.2.2.

* The implementation of the SD-SVBR in a network simulator (ns-2), capable of
working in different Group of Picture (GoP) sizes, and perform a user-perceived

video performance evaluation, as described in Subsection 7.2.3.

7.2.1 Empirical Evaluation of the SVBR Algorithm

By performing an extensive evaluation via an in-depth analysis and experiments of the

SVBR algorithm, the detailed strengths and weaknesses of the algorithm have been
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identified. These findings have contributed to the development of SD-SVBR algorithm
and can be a guideline to others that intend to apply or modify the SVBR algorithm.

The findings found (on the strengths of the SVBR algorithm) that the SVBR
algorithm has demonstrated its novel creation of an ideal rate controller, especially for
a real time video application that produces a higher visual quality video, its video rate
is within a permissible bandwidth level, and less delay, because of the non-existence of
additional buffer or complex computational algorithm. These strengths, among other
things, have been contributed by the usage of the leaky bucket algorithm, which is
capable of controlling the video admission rate into a permissible bandwidth level.
Although the overflow still exists, the usage of the leaky-bucket algorithm is able to
quickly adjust the video rate to a permissible bandwidth level.

On the weaknesses of the algorithm, it was found that the design of the SVBR
algorithm has contributed to the occurrence of an unwanted sharp decrease/increase
in the VBR video rate, the occurrence of bucket overflow, the existence of a low
video rate with a low bucket fullness level, and the generation of a cyclical negative
fluctuation. The fundamental contributor for the above weaknesses has been identified
as a consequence of the estimation and prediction used in generating the SVBR video
rate. The existence of a low video rate with a low bucket fullness level is due to the
SVBR principle that shapes the video rate to be lying between VBR and CBR video
rates. The problem of the bucket overflow and a cyclical negative fluctuation are as
a result of that SVBR algorithm that does not really dimension the video rate to the
bucket fullness level and does not provide space (in the bucket) for smoothing the

fluctuation.

7.2.2 A New Shaped VBR Algorithm

As described in Chapter 5, one of the main challenges in designing the new video

shaped algorithm is on generating a high video rate, but without bucket overflow
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and minimum fluctuation. It has been discussed that the fundamental contributor for
the weaknesses and limitations of the SVBR algorithm was due to the employment
of estimation and prediction method in generating the SVBR video rate. Thus,
the fundamental improvement is to avoid, as much as possible, the estimation and
prediction in determining the bit rate allocation and its respective QP value.

However, as stressed in the chapter, it is not always possible to accomplish that
principle in a real-time video application due to several reasons. Firstly, some forms
of estimation or prediction have to be implemented since it is not always possible to
obtain advanced information. Secondly, in particular for the leaky-bucket algorithm
implementation, any allocation of the bit rates has implications. For instance, by
allocating a high bit rate for the next video sequence, it leaves a very small space
in the bucket. As a consequence, only small video rates can be allocated for the
following video sequence. Thus, besides producing a low quality video sequence,
it also contributes to the fluctuation in the video rates for the consecutive video
sequences.

Thus, the research contribution is on the designs of video rate algorithm,
which manipulates one GoP of video sequence in advance. By manipulating and
implementing one GoP video data in advance, several interesting features have been
embedded in the design. This new algorithm, which has been named SD-SVBR, has

the following sub contributions:

1. The algorithm can prevent unwanted sharp increments or decrements in the video

rate.

ii. The algorithm can produce a high video rate.

iii. The algorithm can produce a smoother negative fluctuation.

These contributions are gained by processing the next GoP video sequence and

obtaining the QP-to-video rate list. By obtaining the list of corresponding QP-to-video
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rates, the rate controller does not only get a correct QP-to-video rate matching, but
also a further opportunity to manipulate or shape the next video rate. For instance,
the implication of using a certain QP value for the next GoP video rate and the bucket
level, can be assessed beforehand. Thus, the rate control engine can choose a more
appropriate QP value.

In producing a high video rate, a smart strategy has been proposed, which was
by dimensioning the video rate to the higher utilization of the leaky-bucket, rather
than based on CBR-VBR constraints as in SVBR. To increase the video rate, the
intended video rate has to be increased and the corresponding QP value should be
decreased. However, as highlighted in Chapter 5, the video rate cannot be simply
increased in order to reduce the risk of bucket overflow and the fluctuation effect.
Thus, an increment strategy based on scene activity video rate and the bucket level
fullness had been devised. In addition, appropriate space has to be reserved in the
bucket to reduce the video rate negative fluctuation.

In producing a smoother negative fluctuation, a carefully-measured of following the
previous QP value and taking a middle value where the difference between previous
QP and the intended QP value is wide, had been adopted. The strategy was to reserve
some space in the bucket, so that, when the algorithm needs to follow the previous QP

value, which might add some data in the bucket, it can be allowed.

7.2.3 The implementation of the SD-SVBR

The SD-SVBR has been implemented in a strong popular-based network simulator,
which is ns-2. By implementing the algorithm in a most-used simulation software, it

indicates that the algorithm later on can be implemented in the real world.
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The Algorithm Implementation

This research has shown how to implement the coding which can perform the following

features in the system:

* The designation of avoiding unwanted sharp increments or decrements in
the video rate by obtaining a correct corresponding QP value. In short,
when processing the GoP-k video sequence, the rate control engine obtains,
in advance, the GoP-k+1 information. Before generating the QP value for
GoP-k+1, the application processes the GoP-k+1 video sequence, and produces a
list of corresponding QP-to-video rates. By obtaining the list, the intended video
rate can be obtained via generating the appropriate QP value to be forwarded the

encoder.

* The designation produces a high video rate by using an increment strategy, which
is based on scene activity video rate and the bucket level fullness. Briefly, the rate
will be increased as far as there is available space in the bucket, but appropriate
space needs to be reserved in the bucket to reduce the negative fluctuation of the
video rate. The buffer fullness level is divided into three categories according to

the VBR video rate. These categories are as follows:

— Category I: for the VBR video rate between O to y (%), the bucket

fullness level is targeted around 75% (3/4 bucket level).

— Category II: for the VBR video rate between y and b/2, the bucket fullness

level is targeted around 75% (3/4 bucket level).

— Category III: for the VBR video rate above b/2, the bucket fullness level is
targeted around 50% (1/2 bucket level).

 The designation of a smoother negative fluctuation by following the previous QP

value and taking a middle value where the difference between previous QP and
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the intended QP value is wide. In short, it follows the previous QP value if the
following conditions are met, that it is still in a high video rate, the bucket is not
overflowed, bucket is not under utilized, and there are still reserves in the bucket

for future adjustment, to ensure that the three above conditions can still be met.

The Verification and Validation of the Implementation

To ensure that the implementation is correct, the verification and validation processes
for all related stages of the implementation have been executed. It involves
examination of the simulation program to ensure that the operational model accurately
reflects the conceptual model. The ns-2 has been validated using ns-2’s collection of
detailed validation scripts.

In designing the new algorithm, the design objectives were stated. Each objective
has its own sub-algorithm, principle, or formulation. For each sub-algorithm, the
verification was done by evaluating the result on either it conforms to the initial
objective or formulation. All the sub-algorithms had been verified and the details of
verification processes were discussed in Chapter 5.

The new algorithm implementation was validated on ns-2 by using Run-time Trace
and Incremental Implementation. For every simulation, the Run-time Trace was
checked to ensure it ran as expected. The validation was done by using multiple types
of video sequence. The video test sequence is a combination of several video clips.
The result showed that the whole the new algorithm has performed as it is intended,

thus it can be concluded that the new algorithm has been validated.

Work Environment and Dynamic GoP Size

The algorithm has been implemented within the Evalvid-RA environment, which
provides tools or framework to evaluate the quality of video transmission either in

a real or simulated network. Therefore, in implementing the algorithm, the researcher
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had to go deeper inside the work environment, and then inserted the algorithm into
various related libraries. Besides that, several changes needed to be done, in particular,
to enable videos with different GoP sizes be implemented in the system. By using
header file or H-frame, instead of using the consistent 12 frames as an indication of the

new GoP, the system can adapt for whatever frame number per GoP.

7.3 Suggestions for Future Work

The suggestions for future research work related to the video rate control are as

follows:
* develop an integrated video rate control,
* exploit features in advanced codec, and

* analyze all video and optimize the video rate algorithm.

7.3.1 Integrated Rate Control

As stated in Subsection 1.1.2, there are three schemes of rate control for video

transmission, which are:
* controlling the video rate coding,
* regulating the transport protocol, and
* integrated control scheme.

This study is on the first scheme, which is controlling the video rate coding. In this
scheme, the video data source is regulated so that in the network interface, there will
be fewer bursts. Whereas, in the integrated rate control scheme, the rate controller

gets feedback from the transport layer to produce better performance for the overall
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transmission. As concluded in [175], any optimization on the video coding rate does
not automatically enhance the overall video data transmission. This is due to the
layering principle separation of the computer network architecture. The improvement
of the video coding rate will forward generated data into the network interface. Then
the transport layer protocol transmission will pick up the data for transmission. As
such, improving the algorithm at the application layer will not necessarily improve the
overall video data transmission.

As explained in [175], the Internet is built on the notion of protocol layering by
breaking the complex task of network functions into self-regulating protocol layers.
Each layer performs different operations with minimum interaction among them. In
the context of this study, the main layers involved are the application layer and the
transport layer. The application layer performs video coding rate control. Meanwhile,
the transport layer regulates transmission rate in the Internet.

By referring to the video transmission rate achitecture, as illustrated in Figure 1.1,
the sender and the receiver perform application layer tasks. The video coding rate is
done at the sender, while the processes (of the video coding rate) end at the network
interface. Then the data will be sent to the receiver via the Internet. The Internet
transmission rate for this study is regulated by TFRC transport protocol congestion
control.

The layering principle has functioned well in the Internet in terms of scalability
and functionality, at least for data applications. On the other hand, the layering makes
it difficult to provide end-to-end performance guarantees. This is true in terms of
fulfilling some performance requirements of the application, such as in the case of
applications sensitive to delays. Thus, any optimization of video coding rates does not

necessarily improve the video data transmission effectively.
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However, one of the great challenges in performing the study under this scheme is
in determining timing mismatch between video coding rate and TFRC transmission
rate. This is due to the TFRC variabilities, in terms of Round-Trip Time (RTT),

congestion state/packet loss event, and etc.

7.3.2 Advanced Codec Support

This study implemented a video rate control for traditional MPEG 1V, because the
main purpose for the new algorithm is to create a new shaped VBR, which is targeted
for a real-time application (although it is with a very slight delay). Thus, the new
algorithm has to be simple in order to reduce the delay as much as possible, and
it does not manipulate the new feature available in an advanced codec, for instance,
H.264/MPEG-4 Part 10 or Advanced Video Coding (AVC).

Since the codec is already supported by the Evalvid in Evalvid 2.0, further study is
required to utilize the advanced features in the codec. For example, in Scalable Video
Coding (SVC), which can produce multiple layers of a video frame data, the algorithm
might be able to manipulate spatial or temporal resolution video, to further control the
video rate which is more adaptable to the variable rates of the network bandwidth.

By performing this support in the video rate control algorithm, it means that the
application can adapt to a wide variety of video-capable hardware, for example, PDAs,
cell phones, laptops, desktops, and the wired or wireless delivery networks. Each of
these devices, which has different constraints due to processing power, viewing size,
and so on, can have these different constraints satisfied with one encoding algorithm
of the video.

However, the new algorithm should remain simple, in terms of the granularity or
perspective of the video manipulation, to the level that the new algorithm does not
produce excessive delay for a real-time video application. Thus, comparative studies

need to be done to measure the delay, particularly the overhead delay, in manipulating
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the available advanced features. Although theoretically it will generate delay, with
advanced manipulation of the features it might alleviate the delay and produce a faster

algorithm than the SD-SVBR.

7.3.3 Exploiting the Algorithm for Stored Video and/or
Frame/Object Level

As mentioned in Chapter 6, for instance in Subsection 6.2.2, there are still some
constraints in the SD-SVBR in order to produce a more higher video rate or a more
stable QP value. This is due to the fact that SD-SVBR exploits ahead information of
only one GoP. By examining at several GoPs in advance, the algorithm can obtain more
information on future video rates, thus it might be beneficial to exploit the information
to the highest possible video rate and the optimum level of QP stability.

The granularity of the video data might be very useful in terms of designing a
higher video rate and more stable QP value. With I-frame usually more multiple in data
size or video rate than other types of video frame, it creates burstiness at that frame,
thus the algorithm might be able to manipulate this scenario to reduce the burstiness in
order to reduce the overall burstiness. The algorithm also might be able to use a frame
discard feature when the network is not able to support more data, which might reduce
the network congestion level, and it might lead to minimum effect of the frame lost
(congested network will drop the packets arbitrarily).

By analyzing all GoPs of a video sequence, the algorithm also can be manipulated
in producing a better video rate by exploiting the video object level. Each object in
a video frame can be evaluated in order to determine the effect of the objects on the
video rate. Therefore, based on network conditions, these objects can be manipulated

in producing an optimum video quality.
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Appendix A: Video Samples
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Figure 1: Frames from News sequence
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Frame 305 Frame 993

Frame 1200

_ Frame 1346 Frame 1616

Figure 2: Frames from Bridge (far) sequence
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Frame 2421 Frame 24886

Frame 3484 Frame 43486

Figure 3: Frames from Bridge (close) sequence
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Figure 4: Frames from Bus sequence
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Frame 4552 Frame 4642

Frame 5229

Frame 5766 Frame 6542

Figure 5: Frames from Highway sequence
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Appendix B: Snapshot of TCL Scripts

set ns [new Simulator ]

set simtime 404 # Simulation time in seconds
set MON_QUEUE NUM 0
set queueTime 0.4

set cbr_true 0 s# 0 = SD—SVBR, I = CBR
set vbr_rate 0.33333333e6 ;#0ct2010: Average VBR rates for allClips

set max_fragmented_size 972 s# MIU
set frames_per_second 25 ;

# All video is treated with equal fps in current release

# Link capacities

set access_cap 100Mb ;# access link capacities
set bottleneck_capl 1.5e6 ;# between routers
set bottleneck_cap2 1.0e6 ;# between router and destination

# Link propagation delays
set access_del 0.002
set bottleneck_del 0.050

# set number of quantiser scale @ video quality range & packet size
set q_variants 30 ;# number of quantiser scale range

set packetSize [expr $max_fragmented_size + 36]

set mean_psize $packetSize

# This is the size of the queue buffer:
set queueSizel [expr ($bottleneck_caplx$queueTime)/(8 x$mean_psize)]
set queueSize2 [expr ($bottleneck_cap2x$queueTime) /(8 x$mean_psize)]

# SETTING GLOBAL TFRC DEFAULTS:
Agent/TFRC set ss_changes_ 1
Agent/TFRC set slow_increase_ 1
Agent/TFRC set rate_init_ 2
Agent/TFRC set rate_init_option_ 2

Agent/TFRC set SndrType_ 1

Agent/TFRC set oldCode_ false

Agent/TFRC set packetSize_ $packetSize

Agent/TFRC set maxqueue_ 500

Agent/TFRC set printStatus_ true

Agent/TFRC set ecn_ 2 ; # 1 Enable ECN, 2 Disable ECN
Agent/TFRC set useHeaders_ false

#Open the files for nam trace
set f [open out.tr w]

$ns trace—all $f

set nf [open out.nam w]

$ns namtrace—all $nf
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# generate the sending node:
set send_node_1 [$ns node]
set send_node_2 [$ns node]

# generate the routers:

set router_node_1 [$ns node]
$router_node_1 shape "box"
set router_node_2 [$ns node]
$router_node_2 shape "box"

# generate the receiving node:
set recv_node_1 [$ns node]
set recv_node_2 [$ns node]

# define the links between the nodes:

$ns duplex—1link $send_node_1 $router_node_1
$access_cap $access_del DropTail

// we assume server will be at LAN, with 100Mbps speed rate

$ns duplex—1link $send_node_2 $router_node_1
$access_cap $access_del DropTail

$ns simplex—link $router_node_1 $router_node_2
$bottleneck_capl $bottleneck_del DropTail

$ns simplex—link $router_node_2 $router_node_l1
$bottleneck_capl S$bottleneck_del DropTail

$ns duplex—1link S$router_node_2 $recv_node_1
$bottleneck_cap2 $access_del DropTail

$ns duplex—1link S$router_node_2 $recv_node_

2 $bottleneck_cap2 S$access_del DropTail

# set the maximal queue lengths of the routers:
$ns queue—1limit $router_node_1 $router_node_2 $queueSizel
$ns queue—limit $router_node_2 $recv_node_1 $queueSize2

S addaddadaddaddadadaddadaddaddataddaddadaddaddsdaddaddaid

# Configure router queue monitor #

Vil s s s did g g b g i g g dd g bk i gk bk ki

set f4 [open outqm.tr w]

set gqmonl [$ns monitor—queue $router_node_1 $router_node_2 $f4 0.02333]
set gmon2 [$ns monitor—queue $router_node_2 $recv_node_1 $f4 0.02333]
[$ns link S$router_node_1 $router_node_2] queue—sample—timeout

[$ns link $router_node_2 S$recv_node_1] queue—sample—timeout

$gmonl set pdrops_

$qmon2 set pdrops_

S da i da et dadda i dda ittt
# Set interface between TFRC Receive (of ACKS) #
# and the video rate controller #
HARB AR HARH AR AR ARG AR AR GRRRRR ARG GRR B RG ARG ARG ARG ARG AR A A
Agent/TFRC instproc tfrc_ra {bytes_per_sec backlog} {

$self instvar node_

global vbrl ns id
set now [$ns now]
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set node_id [$node_ id]
#puts "In TFRC instproc. rate = $bytes_per_sec (B/s), node_id = $node_id"

#puts "TCL: before vbrl TFRC_rateadapt time=/[format %9.4f $now]
rate=$bytes_per_sec node=$node_id"

$ns at [expr $now] "$vbrl TFRC_rateadapt $bytes_per_sec $node_id $backlog"
#puts "TCL: after vbrl TFRC_rateadapt

# time=[format %.5f $now] | rate=[format %.2f $bytes_per_sec] |

# node=$node_id | backlog=3$backlog"

}

S e dada g dadadada bl dadad
# Create SD—SVBR traffic sources #
Vi dadadadadadadaddddddadadadadadadadddddddsdd
set rng2 [new RNG]

$rng2 seed O

set xRate [new RandomVariable/Uniform ]

$xRate use—rng $rng2

$xRate set min_ O

$xRate set max_ 2.5e3

# change video trace file name here
puts "SD—SVBR: Start making GOP and Frame trace files
for $q_variants Rate variants"
for {set i 1} {$i <= $q_variants} {incr i} {
set original_file_name ($i) st_allclips.yuv_Q [expr $i + 1].txt
set original_file_id($i) [open S$original_file_name ($i) r]

}

set trace_file_name video2.dat

set trace_file_id [open $trace_file_name w]
set trace_file [new vbrTraceFile_RASV]
$trace_file filename $trace_file_name

set frame_count 0

set last_time O

# AL: toggle between multiple input files!
# set original_file_id $original_file_id (1)
set source_select 1

set frame_size_file frame_size.dat

set frame_size_file_id [open $frame_size_file w]

for {set i 1} {$i <= $q_variants} {inmer i} {
set frame_size($i) O

}

set gop_size_file gop_size.dat

set gop_size_file_id [open $gop_size_file w]

for {set i 1} {$i <= $q_variants} {imer i} {
set gop_size($i) O

}

set gop_numb 0
set no_ O
# Convert ASCII sender file on frame size granularity to
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# ns—2 adapted internal format
while {[eof S$original_file_id(1)] == 0} {
for {set i 1} {$i <= $q_variants} {incr i} {
gets Soriginal_file_id($i) current_line ($i)
}

scan $current_line (1) "%d%s%d%s%s%s%d%s "
no_ frametype_ length_ tmpl_ tmp2_ tmp3_ tmp4_ tmp5_

set tempStr "%.0f"
set time [expr 1000 % 1000/$frames_per_second]
set time [format $tempStr $time]

if { $frametype_ == "I" } {
set type_v 1
set time 0

1

if { $frametype_ == "P" } {
set type_v 2

}

if { $frametype_ == "B" } {
set type_v 3

}

# Write to GOP size file after each H—frame found:
if { $frametype_ == "H" } {
set puts_string "$gop_numb"
for {set i 1} {$i <= $q_variants} {iner i} {
set puts_string "$puts_string $gop_size($i)"
}
puts $gop_size_file_id $puts_string
set gop_numb [expr $gop_numb + 1]
set type_v 0 ;
# Must have different type than I—frame
# so that the LB(r,b) algorithm finds it!

flush $gop_size_file_id ;
#27/12/09: thus it can be read correctly by C++ codes

# Write to frame_size.dat:
set puts_string "$no_
for {set i 1} {$i <= $q_variants} {incr i} {

set puts_string "S$puts_string $gop_size($i)"

"

set puts_string "S$puts_string S$type_v" #
Feb2010: some GoP do not have same size

puts $frame_size_file_id $puts_string
for {set i 1} {$i <= $q_variants} {incr i} {

scan $current_line ($i) "%d%s%d%s%s%s%ed%s "
no_ frametype_ length($i) tmpl_ tmp2_ tmp3_ tmp4_ tmp5_
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#puts "no_ frametype_ length($i)

# tmpl_ tmp2_ tmp3_ tmp4_ tmp5S_ =

# $no_ S$frametype_ $length($i)

# $tmpl_ $tmp2_ S$tmp3_ $tmpd_ $tmp5_"

set gop_size($i) [expr S$gop_size($i) + S$length($i) ]
}

# Write to video2.dat:
set puts_string "$time $length_ $type_v $max_fragmented_size"
for {set i 2} {$i <= $q_variants} {incr i} {
set puts_string "$puts_string $length($i)"
}
puts S$trace_file_id S$puts_string
incr frame_count
# puts "Frame count = $frame_count,
# trace id=$trace_file_id dan put string=$puts_string'

"

}

flush $frame_size_ file_id
puts "SD—SVBR: #of frames written to GOP and

Frame trace files: $frame_count"
close $trace file_id ;
# Note that this new trace file is closed for writing and
# opened below for reading through being a new Tracefile
# in eraTraceFile2::setup ()

RABHBAB AR AR AR AR ARARARARARBRBRB AL AR AR AR AR AR AR AR AR ARARBRBRBRB AR AR AR RA AR RS

# Add SD—SVBR sources #
i g e e F e e E g e F e e e e e e e g

set tfrcO [new Agent/TFRC]
$ns attach—agent $send_node_1 $tfrcO
set vbrl [new Application/Traffic/eraVbrTrace_RASV]
$vbrl attach—agent $tfrc0O
# puts "Started adding SVBR source"
$tfrc0 set packetSize_ $packetSize ;
# this is the MSS for the TFRC
$tfrc0 set TOS field_ 1 ;
# New 120905: tag ECF enabled sources! 0 is default.
$tfrc0 set_filename sd_be_ 0 ;
# Connect a file name to TFRC source to write transmit trace da
$tfrcO0 set ecn_ 2 # May2010: disable ECN

$vbrl set running_ 0
set offRate [$xRate value]

$vbrl set r_ [expr $vbr_rate]
$vbrl attach—tracefile $trace_file
$vbrl set b_ 1.0e6

$vbrl set q_ 10

$vbrl set GoP_ 12

$vbrl set fps_ $frames_per_second

$tfrcO0 set class_ 4
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$tfrc0 set fid_ 1
$ns color 1 blue
#puts "in TCL: b4 sink"
set sinkO [new Agent/TFRCSink]
#puts "in TCL: after sink"
$ns attach—agent $recv_node_1 $sinkO
$ns connect $tfrcO0 $sink0
$sink0 set_trace_filename rd_be 0 ;
# Connect a file name to TFRC sink to

puts "Completed adding SVBR source"

Vil g dd s dddidia g diddi b i bk didd g g g
## Simulation Main

Vil d s dadda ddddadddda g dadidsdaddadda
set rng3 [new RNG]

set vbrStart [new RandomVariable/Uniform ]
$vbrStart use—rng $rng3

$vbrStart set min_ 0.040

$vbrStart set max_ 4.000

set startTime [$vbrStart value]

$send_node_1 label "Srv 1"
$send_node_2 label "Srv 2"
$router_node_1 label "R1"
$router_node_2 label "R2"
$recv_node_1 label "Client 1"
$recv_node_2 label "Client 2"

$ns at 0.010 "$vbrl start"
$ns at $simtime "$vbrl stop"

proc finish {} {
global ns f nf fO f1 f2 f3 f4 f£5
qfile tchan2_ gmonl gmon2 bottleneck_capl bottleneck_cap?2
simtime outfile queueSizel queueSize2

#$ns flush—all
$gmonl instvar bdrops_ bdepartures_
set utlzn [expr ($bdepartures_ = 8.0)/
($bottleneck_capl = $simtime) ]
set d [expr 1.0x$bdrops_ / ($bdrops_ + $bdepartures_)]
puts "\n###HAH#H#H#HHAHFHHAH statistics HAEHHAHHHHHHARFHHA#FHHA"

puts "#Bytes of drops Rl : $bdrops_ "
puts "#Bytes of departures Rl : $bdepartures_ "
puts "drops stats 0%d "

puts "utilization : $utlzn "

$gmon2 instvar bdrops_ bdepartures_
set utlzn [expr ($bdepartures_ = 8.0)/($bottleneck_cap2 * $simtime)]
set d [expr 1.0x$bdrops_ / ($bdrops_ + $bdepartures_)]
puts "\n####H####HHA##HHAS statistics R2 ###AH#HFHHAHFHHHHHHHAH"
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$bdrops_ "
$bdepartures_
$d "

$utlzn "

"

puts "#Bytes of drops R2
puts "#Bytes of departures R2
puts "drops stats
puts "utilization
puts "
$ns flush—trace
close $f
close $f4
close $nf
exit 0
}
$ns at [expr $simtime + 1.0] "finish"

$ns run
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Appendix C: Snapshot of C++ Codes

static class vbr_rateadapt_RASVClass : public TclClass {
public:
vbr_rateadapt_RASVClass ()
TclClass (" Application/ Traffic/eraVbrTrace_RASV") {}
TclObjects create (int, const charxconstsx) {
return (new vbr_rateadapt_RASV ());
}

} class_vbr_traffictrace;

void vbr_rateadapt_RASV :: start ()
{

init () ;
running_ = running2_ = 1;
nextPkttime_ = next_interval (size_);

timer_ .resched (nextPkttime_);

void vbr_rateadapt_RASV ::init ()

int i, pre_q;

char bacaBaris[1000], =bacaData;

int habis_data=0, jumGops=548;

// 27/1/2010 — anggapkan maksimum Gop=547
FILE =f_gop, =f_frame;

totalPackets = totalFrames = O0;

//char=x f_arr_c[10000];

vbrFile = fopen ("out.vbrRate_RASV","w");
// Feb2010: just for tracing
gopFile = fopen ("out.gopData_RASV", "w");
// April2010: to record the GoP size
// tujuan untuk dapat next GoP size =
// qg*R_open tetapi base kepada Gop_size. dat
if ((f_gop = fopen("gop_size.dat", "r")) == NULL) {
printf("can’t open file %s\n", f_gop);
}

fgets (bacaBaris ,1000,f_gop);
// skip baris pertama — dummy data
int 1=1; //mula data sebenar dgn baris 2
while (fgets(bacaBaris ,1000,f_gop)!=NULL) {
bacaData = strtok (bacaBaris," ");
/% read the first data in the line */
q_arr[1][1] = atoi(bacaData);
for (int j=2; j<=31; j++) {
bacaData = strtok (NULL," ");
/% read the rest of the data =/
q_arr[1][j] = atoi(bacaData);
}
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1++;

}

fclose (f_gop);

if ((f_frame = fopen("frame_size.dat", "r" == NULL) {
printf("can’t open file %s\n", f_frame);

}

fgets(bacaBaris ,1000,f_frame);
//skip baris pertama — dummy data
1=1; //mula data sebenar dgn baris 2
while (fgets(bacaBaris ,1000,f_frame)!=NULL) {
bacaData = strtok (bacaBaris," ");
/% read the first data in the line %/
f_arr[1][1] = atoi(bacaData);
for (int j=2; j<=31; j++) {
bacaData = strtok (NULL," ");
/% read the rest of the data =/
f_arr[1][j] = atoi(bacaData);
}
bacaData = strtok (NULL," ");
/% Feb2010: read the frametype =/
f_arr[1][32] = atoi(bacaData);
1 ++;
}

fclose (f_frame);

int saiz_frame=972;

int bil_packets=0;

int gop_indeks, n_;

for (int m=2; m<=31; m++) {
n_=1;
gop_indeks=1;
if ((f_arr[n_][m])<saiz_frame)
bil_packets=1;

else

bil_packets=ceil ((f_arr[n_][m])/

(double)saiz_frame);

for (n_=2; n_<=1; n_++) {
if ((f_arr[n_][m]—f_arr[n_—1][m])<saiz_frame)
bil_packets+=1;
else
bil_packets+=ceil ((f_arr[n_][m]—
f_arr[n_—1][m])/(double)saiz_frame) ;

if (f_arr[n_][32]==0) {
saiz_gop_w_oh[gop_indeks J[m]=
(bil_packets*1008) —1008,;
gop_indeks++;
bil_packets=0;
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= r_ % GoP_ / (8xfps_) ;

—

// r_ now has dimensions of bytes/GOP

b_ = b_ = GoP_ / (8xfps_); // b_ in bytes
Ib_X =b_ = 0.5; // Init buffer to half value
Ib_R = 0.0;

/% 28/12/09 =/
Ib_R_wanted = saiz_gop_w_oh[1][(int)q_1];
//Nov2010: as suggested by Hamdi
printf ("lb_X=%f8 .4, 1b_R_wanted = %f8.4\n",
Ib_X, 1b_R_wanted);

int jumpa=0;
int pusingan=2;
while (pusingan<=31 && jumpa==0) {

saiz_gop[pusingan] = saiz_gop_w_oh[l][ pusingan];
if (saiz_gop[pusingan]<lb_R_wanted)

jumpa=1;
else

pusingan++;

}

if (pusingan==2)
pre_q=2;
else if (pusingan>31)
pre_q=31;
else |
if ((saiz_gop[pusingan—1]—Ib_R_wanted)<
(Ib_R_wanted—saiz_gop[pusingan])) {
if (saiz_gop[pusingan —1]==saiz_gop [pusingan —2])
pre_q=pusingan —2;
else
pre_q=pusingan —1;

else
pre_q=pusingan;
1
Q = pre_q; // July2010: using calculated q_

// that satisfied LB algorithm for stored media
if (Q > 31) //no more this issue here
Q= 31;
Q_flag = 0;
numbFrames = 0;
framelndex = 0;
numbGops = 0;

void vbr_rateadapt_RASV ::timeout ()
{

unsigned long x_, y_, i;
int size_w_oh; // Size with overhead
double el, e2, el _x, e2_x;
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double Rtemp, Qtemp, r_open;

double x_temp, pre_lb_X;

int bilPacket_y=0;
int 1, habis_data=0, jumGops=548;

//25/12/09 — anggapkan maksimum Gop=547

int lastGop = 547; //Feb2010 : if not the last

// will get the GoP after the last, which is none.

int pre_q; //July2010: don’t want to change the initial q_

int bucketLow=0; //August2010: to break Hamdi limitation

if (! running_)
return ;

x_=size_/max_; // number of complete (full sized) IP packets

y_=size_%max_; // the remaining rest part

if (y_>0) bilPacket_y=1;

// Feb2010: for easy tracing

// (bottleneck/inefficiency in the network)
totalPackets = totalPackets+x_+bilPacket_y;

if (f_==0 11 f_==1){
agent_—>set_prio (10);

}

else if(f_==2){
agent_—>set_prio(11);

}

else if(f_==3){
agent_—>set_prio (12);

}

else {
agent_—>set_prio(f_);

}

if (f_ !'= 0) {
numbFrames++;
totalFrames++; //Feb2010: to trace performance...

}
#ifndef TFRC

agent_—>set_pkttype (PT_VIDEO) ;
#endif
agent_—>set_frametype (f_);

// Here is the Tx of packets,

// all packets of same frame is sent at ssamex time
// First the max size packets (if any)

size_w_oh = 0;

if(x_ > 0){

for(i=0 ; i<x_; i++) {
agent_—>set_quant (Q);
agent_—>sendmsg (max_+HDR_SIZE) ;
size_w_oh += max_+HDR_SIZE;

}

}
// here goes the rest packet (normally, as in H264,
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// the packets are divided on slice boundary)

if(y_1=0) {
agent_—>set_

quant (Q) ;

agent_—>sendmsg (y_+HDR_SIZE) ;

}

if (f_==0) {
numbGops++;

}

double masa

Ib_R

= Scheduler::instance ().clock ();

// ASMATT Feb2010; just to examine current time
printf ("Before calc: masa=%9.4f, Q=%d,
=%4.3f, size_w_oh=%d, numbFrames=%d ,
totalFrames=%d, size_:%4.3f, PktNo:%d\n",

masa, Q, f_, numbGops,
numbFrames, totalFrames
totalPackets);

f_=%d, numbGops=%d,

Ib_R, size_w_oh,
, (double)size_ ,

//Feb2010: print to file for performance/efficiency tracing

fprintf (vbrFile ,

masa

, totalPackets , size_w_oh,

numbGops, totalFrames , Q);

// July2010 :

//July2010 :

"%9.5f %5d %7d %4d %Ad %4d %4d\n",

numbFrames ,

print data before calculate the algorithm
pre_Ib_X = Ib_X;

keep the old X @ X(k—1) for

masa = Scheduler::instance ().clock();

//Feb2010; j

ust to examine current time

tracking purpose

printf ("\nBefore eq 5: Time=%9.4f, numbGops=%d,
pre_lb_X=%4.3f, r_=%4.3f, b_=%4.3f, 1b_R=%4.3f,

Q=%d
Ib_R

// July2010 :
b X —= r_;

, q_=%d\n", masa, numbGops

» Q, (int)q_);

Calculate X(k) @ Ib_X
// Eq. 5

b R —= 1008:

//April2010 — remove
// is actually

if (Ib_X < 0.0) {

b_X
}
Ib_X += Ib_R
if (Ib.X > b
1b_X
}

// July2010:

= 0.0; // Eq. 5
; // Eq. 5
) |

= b_; // Eq. 5

Calculate e

x_temp = 1b_X/b_;

el = e2 = x_

//July2010:

//July2010 :

temp ;

, pre_1b_X, r_, b_,

the last packet which
the header packer for the next GoP

buffer fullness function, either near to b_ or
if (x_temp > 1.0) x_temp = 1.0;

Calculate R_open(k)

r_open = saiz_gop_w_oh[numbGops][(int)q_];
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//Nov2010: Calculating R(k)
float paras = 0.75;
int active = 0; //Nov2010
if (r_open < (r_+((b_/2 — r_)/2))) {
paras=0.75;
//Dis2010 — Higher than this lead not less stable QP
active=1;

else {
if (r_open < b_/2) {
paras=0.75; //previous 0.6667;

active =2;
}
else {
paras=0.5;
//Dis2010; for a highly high data,
// this might be not low enough,
// might be beneficial if create
// another active categories > b_
active =3;
}

}

if (Ib_X > r_) {
Rtemp = (parassb_—(lb_X-r_));
//Nov2010: modified eq. 8 to limit
// the boundaries into b

}

else
Rtemp = paras=b_; //Nov2010

if (Rtemp<r_) Rtemp=r_;

// July2010: Determine Q(k)
Ib_R_wanted = Rtemp;
printf ("Ib_R_wanted = %8.4f\n", 1b_R_wanted);

int jumpa=0;
int pusingan=2;
while (pusingan<=31 && jumpa==0) {
saiz_gop[pusingan] =
saiz_gop_w_oh [numbGops][ pusingan ];
if (saiz_gop[pusingan]<lb_R_wanted)
jumpa=1;
else
pusingan++;

}

if (pusingan==2)
pre_q=2;
else {
if (((saiz_gop[pusingan—1]—1b_R_wanted)<
(1b_R_wanted—saiz_gop[pusingan])) |l pusingan>31) {
if (pusingan>31) pre_q=31;
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int loop = 1;
pre_q=pusingan —1;
int undur = 1;
while (loop==1) {
printf ("DIm loop: undur=%d, pusingan=%d,
saizl=%d, saiz2=%d\n", undur, pusingan,
saiz_gop[pusingan—undur],
saiz_gop[pusingan —(undur+1)]);
if (saiz_gop[pusingan—undur]!=
saiz_gop[pusingan —(undur+1)]) {
//Nov2010: sometimes previous GoP
// same size with the current GoP
pre_g=pusingan—undur;
loop =0;
break ;
}

undur ++;
}
loop =0;
}
else
pre_q=pusingan;

}

//Dec2010: Smoothing codes
int old_Q = Q;
int saiz_gop_Q = saiz_gop_w_oh[numbGops][Q];
int next_X = (saiz_gop_Q-r_)+1b_X;
int next_Xpreq = (saiz_gop[pre_q]—r_)+lb_X;
printf ("before smoothing Q; Q=%d, next_X=%d, next_Xpreq=%d,
Ib_X=%d\n", Q, next_X, next_Xpreq, (int)lb_X);
if (pre_q==0Q+1 |l pre_q==0Q+2) {
//Nov2010: to stabilize QP value

if ((active==2) |l (active==3))
if (next_X <= (0.83333xb_)) {
pre_q =  (int)Q;
}
}
if (pre_q==Q-1 |l pre_q==0Q-2) {
if ((active==2) |l (active==3))
if (next_X >= (b_/2))
pre_q = Q;

}

if (Q-pre_q < 5 && Q-pre_q > 0) {
if ((active==1) && (next_X >= (b_/2)) &&
(next_X!=next_Xpreq))
//Dec2010: there will be some data previous=current
pre_q = Q;
}

if (pre_.q—Q < 5 && pre_q—Q > 0) {
if ((active==1) && (next_X <= (0.83333x%b_)))

275



pre_q = Q;
}

if (Q-pre_q >= 5) {
if ((active==1) && (next_Xpreq > (0.6667=xb_))) {
if ((saiz_gop[pre_q]—saiz_gop_Q) > (0.08333xb_)) {
pre_q = ((Q-pre_q)/2)+1+pre_q;
printf("test smoothing pre_q=%d\n", pre_q);
}

}
}

// smoothing codes tamat
int Q2 = pre_q;

double waktu = Scheduler::instance ().clock();
// Feb2010; just to examine current time
printf (" After calc: waktu=%4.3f, 1b_X=%4.3f,
Ib_R=%4.3f, el=%4.3f, R_open=%4.3f,
Rtemp=%4.3f, pre_q=%d\n",
waktu, 1b_X, Ib_R, el, r_open,
Rtemp, pre_q);

// simpan to array
QnSize_arr [numbGops —1][1] = pre_q;
QnSize_arr [numbGops —1][2] = saiz_gop_w_oh[numbGops—1][pre_q];

Q = pre_q;

if (Q < 2) {
Q= 2;

}

if (Q > 31) {
Q= 31;

}

numbFrames = 0;

}

/% figure out when to send the next one =/
nextPkttime_ = next_interval(size_);
/% fetch both next interval and size of next frame =/
/% now, the nextPkttime_ contain how long time

to start next frame transmission */
/% schedule it =/
timer_.resched (nextPkttime_) ;
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