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ABSTRAK

Rangkaian Neural Buatan adalah salah satu bidang Kepintaran Buatan yang
digunakan untuk tujuan klasifikasi dan ramalan berpandukan data pada masa lalu.
Kajian ini menumpukan terhadap pembangunan sistem maklumat penilaian kendin
berasaskan web yang boleh digunakan untuk mendapatkan model bagi meramal
tahap kemahiran teknologi maklumat guru pelatih di institusi perguruan. Sistem yang
dibangunkan dikenali sebagai “NeuroCite”. Sistem aplikasi ini berfungsi menjana
soal-selidik kajian dan penilaian rubrik kemahiran teknologi maklumat atas-talian,
menerima data kajian secara input atas-talian melalui web, melaksanakan simulasi
rambatan balik bagi mendapatkan model rangkaian neural dan meramal tahap
kemahiran teknologi maklumat menggunakan model rangkaian neural yang
diperolehi. Data kajian terdiri daripada guru pelatih dari pelbagai program pengajian
di empat buah institusi perguruan. Data yang mengandungi sebelas pembolehubah
peramal digunakan untuk melatih dan menguji model multi-lapisan perceptron
dengan algoritma pembelajaran rambatan balik. Hasil kajian mendapati model
ramalan yang terbaik mengandungi sebelas nod pada lapisan input, lima nod pada
lapisan tersembunyi dan satu nod pada lapisan output. Model yang diperolehi dinilai
prestasinya dan didapati mampu melakukan 96.77% ketepatan ramalan. Kajian ini
membuktikan bidang kepintaran buatan mampu digunakan sebagai alat pengukuran
dan penilaian pendidikan. Sistem yang dibangunkan pula boleh digunakan untuk

tujuan membantu pembuatan pemutusan dalam pendidikan.
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ABSTRACT

Artificial Neural Network is one of the branches of Artificial Intelligence which 1s
utilized for the purpose of classification and prediction based on data in hand. The
purpose of the study is to develop a web-based self assessment information system
that can be used to obtain a model for prediction of information technology
competency among teacher trainees in teaching institutes. The developed system is
known as “NeuroCite”. The system functions as a research instrument generating
questionnaires as well as performing rubric assessment in information technology
competency online. The data entered online using web as a medium and then
executing back propagation simulation to obtain the desired neural network model,
and to predict information technology competency based on the model obtained. The
data was collected from various field of studies among teacher trainees in teacher
training institutes. Data containing eleven predictive variables was used to train and
test ncural network model. The research procedures chosen were the multi-layered
perceptron with back propagation algorithmic learning. The research findings show
that the most suitable predictive model comprises of eleven nodes in input-layer;
five nodes in hidden-layer and one node in output-layer. The performance of the
selected model was reassessed and was found to be 96.77% accuracy in its
prediction. The research confirmed that artificial intelligence 1s capable in generating
instruments for measurement and educational evaluation. The developed system can

be used as a tool to assist decision making in education.
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BAB 1

PENGENALAN

Bahagian pertama bab ini membincangkan konteks kajian yang meliputi kaedah
penilaian kendiri dalam pendidikan, penggunaan teknologi rangkaian neural buatan
sebagai alat peramalan dan proses mendapatkan model ramalan neural. Bahagian
seterusnya adalah huraian pemyataan masalah kajian, objektif kajian, skop dan

batasan kajian.

1.1 Konteks Kajian

Pengukuran dan penilaian pendidikan adalah kaedah yang digunakan untuk
menentukan kejayaan proses pengajaran dan pembelajaran. Penilaian kendiri
berasaskan web adalah teknik penilaian yang menggunakan kemudahan sistem
rangkaian komputer dan kemudahan internet sebagai medium penghantaran data bagi
melaksanakan penilaian atas-talian, Teknik penilaian i membolehkan item
penilaian dan skor pencapaian dari berbagai terminal komputer yang disambungkan
ke intemet disimpan ke dalam satu pangkalan data berpusat. Pemilihan data dari
pangkalan data ini dilakukan dengan kaedah perlombongan data dan rangkaian

neural buatan untuk mendapatkan paten data bagi tujuan peramalan.
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