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Abstrak

Penggunaan sistem maklumat berasaskan komputeSjGBbenarnya membantu
pembuat keputusan dan memberi kuasa kepada merelti&k umenjalankan
keputusan yang diperlukan di tempat kerja merekeneRPmaan yang kurang
menggalakkan terhadap penggunaan sistem maklumagds&an komputer dalam
organisasi swasta di Jordan, bagaimanapun, memkeeala pembuatan keputusan
yang tidak sesuai di pelbagai peringkat dalam asgan yang akhirnya membawa
kepada kerugian kos dan masa kepada organisaganKaj yang berdasarkan Teori
Bersepadu Penerimaan dan Penggunaan Teknologi (T}, Atlempunyai objektif
untuk: (1) mengukur tahap penerimaan CBIS dalam ot keputusan untuk
organisasi di Jordan, (2) mengenal pasti atribakt@r yang relevan) membuat
keputusan yang menjejaskan pembuatan keputusan3yianembangunkan model
konsep penerimaan dan penggunaan CBIS untuk menkem@itusan dalam
organisasi di Jordan. Satu set soal selidik yardirtelaripada pembolehubah seperti
masa, kos, faedah, sumber, risiko, jangka pregsjka usaha, pengaruh sosial,
keadaan memudahkan, niat tingkah laku untuk meradgum CBIS, penggunaan
sebenar CBIS, dan proses membuat keputusan CBifsakgn untuk mengumpul
data bagi kajian ini. Populasi adalah organisasassavyang berdaftar di Jordan.
Sejumlah 642 soal selidik telah diedarkan di maslasyak 360 telah diterima
kembali dengan kadar maklum balas 56.07%. Teknikd@elan persamaan Struktur
(SEM) telah digunakan. Semua pembolehubah didagatifikan kecuali keadaan
memudahkarKajian ini mencadangkan organisasi supaya mengdartgkah usaha
yang mantap untuk melatih pekerja termasuk berkaitengan penerimaan dan
penggunaan CBIS dalam membuat keputusan.

Kata kunci: Membuat keputusan, Proses membuat keputugdaified theory of
acceptance and use of technology.



Abstract

The use of computer-based information system (CBEIps to facilitate decision
makers and empowers them to make decisions in twenkplace. A lower
acceptance regarding the use of CBIS in privat@roegtions in Jordan, however,
leads to unsuitable decision making at various ruggdional level, which eventually
incurred cost and time to organizations. This regeavhich is based on the Unified
Theory of Acceptance and Use of Technology (UTAURgas the following
objectives: (1) to measure the acceptance leveCBIS in decision making in
organizations in Jordan, (2) to identify the demisimaking attributes (relevant
factors) that affect decision making, (3) to depedoconceptual model of acceptance
and use of the CBIS in decision making in orgamirest in Jordan. A questionnaire
consisting of the variables such as time, costefsn resources, risk, performance
expectancy, effort expectancy, social influencegilifating conditions, behavior
intention to use CBIS, actual use of CBIS, and sleni making process of CBIS,
were used to collect the data for this study. Toputation of the study was private
organizations registered in Jordan. A total of @d@stionnaires were distributed
with the usable questionnaires of 360 returned) witesponse rate of 56.07%. The
Structural Equation Modeling (SEM) technique wasdu® analyze the data. All the
proposed variables were significant except faditita conditions. This study
suggests organizations to take concrete stepsito ttreir employees regarding the
use, adoption and ultimately acceptance of CBI&eirision making.

Keywords: Decision making, Decision making process, Unifigheory of
acceptance and use of technology.
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Glossary of Terms

Acceptance of Information Technology (IT):The certain willingness within a user

group to utilize IT for the tasks it is designedstpport.

Computer Based Information System (CBI$. The integration of the hardware,
software, data, models, procedures, user intedadeend users. In order to, process

data into information.

Questionnaire: A composition of written set of questions for resgents to collect

their answers, usually used within closed defineztmatives.

Methods: Procedures and techniques used to collect and/zathldata so as to

answer research questions or test hypotheses.

Methodology: The strategy or plan of action, processor desiggiclwas the reason
of using specific methods and combining the usthe$e methods with outcome of

research.

Independent Variable: A variable which influences the dependent variadhel

explains its variance.

Exogenous Latent Construct: A latent (multi item equivalents) an independent
variable which is not affected by other constructhe model. Construct that acts

only as a predictor or "cause" for other construtthie model.

XVi



Endogenous Latent Construct: A latent (multi item equivalents) dependent
variable which is affected by other constructshe model. A Construct which is

dependent or outcome variable in at least one teglaionship.

Theoretical Framework: A conceptual model, it explains the researchesrtheand
make meaning of relationships between several faatdich was identified to be

important to the problem.

Multicollinearity: The high correlated within the independent vagatvore than
0.90, this somehow referrer to the nearest onabkrito represent another variable

or what known as multicollinearity.

SEM: Structural equation modeling which is a multiesei technique combining
aspects of multiple regression (examining deperslaetationships), and factor
analysis(representing unmeasured concepts with multipléalbbes) to estimate a
series of interrelated dependence relationshipsulameously. Also, SEM s

interchangeably covariance-based SEM (CB-SEM).

CMIN/DF : Relative chi-square, also called normal chi-squa the chi-square fit
index divided by degrees of freedom, in an attetopinake it less dependent on
sample size. AMOS lists relative chi-square as CNAIN (chi square/degree of

freedom ratio).

RMSEA: Root mean square error of approximation, thereosdgmodel fit if
RMSEA less than or equal to .05. There is adeqfitatte RMSEA is less than or
equal to .08. More recently, Hu and Bentler (198&)e suggested RMSEA <= .06

as the cutoff for a good model fit. RMSEA is a plapuneasure of fit.

XVii



CFI: Comparative fix index, close to 1 indicates a vgopd fit, > 0.9 or close to
0.95 indicates good fit, by convention; CFI should be equal to or greater than .90 to

accept the model, CFl is recommended for routire us

NFI: Normed fit index, also known as the Bentler-Boneormed fit index,
DELTA1, 1 = perfect fit. NFI values above .95 areod, between .90 and .95
acceptable, and below .90 indicates a need toaedfgpthe model. NFI greater than

or equal to 0.9 indicates acceptable model fit.

NNFI (TLI): Non-normed fit index, also called the Bentler-Barmein-normed fit
index, the Tucker-Lewis index, TLI, RHO2, NNFI isnglar to NFI, but penalizes
for model complexity. NNFI is not guaranteed toywaom 0 to 1. It is one of the fit
indexes less affected by sample size. NNFI closé tadicates a good fit. TLI
greater than or equal to 0.9 indicates acceptatldemfit. By convention, NNFI

values below .90 indicate a need to re-specifynibdel.

RFI: Relative fit index, RHO1, is not guaranteed toyvom O to 1. RFI close to 1

indicates a good fit.

GFIl: Goodness of fit index, a statistic measuring theohlie fit (unadjusted for
degrees of freedom) of the combined measuremenstanctural model to the data.
GFI should by equal to or greater than .90 to iaicgood fit. GFI is less than or
equal to 1. A value of 1 indicates a perfect fiEl@nds to be larger as sample size

increases.

AGFIl. Adjusted Goodness of Fit Index, statistic measuting fit (adjusted for

degrees of freedom) of the combined measuremenstanctural model to the data.
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AGFI adjusts the GFI for degree of freedom, resgltin lower values for models
with more parameters. AGFI should also be at |€d}stclose to 1 indicates good fit.
AGFI may underestimate fit for small sample siz&&FI's use has been declining
and it is no longer considered a preferred meastigpodness of fit. AGFI > 0.9

indicates good fit.

RMR: Root Mean Square Residual, statistic assessingethdual variance of the
observed variables and how the residual variananefvariable correlates with the
residual variance of the other items. the smallerRMR, the better the model. An
RMR of zero indicates a perfect fit. The closer REIR to O for a model being

tested, the better the model fit. RMR smaller t@&% indicates good fit.

SRMR: Square root of the difference between the resichfalse sample covariance
matrix and the hypothesized covariance model. SRMR.05 means good fit, the
smaller the SRMR, the better the model fit. SRMB mdicates perfect fit. A value
less than .08 is considered good fit. SRMR tendsetdower simply due to larger

sample size or more parameters in the model.

AMOS: A SEM software, developed by Dr. Arbuckle, Publshe Small Warters
and marketed by SPSS as a statistically equivdtitto LISREL. Details are

available at http://www.spss.com/amos/.

First Generation Statistical Techniques:A general term relating to correlation
based analyses methods. These methods includer Imggession, ANOVA,

MANOVA, etc. These techniques require researcleenalyze the item loadings on
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the latent variables separately from the linkag¢hef independent variables to the

dependent variable.

Second Generation Data Analysis TechniqueSechniques enabling researchers
to answer a set of interrelated research questioms.a single, systematic, and
comprehensive analysis. By using modeling the imdahips among multiple

independent and dependent constructs simultanedistyy as SEM technique
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CHAPTER ONE
INTRODUCTION

1.1 Introduction

This chapter outlines the sections through the énapter of this study. It gives the
reader description about the background of the areke problem, research
objectives, research questions, significance of sh&dy, and organization of

chapters.

1.2 Background of the Study

People in the different walks of life have to malexisions almost every day. Such
decisions are made for various reasons and at\ald including but not limited to

personal, social, economic and political issuess hus essential to look into the
issue of decision making especially with the latdtancement in technology that
has had an impact on the traditional handling afisien making in past decades.
Decision processing, in particular, has taken nenedsions worth of study. With

the advent of computers, many aspects of life Heen deeply revolutionized. In

particular, the nature of decision processing Haasnged, especially when these
computers are combined with the repository (daelsasvers) of current, available
and needed data. All of this support in making sleas by means of automated

systems is now known as computer-based informatystem (CBIS).

This study is concerned with CBIS by making use tethnology adoption

(refusal/resistance) and acceptance decisions.stindly investigates the acceptance

1



of CBIS in private Jordanian organizations. It \édent from the past studies that
adoption and acceptance of CBIS has become anofraaademic and practical
interest since last few decades. In order to supmpasiness decisions in various
fields of business such as management, marketilh@ecounting, ICT organizations
in technologically advanced and developed countaesl Arab countries are
embracing CBIS to make efficient use of technologgrder to save their time and

cost as well as to increase their profits.

A study conducted in Germany by Vlahos et al. (3Gf#tcouraged managers to use
the CBIS systems in decision making in organizaibecause of the benefits that
could be gained by the decision makers througlr teage of the CBIS to come
with better decisions. Similarly, Persson et abl0@) promoted the adoption and use
of CBIS after thorough understanding to providepgupfor the decision making in

construction companies in Sweden.

In the perspective of Arab countries, a study byodia(1991) investigated the
application and adoption of Computer-Based InforomaiSystems (CBIS) in the
context of hospital information system in the Afablf states. She viewed CBIS as a
special case of innovation adoption to manage adtrative matters of hospital in
an efficient and effective manner. CBIS can suligtty contribute in the national
development. The role of CBIS has been consideseguée crucial for the policy
makers in socioeconomic development of Arab Gulintoes (AGC) (Al-Abdul
Gader, 1999). The adoption and significance of mameent information system

(MIS) in the decision making process during criées been highlighted in the



Directorate General of Border Guard (DGBG) in Safdabia in a study by Al-

Zhrani (2010).

1.3 Computer-Based Information System (CBIS) in Jordan

As observed in the case of Arab countries, in thees manner, the increasing
interest in the adoption and acceptance of CBISbmafound in private Jordanian
organizations. Ismail (2011) emphasized the sigaffce of adoption of marketing
information system (MKIS) to support decision makin Royal Jordanian Airlines
(RJA). A positive impact of software, informatioretworks and the quality of
information on the process of managerial decisi@king was found in tourism
sector in Jordon by a study conducted by Al-Omaale(2012) Al- Dalabeeh and
Al- Zeaud (2012) stressed on the significance op#éidn of Accounting Information
System (AIS) to meet the requirements of modernagament of pharmaceutical
companies in Jordan. Their study revealed AIS cable the firms to measure the
costs of various activities across various busimesgers that can be very helpful in

business planning and making decisions relatedis;bss profitability.

However, along with the growing interest in adoptiof CBIS, a few bottlenecks
have been found in which hamper the wide and speedgptance of CBIS in
developing countries such as Jordan. Some of tho&kenecks include: language
and cultural barriers, fear or attitudes of usingiputers, lack of coordination, poor

or unavailability of data and lack of support frémgher management.



1.4 Problem Statement

Information and Communication Technology (ICT) ia anportant sector for
socioeconomic development of Jordan. There is meatito the fact that adoption of
Computer-Based Information System (CBIS) can rendeneficial support to
organization in decision making. There is no dahbt decisions affect all people’s
lives. Seeking for the best way in the decision imglrocess, gave an insight to the
researcher to focus on the issue. We often heaiatkacision was not correct in a
certain situation, and that if the right decisi@dlbeen made a lot of money, efforts,
and time could have been saved. Organizations atespread in all communities
and the success or failure of organizations affatltdevels of people. Thus, the
decision making process will definitely produce teet decisions for these
organizations. For this reason, one wonders whettebway of decision making
process is not explored. Therefore, the centraldaaf this research study is to help
decision makers to understand the decision maknegegs and support them to

make better decisions in organizations.

The problem statement of this research is thredteing concerned with the system
or the computer-based information system (CBIS)isien making, and the

technology acceptance model.

A large number of decision makers lack the knowéedfjusing the automated CBIS
and this makes it hard and problematic for thesgsyusvho are willing to learn, to

make better decisions through the use of CBIS (baw&lLaudon, 2005).

The problem of decisions in organizations can beilzesd to users who are not

adopting and accepting automated (CBIS) in Joraandifferent reasons. Those
4



reasons include: language and cultural barrieddyigiual ownership of data, lack of
cooperation, fear or attitudes of using computstestus, lack of coordination, poor or
unavailability of data, and lack of support fronglmer management (Al-Mahid &

Abu-Taieh, 2006).

Computer based information system (CBIS) has bsed as a holistic development,
and supporting procedure in the decision makinggss. CBIS actually helps and
empowers users to carry out tasks correctly. Paslies have revealed the
significance of application and adoption of CBIShe perspective of Arab countries
such as in Bahrain, Kuwait, Oman, Qatar, UnitedbAEamirates (Al-Abdul Gader,
1999 Nabali, 1991), Saudi Arabia (Al-Abdul Gader, 1999Nabali, 1991; Al-Gahtani

et al.,2007; Al-Zahrani & Goodwin, 2012) and Jord@&i-Mahid & Abu-Taieh,

2006;Ismail, 2011; Al-Omatri et al., 2012; Al- Dalabeeh & Al- Zeaud)12).

In order to adopt CBIS, we need to explore an gmyate technology acceptance
model which best aligns with the scope of our stUelyr the last twenty years, a
model known as the Technology Acceptance Model ()AMs been widely used,
but it was later realized that TAM cannot be usedcertain situations such as
voluntary situation. Hence; the need for a unifieddel has been indispensible. This
model was built by Venkatesh, Morris, Davis anddrie the Unified Theory of
Acceptance and Use of Technology (UTAUT), which waseloped from previous
eight famous models containing TAM (Venkatesh et 2003).Al-Gahtani et al.
(2007) extended the unified theory of acceptanckuse of technology (UTAUT), a
model of the user acceptance of IT, conducted weywn knowledge workers using
desktop computer applications on a voluntary basiSaudi Arabia, examined the
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relative power of a modified version of UTAUT intdemining ‘intention to use’
and ‘usage behavior’. In a study about internetklvay Abu-Shanab and Pearson,
(2009) adapted UTAUT for Jordanian banks. An intgior contribution of their
study was the establishment of a well-tested Arabg&trument in the field of
technology acceptance as language can significantjyact the results of the
instrument. Al-Zahrani and Goodwin (2012) emphasizéhe adoption and
acceptance of UTAUT in electronic Government S@&wi(e- Government) in Saudi

Arabia.

Based on the need and significance of CBIS in ggrmerd UTAUT in particular for
supporting decision making in organizations, twoeeliprinary studies were
conducted to have an insight about issues andettyats the study could encounter.
The factors of decision making were classified imto groups. The main group was:
time, cost, benefit, risk, and resources, whiledtieer group was feasibility, ethics,
intangible, and financial impact. Structural infews (standardized) were conducted
by the researcher in five Jordanian organizatiamstiie decision makers who are
managers at different managerial levels, to idenhié use of CBIS of his research in
Jordan. In addition, the concern was to find fadteut CBIS in decision making in
organizations in Jordan, and to test factors inghmposed model. Based on the
interviews, it was observed that only 33% of thepmndents had adopted CBIS for
their business operations. Thus, the hesitatiomapility to use CBIS in decision
making was evident from the results of intervielWs.addition, past literature has
emphasized on the significance of a few factorsnfkdTAUT which can facilitate

the use, adoption and acceptance of CBIS in decisiaking process. Those factors



include Performance Expectancy (PE), Effort Expexyg EE), Social Influence (SI)
and Facilitating Conditions (FC) (Venkatesh et 2003). Those factors can be quite
instrumental in combating with the problems relat@agdoption and acceptance of
CBIS in Jordan such as fear of using computersk lat inter-departmental

cooperation and coordination, and lack of suppgfExecutives in organizations.

In the light of the above, the researcher feltdine need to further investigate about
the adoption and acceptance of CBIS in decisionimgak Jordanian organizations.
Therefore, this study will look into how CBIS wille used in the decision making
process through an acceptance technology modek snodels support solve many
of the decision makers’ issues. For this reseagbroposed model for the decision
making with the CBIS system which will adapt theifiéd Theory of Acceptance

and Use of Technology (UTAUT) model will be the orajocus of study.

1.5 Research Objectives
The main objective of this study is to identify taeceptance of CBIS in decision
making in organizations in Jordan. More specificalthe objectives to be

accomplished in the study will be:

1. To identify the decision making attributes (reletvéactors) that affect decision
making;

2. To develop a conceptual model of acceptance andfuke (CBIS) in decision
making in organizations;

3. To measure the level of acceptance of CBIS in datisnaking for users in

organizations.



1.6 Research Questions
The main research question of this study is: Cae@ance and use of CBIS be used
to study the decision making process (DMP) in omions? More specific

guestions to be investigated in the study are:

1. What is the adoption and acceptance level of thé&SGB the decision making
process in organizations?

2. What are the factors that are still relevant fa tlecision making process based
on empirical studies carried out between the y&8e9-2010?

3. Do the perceived expectancy, effort expectancyiasotfluence, and facilitating
conditions predict the behavior intention to use@BIS in this study?

4. Do (gender, age, experience, and voluntarinessjlerate the relationship
between the (performance expectancy, effort expegtasocial influence, and

facilitating conditions) and the behavior intentitmnuse the CBIS in this study?

1.7 Scope and Limitations

The scope of this study encompasses of the infasmaand communication
technology (ICT) sector for organizations in Jordamd the registered private
organizations under the Information and Technolaggociation Jordan (INT@J) as
in Appendix A. This study is concerned with the quier based information
systems (CBIS) in decision making through orgamrst and it focuses on the

adoption, acceptance of CBIS by the decision makers



1.8 Significance of the Study

The importance of this study springs from the cphad “decision making” as the
need arises to promote understanding of the decismaking process through
looking at the relevant factors. Further, thera idire need to follow a systematic
way in the decision making process. More speciffcéchnology models using the

CBIS in decision making in organizations are reggito cut cost and save time.

This study will hopefully have the following cortititions in the field through
proposing a model of acceptance and use througlCBi8 in decision making in

organizations. More specifically, significance unbbs:

1. Highlighting the importance of the UTAUT model asrafied technology model
to promote its use (Venkatesh et al., 2003), toestite problem of this research
and to encourage other future researches.

2. Emphasizing the need to experiment with a systentabdel for making
decisions as pointed out by many researchers infidhg. Also this study
revealed the need to a systematic way in the aecisiaking process in this
research and other future researches; since thingamental in problem solving
in the field of mathematics for solution in any plem and in addition, it is a
principle of scientific research.

3. Classifying the decision making factors throughualg conducted to assess the

change to the factors over the years from 1990-2010



1.9 Definition of Terms

Computer-Based Information System (CBIS) refershi information system that
uses computers in processing raw data as wellfasriation. According to Murray

(1985), it is the number of components which indgmwith each other: hardware,
software, data, models, procedures, and end ugéatker (1988) defined it as:

information systems in which computers are usedsttre and process data.
According to Mentzas (1994) and Mahar (2003) the afsCBIS initiated merely as
a transaction processing system (TPS) in its cdiwepn order to support the
sudden and unexpected needs; hence it was redniredny fields such as in MIS,
DSS, GDSS, ES, OIS, EIS and I0IS. Cha et al., (R@d¥le discussing CBIS, put
more emphasis on user interface. Dhillon (2005)duee term CBIS and IS

interchangeably. Other researchers decided thaCBI& systems are required to
support decisions (Turban et al., 2007, 2011); Lig2@08); (Mentis et al., 2009),
&(Al-Ahmad Malkawi et al.,2010) compared the tramital-IS with the automated

IS (CBIS) system.

On the basis of aforementioned definitions, thiglgtdefines CBIS as components
which integrate with each other such as: hardwaatware, data, models,

procedures, user interface and end users which imasinergy to process raw data
into useful information, using different strategiedructures, systems, staffs and

skills.

According to Turban et al. (2007, 2011) decisionkimg (DM) is the action of
selecting among alternatives. Murray (1985) dividad into 3 levels: operational,

tactical and strategic. Walker (1988) defined it ‘dlse determinations of possible

10



courses of action and the selection of one of thgn895). As decisions are made in
different situations at different levels of mana@amand users in the organizations
to support better decisions, the need for automatedess of decision is increasing
day by day. Besides, it is recommended to followyatematic decision making
process (Turban et al.,, 2007, 2011) which is ddfias the choice from among
alternatives (Fitzgerald, 2002; Turban et al., 2007, 2011). Hassard et al (2009)
differentiated between the decision making procassbeing either Rationalistic
Decision-Making (RDM): which generate series okalttives, then evaluation to
maximize profits and minimize cost and time or Nalistic Decision Making

(NDM): which emphasize series of pressure whichbén people to get realistic

solutions in a complex but dynamic solutions.

1.10Structure of the Chapters
The computer based information system (CBIS) ingi@e making in organizations
is the major focus of the study. In view of thise tentire work has been organized

into six chapters which are as follows:

Chapter One includes the introduction, whereby the backgrouoid issues

understudy and use & acceptance of CBIS in Arabn@@s are discussed, followed
by discussion related to problem statement. Mongowesearch objectives and
questions are developed, and the contributionkisfstudy to theory and practice are

explained.

Chapter Two provides a review of the relevant literature, agstablishes the

theoretical foundations of this study. It begins digcussing the importance of
11



decision making in the light of literature followég concept of CBIS, its types and
its usage in decision making process in Arab coemtThen the discussion entails
the technology acceptance models and UTAUT as omedi in past studies. The
chapter concludes with the discussion concernimgpi@oh and acceptance of CBIS

in Arab countries in general and Jordan in paréicul

Chapter Three describes the research methodology used in iy sit starts with a
discussion entailing research process. It implemarguantitative research approach
as its major research method. In this chapterarebedesign applied in this study is

explained in greater detail.

Chapter Four presents the preliminary works to study the imguatrtdecision
making factors, and to conduct interviews from nggana in Jordan to obtain more in

depth insight about the potential issues understudy

Chapter Five discusses the results and findings obtained frooctsire equation

modeling (SEM) analysis in detail.

Chapter Six presents the discussion and conclusion contribwtiad implications of

this study.

12



CHAPTER TWO
LITERATURE REVIEW

2.1 Introduction

In this chapter, the major emphasis is on decisi@aking (DM), computer based

information system (CBIS) and the technology acaeq® models as discussed in
the literature. Furthermore, this chapter also sHeght on the underlying theories

related to the study. Moreover, this chapter disessn detail about the significance
of UTAUT along with its comparison with other techogy acceptance models. In
addition, this chapter elaborates the adoptionaugptance of CBIS in the context
of Arab countries in general and Jordan in paréicuFinally, the chapter concludes

with presentation of summary.

2.2 Decision Making

Decision making is the choice among alternatives (Fitzgerald, 2002; Turban et al.,
2007, 2011). In short, the focus and intereshaf tesearch will be directed to the
process of decision making trying to explain, wisatequired in this process and
how it could help in making better decisions foe thsers as decision makers in

organizations.

An example of a bad decision is an incident whigdtuored in Walt Disney
Corporation in 1995 which resulted in a loss of Gidillion. A similar bad decision

was made in the merge of Hewlett-Packard and Comphigh caused the

13



stakeholders a loss of US $24 billion. Bad decisiare made due to lack of essential
information, which emphasizes the need to procdessdecision in a wise way by

taking advantage of the latest or available autethtgchnologies (Luecke, 2006).

Luecke (2006) suggested instructions and stepsrtipabve the quality of decisions

to result in better decisions. These instructions ateps are designed through

learning and experience, and one of the methods$fos¢hat purpose is the decision

tree. What affects the decision is the attributefactors which are considered in the

decision making process. These nine factors are:

1. Cost of the alternatives and its suitability to thelget.

2. Time for implementing the alternative and the dffefadelay.

3. Risk related to this alternative.

4. Benefits or profits from implementing this alterivat

5. Resources for each alternative that should be ikeptind concerning whether
the required resources are available or not.

6. Financial impact to see the effect of costs withtren to time.

7. Intangibles for other unrecognized or sudden végb

8. Ethics: to see if this is legal or not; and

9. Feasibility: to see if the alternative will be ireptented realistically.

For the previous decision making factors, a prelary qualitative empirical study
was carried out on all the available resourcestudysthe decision making factors
and how they change with time. From 1990 to 201@ckwkhowed the importance
for these factors and the result was categoriziigmt into two groups: the main
group consists of five factors: time, cost, risknéfits, and resources (Gonzalez,

14



2005; Luecke, 2006 ; Wilson & Arvai, 2006; Lee & Huang, 2011), while the second
group comprises four: financial impact, feasibilityntangibles, and ethics
(Jurkiewicz & Giacalone, 2004; Luecke, 2006; Tséhd-ee, 2009; Kim et al,

2011). The details of this work will be discussedihapter 4.

According to Fitzgerald (2002) decision making ¢enviewed as a process which
involves the choice among alternatives. His stugipnarily focused on three factors
namely, time, resources, and risk. Three typesoistbn making were differentiated
as follows: day to day (open); tacit decision fewfweeks; and strategic decision

which are aimed for longer periods of time extegdimfive years.

Bhushan and Rai (2004) asserted that strategisidacmaking takes the form of
eight phases in which a decision maker has to lesttadind understand the problem,
define the goal and decision plan or process towlaedgoal, identify criteria to

evaluate alternative approaches, identify team randule rules, evaluate various
alternatives , come up with possible solutionshi problem, rank the alternatives
based on risks and nature using various finan@aistbn-making tools, and deploy
the best alternatives as available for executione ©f the methods for decision
making is the analytic hierarchy process (AHP) Wwhiepresents a systematic

approach.

The effective decision making should follow theseps: (1) define the objective, (2)
collect relevant information, (3) generate feastdgdions, (4) make the decision, and
(5) implement and evaluate. However, for the attels of decision making, more
interest was placed on risk. “What makes decisreally difficult is the factor high

risk” (Adiar 2007, p. 32).
15



The use of computerized systems which assist @ecisiaking in many ways has

been on the increase and nowadays such need tonaietd systems rather than the
manual ones has become even greater. Some of t@ditbeof using automated

systems in the decision making process include dsjpeecomputations, advanced
communication, increased efficiency, better datanagement including immense
data warehouse, better quality, and agility suppertvell as outstanding cognitive
limits in information processing and sorting, usthg web and unlimited support. In
particular, focus was directed to two factors: tiared cost (Turban et al., 2007,

2011).

Hassard, Blandford, and Cox (2009) described twgswd explaining the decision
making process such as: Rationalistic Decision-Mgk{RDM) and Naturalistic
Decision-Making (NDM). While Rationalistic Decisigflaking (RDM) generates
series of alternatives which utilize obvious crdaesf evaluation to maximize profits
and minimize cost and time, Naturalistic Decisioakihg (NDM) emphasizes the
series of pressure which enables people to gestieatolutions in a complex and

dynamic solutions.

Lurie and Swaminathan (2009) held that advanc#sarnnformation technology (IT)
have made it possible for the decision makers tdatg information through
feedback systems, which brings back a lot of béendéir the decision makers as
reducing time and cost. The researchers are im¢era@s these relevant factors: cost,

time, feedback as they relate to enhancement alé¢hision making process.

16



Standing et al. (2010) argued that the followingfdes i.e. benefits, cost, and risk are
so important that they should be heeded by thesmbecmakers. They suggested that
if such factors are added to the data when prodesgh one of the suitable fuzzy
systems, they will help decision makers in solangblems. On the other hand, Stair
& Reynolds (2006, 2010) argued that the importaedisgion making factors are:

Cost, time, and risk.

Gonzalez-Benito et al. (2010) argued that the dseeeded forecasting techniques
supported retailers for their decision making. @ftigular importance for them were
the following factors: data, processing data (infation), techniques, analytical
management tool, and decision support models wiitrsupport decision makers

to obtain best solutions in their decision makingcess.

2.3 The Decision Making Process

Marakas (1999) asserted that the decision makimgess must be executed in
sequential steps which he suggested should indieefollowing:(1) a stimulus
which should come in the beginning to stimulate dieeision maker to define the
problem, (2) the decision maker who is defined gsad of the process to give
attention to the importance of the decision mak8), problem definition, (4)

alternative selection, and (5) implementation.

Five more steps for the decision making processewsrggested by Post and
Anderson (2003) as: (1) collecting data, (2) idgmtg the problem, (3) making
choices, (4) persuading the others to accept thisida, and (5) implementing the

solution.
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In a similar view, Luecke (2006) asserted that fikie steps of decision making
process are: (1) establish a context for succ@ysfrgme the issue properly, (3)
generate alternatives, (4) evaluate the alterrgstivend (5) choose the best

alternative.

The steps of decision making process are also ieeolan Vlahos et al. (2004) as
follows: (1) identify the problem or issue, (2) geate alternatives, (3) rank the
alternatives and select one of them, (4) implentieatselected alternative, and (5)

evaluate the outcomes.

Turban et al. (2007, 2011) studied the old decisi@king methods and found that
the old method of decision making was understooth@srt of the managers and it
required talents, experience and intuitions, rathan a systematic (ordered in steps)
method. Conversely, the modern method has fopsstedecision making stated as:
(1) define the problem (difficulty or opportunity2) construct a model that
describes the real-world problem, (3) identify {hessible solutions to model the
problem and evaluate the solutions, and (4) compeiheose and recommend
potential solutions to a problem. It has to be esduhat sufficient alternative

solutions are considered.

In addition, Turban et al. (2007, 2011) stated thateral decisions are made in
different situations by different levels of managsrhand users in the organizations.
These decisions are made by individuals or groasave cost and time, as well as
to support better decisions, as the need for amnaated process of decision making
increases day by day. Moreover, it is recommendddllow a systematic decision

making process. Decision makers should not bliragiply any tool or technology
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but they should first check if this tool is suitaldr not for the organization, its users,
and the problem identified by the organizationahother paper, Arnott and Pervan
(2008) argued that DSS (one type of CBIS) is am afeinformation system (1S)

discipline that essentially supports and improves manager's decision making

process.

Ben-Zvi (2010) argued that Decision Support SystéBSS) tools (e.g. business
simulation games) used by students in the decisiaking process have several
advantages which include but not limited to the wdesimulation technique,
encouraged design and implementation of DSS, théulgbonsideration of DSS
which can quantitatively improve the organizatioaerfprmance, and undermine
perceived measures for enhancing decisions in facdtied ways. The following
Table 2.1 shows the factors that impact decisiokimgaprocess as discussed in the

previous studies.

Table 2.1: Factors Influencing Decision Making Pess

Factors Previous studies
Time Fitzgerald (2002); Luecke (2006); Lurie & Swaminathan (209 Stair &
Reyndds (2006, 2010); Turban et al.(2007, 2011)
Cost Luecke (2006); Lurie &waminathan (2009); Stair & Reynolds (2006,

2010); Standing et al. (2010) ;Turban et al.(2007, 2011)
Risk (High-risk) Fitzgerald (2002); Luecke(2006); Adiar ( 2007); Stair & Reynolds (20086,
2010); Standing et al. (2010)
Benefits Bhushan& Rai (2004); Luecke (2006} Standing et al. (2010)
Resources  Fitzgerald (2002) ; Luecke (2006)
Decision making Marakas (1999); Post & Anderson (2003); Bhushan & Rai (2004); Vlahos
Process et al. (2004); Luecke (2006); Adiar (2007); Lurie &Swaminathan (2009);
(DMP) Gonzalez-Benito et al2010); Turban et al. (2007, 2011)
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In summary, the process of decision making shoaldhgough gradual steps. Of
these, choice or selection represents the corbeoptocess. Factors like time and
cost are also important for decision making. Theeresive review of the literature as
discussed above, elaborated to identify the faa$siociated with decision making
such as; time, cost, risk ( high-risk), benefitsg aesources. These decision making
factors are incorporated in the conceptual moddl be mentioned in detail in the
following chapter) of this study, in order to examitheir impact on the decision

making process which is focal point of the presastedy.

2.4 Computer-Based Information System (CBIS)

CBIS representing information system that uses cdemp to process data into
information has become quite important and direbeded in order to enhance
efficiency and effectiveness of decision makerssiMgpes of work require lots of
people, time and effort to accomplish. All jobsttiaere done manually a century
ago have now become easier to do as a lot of tmdecast are now saved with the
development of technology. Similarly, data inforioat especially reports and
studies in the form of papers used to take lotimé to scan through to find the
necessary information. In view of that, studyingrablem and finding a suitable
solution, especially for an urgent issue could takery long time. Later, organizing
and indexing were introduced to help in referringthese reports easily. With the
advancement in technology, huge information coutdobganized very well and
easily referred to whenever required. The infororagystem can be categorized into
two groups: (1) manual systems which are the oltk ghat deals with papers and

reports, and (2) automated systems which is thpesapea of interest in this study.
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Furthermore, the computer based information syst@BIS) refers to the

information systems that use computers in procgssew data as well as
information.Mentzas (1994) classified CBIS as: ififprmation reporting such as
management information system, (2) communicatiah reggotiation such as group
decision support system, and (3) decision makirap sas decision support system
and expert system, which support selection from #wailable alternatives.

Researchers looked for the components of CBIS frbfferent perspectives as

summarized by the author in Table 2.2.

Table 2.2.CBIS Components

CBIS Components Researchers

Hardware Murray (1985); Walker(1988); FullerManning (1994); Mahar (2003);
Mentzas (1994); Cha et al. (2008)air & Reynolds (2006, 2010)

Software Murray (1985); Walker(1988); FulkzMManning (1994); Cha et al. (2004);
Stair & Reynolds (2006, 2010)
Data storages Murray (1985); Walker(1988); FullerManning (1994); Mahar (2003);
Cha et al. (2004 Stair & Reynolds (2006, 2010)
Models Murray (1985); Mentzas(1994)
Procedure Murray (1985); Fuller & Manning (1994)aivr (2003); Cha et al. (2004);
Stair & Reynolds (2006, 2010)
Users Murray (1985); Walker(1988); Fuller & Mannirf$994); Mahar (2003);
Cha et al. (2004 Stair & Reynolds (2006, 2010)
Knowledge Mentzas (1994)
Cooperation Mentzas (1994)
User Interface Cha et al. (2004)

Support Man-Machine Mentzas (1994)
Interaction
Telecommunications Stair & Reynolds (2006, 2010)
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According to Murray (1985), the users of computasdd information systems
(CBIS) must have common knowledge of such systé&asnputers have become
readily available and it has become quite easigetdahe required information. The
components of CBIS viewed are: hardware, softwdaéa, models, procedures, and
users. This will be realized by providing themiwihe usable, timely, and needed
information, after processing the data, also tharatteristics of CBIS may be
different in different times, but the goal of CBIS the same to get useful

information to help in processing decisions.

According to Nelson and Cheney (1987), insufficiemtnputer related knowledge is
the main cause of failure to integrate CBIS indhganizations. Thus, it is of critical
importance that the end users must be equipped suifficient education and
training in order to maximize the benefits of CBIKence, they presented a quick

and powerful solution by means of training the asdrs of CBIS.

Mentzas (1994) mentioned that a specific types BISC(e.g. DSS; GDSS, ES) are
powerful tools in certain aspects of the decisioakimg process in the modern
organizations. Thus, Mentzas (1994) supported tbepoint of Eom et al. (1990)
who suggested that the GDSS is an essential tookegolve conflicts and also
perceived that CBIS has evolved from processing dach as TPS, information
such as MIS and decision making such as GDSS, DPffce, CBIS and its
components are necessary in supporting decisionngalklso, Mentzas (1994)
made comparison between the ten types of CBIS (MIS, ESS, DSS, GDSS,
EMS, ODSS, ES, OIS and IOIS) in order to find thestrpowerful CBIS. The types
and their respective roles can be seen in Tablaf8llows:
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Table 2.3: CBIS Types with their Related Roles

Types of CBIS

Roles of CBIS Types

Management Information
System (MIS)

Executive Information System
(EIS)

Executive Support Systems
(ESS)

Analysis of information, generation of requestegors,
solving of structured problems.

Evaluation of information in timely information dgsais for
top-level managerial levels in an intelligent mamne
Extension of EIS capabilities to include supportdi®ctronic

communications and organizing facilities.

Decision Support System (DSS) Use of data, magiedsdecision aids in the analysis of semi-

structured problems for individuals.

Group Decision Support System Extension of DSS with negotiation and communication

(GDSS)

Electronic Meeting Systems

(EMS)

Organizational Decision

Support Systems (ODSS)
Expert systems (ES)

Office Information System

(OIS)

Intelligence Organizational

Information System (I0IS)

facilities for group.
Provision of information systems infrastructurestgpport
group work and the activities of participants inatiegs
Support of organizational tasks or decision-maldotyvities
that affect several organizational units

Capturing and organizimgaate knowledge about an
application domain and translating it into expeltiae.
Support of the office worker in the effective amdaly
management of office objects. The goal-orientediind
defined office processes and the control of infdromaflow
in the office.
Assistance (and independent action) in all phakdsasion

making and support in multi participant organizatio

Source Mentzas (1994)

After analyzing the various types of CBIS and thiespective roles, Mentzas (1994)

promoted the use of I0IS, and considered it asréeqesolution for supporting

decisions in organizations; since it has the irgegn support which is not available

in the other nine types mentioned in Table 2.3.
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Fuller and Manning (1994) noted that the compon@fhtsmformation processing
systems are: hardware, software, data, people peockdures. These components
are organized for specific purposes; Furthermdrne, researchers mentioned five
types of CBIS, from the oldest to the newest, amfrmore structured to less
structure as: (1) transaction processing syste®S);T(2) management information
systems (MIS), (3) decision support systems (D83 )expert systems (ES) as major
type of artificial intelligence (Al), and (5) exeote information systems (EIS).
Transforming process for data can be classified thtee steps as converting data
into information (refining), then converting infoation into decision (interpreting),
and installing decisions and changes in the orgdioiz (implementing) with some

tools as word processing report.

Vlahos and Ferrat (1995) found that computer-basmation systems (CBIS),
were more valuable for manager's mental model fadigg planning, controlling,
and operating decisions, than forming or revisimg manager's mental model of the
corporation. The researchers also noticed thatiokbls in several studies have shown
the most used computer softwares which were sphneatls word-processing and
data base management. The amount of use was f&inper week to 14H or more
per week. The lowest use was in Saudi Arabia, emtie highest use rate was in

Taiwan.

Goodwin (1997) asserted that the CBIS systems fagesubsystems comprising

data processing (DP), office automation (OA), ekggstem (ES), decision support
system (DSS), and management information systens)MVhereas, the researcher
promoted for the MIS type to solve the problem étidions of organizations.
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Wong and Du (2003) considered the computer-badedmation systems (CBIS) as
vital tools for managers in making decisions. Th&sp, encouraged CBIS courses to
be given to the undergraduate students in busedissnistration (BA) as in the US
system through the second year to help them inrdutin addition, some of the
benefits of CBIS include learning the system desigd analysis and improving the

problem solving skills.

According to Mahar (2003), the computer-based mfion system is one in which
a computer plays the basic role. She classifiegl dfmmponents for the CBIS systems
namely: hardware which refers to the machines \wdit input, storages and output
parts, software which is a computer programs tegishin processing data to useful
information, data in which facts are used by prowg@o produce useful information,
procedures which are the rules for the operatidres @mputer system, and People

or users for the CBIS where they are also calletuesers.

According to Cha et al. (2004), they found that @aier-based information systems
(CBIS) consists of: users; data; procedures; soé&waardware, and user interface.
All of these components work with each other in viayenhance and support the
work of the CBIS systems. The researchers pointgédoothe increasing importance
of the user interface for the designers of the C8I8ems, since it is the connection
between, the end-users and the system. The reseantassified the CBIS into three
kinds or levels: operational level, managementl|lexed strategic level. Whereas,
from the types of the CBIS, only four major typegr&y mentioned: transaction
processing system (TPS), management informatiaersgs(MIS), decision support
systems (DSS) and executive support systems (ESS).
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In many mid-large organizations, critical busindssisions are made every day by

ClO and other IT executives involving millions afltars. Often these decisions are

influenced solely by the revenue. Other factors lmitations such as reasons of

failure, time required in decision making process veell as the use of proper
technology or process, are often not taken intosiclemation. Specifically, results
presented of a survey made by 52 senior IT exezsitidiscussed three major
questions: information required for successful sieci making; information used to
manage the decisions, and the tools that the decisiakers use to process the
decisions. A lot of time was spent to gather infation to make decisions, since the

IT executives believed that using integration antbmated systems would be too

costly. This reemphasizes the persistent probledhcatls for the need to use the

CBIS system in decision making in organizations.

1. IT executives need information to show them theliteaabout how their
performance grows.

2. They use information from different sources inahgd different reports and
emails rather than accessing the data.

3. They spend more than 10 hours per week on gatheriagnation for decision
making. However, this is not required when the €8 used for the benefits
obtained in cost reduction and time saving. Astha tools, dashboard is used
here since it has some benefits in terms of timfgrmation and data (CXO,

2003).

Vlahos et al. (2004) found that the computer-bastmmation systems (CBIS) were

used by German managers. Besides, results fromsimeiey have shown that those
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managers were heavily CBIS users with more tharH16f use per week. The
researchers encouraged using the CBIS becauses dieitefits as: it helps in
planning, assisting in decision making budgetingetasting, and solving problems.
As researchers wanted to know how German managershe CBIS, they built a
survey questionnaire to collect data. Likert scaf¢gh 7-point scale was used;
whereas, the Cornbach Alpha was 0.77. Their studyiges a new updated
knowledge on CBIS use by, together with lookingoirthe perceived value and
satisfaction obtained from CBIS, in helping managand normal users and

supporting them to carry out better decision making

According to Laudon and Laudon (2005), many denisimakers have lack of
knowledge in using the automated systems (CBIS¢ ddholars gave an example
where a corporate chief executive has to learn tmwse a computer while his
senior managers have limited computer knowledgesarttiey prefer only extremely
easy to use systems. This scenario shows thatgeapit to learn how to use the

CBIS to process better decision but they do notkhow.

Dhillon (2005) used the term CBIS and IS intercleailly. He also argued for the
success of computer-based information systems (C8¥Sas to gain benefits by
using information systems (IS) and information tembgy (IT) in organizations.
There is a need to deal with the important needémimation with CBIS to support

decision makers.

Turban et al. (2007, 2011) decided that the CB&raquired to support decisions in
organizations for many reasons such as works garozations to rapidly change

because of the economy needs to follow the catie tive automated systems, to
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support the decision making process and to haveratecinformation as required,
the management mandates the computerized decisigmod, high- quality of
decision is required; the company prefers improsaehmunication and customer
and employee satisfaction, timely information isessary, the company seeks cost
reduction, the company wants improved productivagd the information system
department of the company is usually too busy tdress all the management’s

inquiries.

According to Martinsons and Davison (2007), manpety of computer-based
information systems (CBIS) developed to supportisi@e making which are:

decision support systems (DSS), group decision atippystems (GDSS) and
executive information systems (EIS). In their stuthey used IS interchangeably
with CBIS, and discussed the difference between @84 other Asian countries
holding that success depends on how well IT (CBIS)lication is adapted to the

decision style of their users.

Liang (2008) argued that the recommendation systeares computer-based
information systems (CBIS) to support decisions. feleused on decision support
systems (DSSs), and how they evolved from aidingsdm makers to perform
analysis to provide automated intelligent suppbrtthe same view, Mentis et al.
(2009) argued that Group Decision Support Syste@S®) is one type of the
(CBIS) developed to facilitate and bring easy amdtlqg solution for unstructured
problems. Also, decision making process shoulddreexl out in a systematic way

(steps). The GIBIS system as a tool for the GDS& isomplex groupware for
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decision making process which give good supportaboration for the decision

makers.

Persson et al. (2009) promoted the adoption andfube ICT sector support to give
support for the decision making processing by disinig the ICT environment in
industrial house construction for six Swedish conm@s The interest here was in
processing data in a systematic way as organiziegrésources for collecting,
storage, process, and display information. In th&gecompanies, different ICT
support decision tools (ERP, CAD, Excel, and VBH3sr seawares) were used.
Organizations which did not use ERP system had lgmod in information

management. Again, using ICT models with automatgstems (tools) will be a
good way to systemize information to reduce cost save time for the decision

makers.

Dlodlo et al. (2009) argued that the combinationsvo types of CBIS as (DSS with
ES) will be a guidance in the process of gradinghor the decision makers in this
field. They also added that the DSS has the follgnadvantages. DSS supports
decision making activities for the area business®korganizations, designed to help
decision-makers to get useful information aftergessing raw data. DSS which is an
interactive CBIS was developed to support solvingtctured problems to improve
decision-making. Moreover, DSS uses intelligentnégeo collect data related to
online as auctions which improve decision-making Estly DSS utilizes statistical
analyses that provide the specific and relevardrmétion. In addition, combining

DSS with ES will complement the two systems and hadcision makers in the
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decision making process. This will be carried thwbugh a systematic way and will

not replace humans as decision makers by the n@aohiany complex systems.

Liu et al. (2009) argued that it is good to integréhe decision support systems
(DSS) which is one type of the CBIS as IDSS as & ldpment system. They
discussed more than 100 papers and software sysamthgecommended that IDSS
will be a better support for decision makers in teeision making process. By
looking at literature review, integration of DSSa$ool for users™ decision makers
was Online Analytical Processing (OLAP) as a pouletbol that helps decision

makers in processing decisions.

Fogarty and Armstrong (2009) investigated Australiarganizations through
carrying out an empirical study to identify factohst contribute to computer-based
information systems (CBIS) success; they lookethatCBIS as the black box and
pointed out its crucial importance to the smallibess sector. Structural equation
modeling was used with Amos software to test a motteough testing the
hypotheses. Along with the instrument, a seventdakert scale was used. In order
to measure constructs relevant to their study, theyeloped the Implementation
Survey for CBIS (IS-CBIS). The scales and theirinal consistency reliability
estimates (Cronbach’s alpha). They concluded timeesCBIS is one of the most
difficult stages in the growth of small businesscamputerization entails disruption
and expense. Accordingly, more information is neledbout the key factors to
ensure success. In particular, background enalsiomglitions should be sought so
that more small businesses are able to make a Brtr@wisition to computer based
information systems.
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According to Carlson et al. (2009), Management $upfystems (MSS) which is
another face for CBIS support different managertdés i.e. the development of
MSS that supports managerial cognition, decisiord action. While CBIS types
include: Decision Support Systems (DSS), Group 8ufpystems (GSS), Executive
Information Systems (EIS), Knowledge Managementedys (KMS), and Business
Intelligence (BIl) systems developed to support deeision making process for
managers. On the other hand, MSS have other featud as modeling capabilities,
electronic communications, and organizing toolse Tésearchers here refer to the

MSS system as ICT-enabled IS in order to supportagers to process decisions.

Al-Ahmad Malkawi et al. (2010) compared the tramhtal-IS with automated-IS

(CBIS), where they referred to the CBIS systemn&srimation system auditing that
gives support to the decision makers in their lesses. Computer-based
information system is expected to help businessk®ee their goals and objectives,
and to lend support for making good decisions lyisien makers. They refer to the
components of CBIS as: hardware, software, datalbete/orks, procedures, and

people.

In the same view, Kim et al. (2010) argued thabmated system of Customer
Relationship Management (CRM) will help not onlytie decision making process,
but also in reducing costs, and time. In additi@GRM known as software which
helps in integration of resources, also helps imrisly knowledge between

customers, supports daily decisions, and imprdvesisers” performance.

According to Stair & Reynolds (2010) there is achéar “high quality, up-to-date,

and well maintained computer-based informationesyst (CBIS) since they are the
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heart of today's most successful corporations”3{p. In addition, they gather the
components for CBIS system as a single set of hanelwsoftware, database,
telecommunications, people and procedures. They idlentified the major role

software tool of CBIS system which consists of inpprocessing output, and
feedback. The aim is to collect and process dafadeide users as decision makers
with needed information to help them in the decisinaking process. One of the

examples they gave was SAP software.

Patel and Zaveri (2010) also suggested that CBiSbeaused to help in industrial
process-plants which are important for the economyproposed model for
determining the financial losses resulting from exyhttacks on CBIS systems was
used. The CBIS system here was Supervisory Corgnol Data Acquisition
(SCADA) system. Managers using the SCADA systemewlped with estimation
about their financial damages. Patel and Zaveril@Gocused on the risk, cost,
resources, and benefits as factors from the decrs@king to interest with using the

CBIS (SCADA) by decision makers.

Al-Zhrani (2010) conducted a study to assess thportance of management
information system (MIS) in the decision making gass during crisis using a
sample data from administrative officers in theelbtorate General of Border Guard
(DGBG) in Saudi Arabia. He further examined theitations such as poor planning,
coordination and control activities that hamper tise of MIS in such problematic
situations. Al- Zahrani’s results show that MIS waadisfactorily used in decision-
making during crises and he recommended that itldime used more intensively in
decision making and that the MIS units should bentamed to ensure a free flow of
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information and adequate use of MIS in decisiondimgias shown in a study which
was carried out to investigate and identify the emi@nce role of MIS indecision-

making process during crises. The aim was alsxamee obstacles that limit the
role of MIS in decision-making during crises. Theidy revealed that MIS was
adequately used. In addition, the study gave amewendation that the MIS (one
type of CBIS) should be used more heavily in theisien process during crises. The
study highlighted the important role of MIS indecismaking process during crises
at the Directorate General of Border Guard in Sarabia. In conclusion, the study
revealed that MIS was adequately used indecisiokirrgaduring crises. Despite

obstacles that limit the role of MIS in decisionkimay it was further recommended
that the MIS units should be maintained to ensufee@ flow of information and

adequate use of MIS in decision-making.

In a study by Nabali (1991) the presence and adopdbf Computer-Based
Information Systems (CBIS) was investigated in ¢batext of hospital information
system in the Arab Gulf states. The findings reseathat: hospitals owned by
Ministries of Health are lower adopters of CBIStthenagers of departments that
use CBIS have more favorable attitudes towards insefvement; that departments
in smaller hospitals are more likely to use CBI®dahat managers of user
departments tend to be older. In her study perdactbrs included: age, education,
occupation, and other personality characteristiwbjle Organizational factors
included: centralization, formalization, functiondifferentiation, and complexity.
Her findings also indicate that users of CBIS hhad more exposure to computers

(including computer-related education).
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Ismail (2011) conducted an empirical study aboutkeiang information system
(MKIS) decision making on Royal Jordanian AirlingsJA). He defined the MKIS
as a continuing and interacting structure congstoi people, equipment and
procedures designed to gather, sort, analyze, aeahnd distribute needed, timely
and accurate information to marketing decision mské begins and ends with
information users- marketing managers, internatme partners, and others who
need marketing information. The issue that decisiaking always involves risk
was given as part of the problem. The study caiegdrMKIS in four components:
internal records (data bases), marketing intelibigenmarketing research, and
analyzing marketing information (decision suppgdtem), and this component DSS
which is one type of CBIS. The study concluded thatultimate purpose of MKIS
is to facilitate mangers’ mission to make decisarall levels of operations based
upon the information flow. Information is the essaningredient of management
and decision making for both external and intefaators. In addition, the decision
maker must try to find out the various alternatiegsilable in order to get the most
satisfactory result of a decision. Identificatidnvarious alternatives not only serves
the purpose of selecting the satisfactory onealaat avoids any bottleneck situation
by using, probabilistic analysis, decision trees] aost/volume/profit analysis. The
Royal Jordanian Airlines utilized and depended mamedecision support system
(DSS) in decisions making and this variable toak filst priority, while the second
priority was for the intelligence marketing as aimaource of information. The
study concludes that there is a significant refetiop between DSS variables and

taking the right decision. With little effect foath base (internal records), the study
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also concluded that there is no significant refegiop between marketing research

and the right decision making.

Al-Omari et al. (2012) found a positive impact afftevare, information networks
and the quality of information on the process ofnagerial decision-making
Another finding was a lack of high response from personnel who do not receive
periodic training in order to develop their abégi The software used does not cover
all activities carried out by the company, and tkia¢ information offered by
technology cannot be considered sufficient and dusscover all the company's
departments. Information technology was used hetba as a type of CBIS that is
designed to serve managers in the organizationt@help in the decision-making
process and increasing competitiveness. Their stu@gpecially important for the
tourism sector in Jordan in light of the scar@fyresources particularly at a time
when Jordan faces huge challenges due to poldioalsecurity circumstances that
call for more efficient and effective managementope with theses crises so that
the tourist agencies are compelled to pay moentin to information technology
or CBIS to reach outcomes that are more benefitidécision making to reduce the

disadvantages of the current situation.

To sum up the above literature the following Tabl4 illustrates a holistic view of
types of CBIS along with the various tools (softe)ansed and suggested by the past

studies.
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Table 2.4: CBIS Types and Softwares in the prev&iudies

Types of CBIS Studies of CBIS

General Acronym of CBIS Murray (1985); Nelson & Cheney (1987Nabali (1991); Al-

or Transaction Processing Abdul Gader (1999); Fuller &anning (1994); Vlahos &

System (TPS) Ferrat (1995); Goodwin (1997); Wong & Du (2003); Mahar
(2003); Cha et al. (2004); Vlahos et al. (2004); Laudon &
Laudon (2005); Dhillon (2005); Al-Mahid & Abu-Taieh (2006) ;
Persson et al. (2009); Fogarty & Armstrong (2009); Al-Ahmad
Malkawi et al. (2010); Stair & Reynolds (2010); Al-Zhrani
(2010); Ismail (2011); Turban et al. (2007, 2011); Al-Omari et
al. (2012); Al-Zahrani & Goodwin (2012); Al- Dalabeeh & Al-
Zeaud (2012)

Management Information  Mentzas (1994); Murray (1985); Nelson & Cheney (1987); Eom

System (MIS) et al. (1990); Nabali (1991); Al-Abdul Gader (1999); Goodwin
(1997); Cha et al. (2004); Vlahos et al. (2004); Al-Gahtani
(2003) ; Laudon & Laudon (2005); Dhillon (2005); Al-Gahtani
et al. (2007); Al-Zhrani (2010); Turban et al. (2007, 2011);
Barakat et al. (2011); Ismail (2011)

Accounting Information Al- Dalabeeh & Al- Zeaud (2012)

System (AIS)

Executive Information Mentzas (1994); Fuller & Manning (1994); Cha et al. (2004);

System (EIS) Vlahos et al. (2004); Laudon &Laudon (2005);Dhillon (2005);
Martinsons &Davison (2007); Persson et aj2009); Carlson et
al. (2009);Turban et al. (2007, 2011)

Executive Support Systems Mentzas (1994); Turban et al. (2007, 2011)

(ESS)

Decision Support System  Mentzas (1994); Eom et al. (1990); Goodwin (1997); Cha et al.

(DSS) (2004); Vlahos et al. (2004); Laudon &Laudon (2005);
Martinsons &Davison (2007); Liang (2008); Dlodlo et al.
(2009); Liu et al. (2009); Carlson et al. (2009); Ben-Zvi (2010);
Ismail (2011); Turban et al. (2007, 2011); Ismail (2011)

Group Decision Support  Mentzas (194); Eom et al. (1990); Vlahos et al. (2004);

System (GDSS) Martinsons &Davison (2007); Mentis et al(2009); Carlson et
al. (2009); Turban et al. (2007, 2011)
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Electronic Meeting SystemsMentzas (1994)

(EMS)

Organizational Decision
Support Systems (ODSS)
Expert systems (ES)

Office Information System
(OIS)

Intelligence Organizational
Information System (IOIS)
Knowledge Management
System (KMS)

Software used: LOTUS
123; word processing;
spreadsheet; SAP; ERP;
CRM; Bl ; BSC;
Dashboard; CAD; Excel;
VB-Scripts seawares;
OLAP; BI; CRM; SCADA,;
DEMATEL; GIBIS; CASE

Mentzas (1994)

Mentzas (1994); Fuller & Manning (1994); Goodwin (1997);
Vlahos et al. (2004); Laudon &Laudon (2005); Dlodlo et al.
(2009); Lee et al. (2010); Turban et al. (2007, 2011)

Mentzas (1994); Vlahos et al. (2004); Laudon &Laudon (2005);
Dhillon (2005)

Mentzas (1994)

Huang et al(2008); Carlson et al. (2009)

Nelson & Cheney (1987); Fuller Bfanning (1994); Vlahos &
Ferrat (1995); Chau (1996); Seymour et al. (2007); Dasgupta et
al. (2007); Mentis et al(2009); Persson et al. (2009) ; Persson et
al. (2009); Liu et al. (2009); Carlson et al. (2009); Kim et al.
(2010); Stair & Reynolds (2010); Patel & Zaveri (2010); Lee et
al. (2010); Turban et al. (2007, 2011)

Barakat et al., (2011) argued that the rapid adsauents in information technology

and the global economic crisis have affected th& Mb market. Recruiters are no

longer looking for Grade Point Average as a hironigerion and that new skill sets

have been adapted by human resource departmehtsesfiect to hiring new MIS

graduates. Their study highlighted the most imparskills needed for entry level

positions as perceived by MIS students. The top §kills required in the Middle

East job market were: good communication skillgneplayer and cooperative

skills, overall personality and demeanor, lead@rsdkills and being trustworthy.
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These skills are important to work in an organaatithat aspires to use and

implement CBIS.

Al-Mahid and Abu-Taieh (2006) used CBIS interchaaigg with IS and gave
reasons for the failure of information systems evealoping countries such as
Jordan. They cited fifteen possible reasons fos fhilure; it was shortened and
highlighted to: (1) language and cultural barri€By, individual ownership of data,
(3) lack of cooperation, (4) fear or attitudes sing computers, (5) status, (6) lack of
coordination, (7) poor or unavailability of datayda(8) lack of support from higher
management. They also suggested some possibleosslas: (1) educating the users
and IT personnel in how to use computers in a goayg, (2) communication in
different levels in private and governmental sext@8) provide PC's to be available
to all users, (4) connectivity to the Internet, (Bjomote accepting and using IT as

one area for development.

Al- Dalabeeh and Al- Zeaud (2012) identified theuatteristics and the availability
of properties, technical and organizational requeets for the accounting
information systems necessary to meet the requitesned modern management of
pharmaceutical companies in Jordan. The study rewded the need for
conviction of directors of companies to developuadet for the re-design of their
(IT) systems and work to develop most systems encbmpanies to be able to re-
design, whenever there is a need, in addition ¢toease investment in automated
systems because of their role in obtaining the sssry information fast and
accurate. Their study exposed to the problem ofso@zg the costs of public
shareholding industrial companies in Jordan, thihowgcounting information
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systems. The results of their study aimed at ingashg the effect of the accounting
information systems in Jordan indicate that: Ther@ positive impact of accounting
information systems with respect to measurementosts of business operations
such as cost of materials used, ordering and rerogl production costs for
individual centers in the Jordanian companies. Tdue®unting information systems
give highly useful input to decision makers who ediectively plan for company’s

profits.

In light of the previous discussion, the study ¢des the components of CBIS from
different points of view with emphasis on the intdgn of all to be presented as:
hardware, software, people, data storage, modekedures, and user interface
which was ignored by majority of previous studi€h4 et al., 2004). Besides, they
consider how CBIS helps in decision making or sa@vroblems by using CBIS in
the decision making process in organizations, wewblved from TPS, MIS, DSS,
GDSS, ES, ERP and SCADA. The aforementioned liteeatelated to the CBIS is
closely linked with the present study, which focusa the acceptance of the CBIS
to support decision making process. In this redaedature review has helped a
great deal in identifying not only the various tgpe CBIS but also compared those
types based on their contribution to support denisnaking in organizations. In
short, the three levels which must be ensuredHeruse of CBIS include: (1) The
availability of technology, (2) The acceptancedoipn by users and managers of
different levels, and (3) The use of the suitaldehhology itself in the decision
making process in organizations. The subsequerttoseentails the review of

literature with respect to various technology ataepe models and theories.
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2.5 The Individual Behavioral Acceptance Technology Modls

The behavior acceptance technology models are miszben the following sub-
sections. It would be first important to look irttee idea from the basic concept of
the acceptance model (see Figure 2.1). This modelpdses three constructs
namely: (1) individual reactions to using infornaetitechnology, (2) intentions to

use information technology, and (3) the actualafsaformation technology.

e e e e e R A

h 4
Individual Reactions to Intention to Use Actual Use of
Using Information Information Information
Technology Technology Technology

Figure 2.2 Main concept of user acceptance
Source: Venkatesh et al. (2003)

2.5.1Technology Acceptance Theory (TAM)
Technology acceptance model (TAM) is the most fasnoodel used to predict and
explain the behavioral intention of users for adwptTAM was introduced by Davis

in his PhD dissertation (Davis et al., 1989; Venkatesh et al., 2003; Lee et al., 2010).

TAM was created to study the usage and behavior@niion based on the
theoretical foundation of psychological model ot ttheory of reasoned action
(TRA). TAM was developed for the information systdi®) field, referring to

Venkatesh et al. (2003) and the aim of this moded v predict the acceptance and
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use of information technology (IT) of a job. It svaised in different sets of
technologies and users. The basic constructs fofl &fe: Perceived usefulness, and
perceived the ease of use (Venkatesh et al., 200i@).perceived usefulness is the
extent which the user believes that utilizing fdre tsystem will enhance the

performance (Davis, 1989).

On the other hand, Davis refers to the perceiesg ®f use as the degree where the
user believes that utilizing the system will be heiit effort. Although TAM has
weaknesses as used in many areas and studies €seet lal., 2003), it will be
discussed thoroughly in the coming sections. Th#ofa to be considered in TAM in
order to predict the usage of any system are: RextdJsefulness (U), Perceived
Ease of Use (E), Attitude toward Using (A), and 8abr Intention to use (Bl) see

Figure 2.2.

The two constructs namely the perceived usefulresd,the perceived ease to use
have been used in this study indirectly as effogpeetancy and performance

expectancy in the proposed model.
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Figure 2.2 Technology Acceptance Model (TAM)

Source: Davis et al. (1989)

TAM has strengths and is used by researchers dowidespread applications. An

example is in online consumer behavior by Koufaf®02) who followed

questionnaire instrument to check the proposedré¢tieal model.

On the other

hand, TAM has weaknesses such as few constructsintagy environment

application and non-suitability for mandatory sttaas (Seymour et al., 2007).

In addition, the studies which applied TAM in thiew of Lee et al. (2003) were

shown to have a lot of limitations and drawbacksciwiwill be mentioned later in

Table 2.6. For this there have been recommendationeplace TAM by new

models to suit a certain situation. This will besalissed in the following sub-

sections.
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2.5.2Extended TAM Model (TAM2)

Davis and Venkatesh (2000) made some modificatioiEAM or more precisely,
they extended TAM into a new model known as theekotéd TAM (TAM2). The
two researchers deleted the attitude toward the fuma TAM to give more
explanations about the two major constructs i.ecgyeed usefulness and behavioral

intention (see Figure 2.3).

Experience Voluntariness
SubjectiveNorm \ /
* .
Image Perceived
Usefulness
; Usage
Job Relevance A Intention .
to Use Behavior
Perceived
Output Quality Technology Acceptance Model
Ease of Us
Result
Demonstrability

Figure 2.3 Extended TAM (TAM2)
Source: Venkatesh & Davis (2000)

Furthermore, new determinants were added such lgecsive norm, image, job
relevance, output quality, result demonstrabiliéxperience and voluntariness to
TAM (Venkatesh & Davis, 2000).In this study, thee® constructs: (1) perceived

usefulness, (2) perceived ease of use, and (3eciug norm have been used to
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determine behavioral intention in TAM2. These thceastructs have been reflected
indirectly as: perceived usefulness to performasnqeectancy, ease of use to effort
expectancy, and subjective norm to social influericeM2 was applied by other

researchers for learning space, Web 2.0 (Wu e2@03).

2.5.3Extended TAM Model (TAM3)

Venkatesh and Bala (2008) came up with a new masledn extension to TAM2
known as (TAM3) in 2008. They recommended new trants as computer self-
efficacy, computer anxiety, and perception of exdércontrol, computer playfulness,
perceived enjoyment and objective usability (aswshin Figure 2.4). Venkatesh
and Bala (2008) also moderated the relationshiptHerfollowing three groups of
constructs: perceived ease of use and perceivefdilngss; computer anxiety and
perceived ease of use; and perceived ease of ukdetravioral intention with
experience. In addition, the two researchers sugddbat the determinants of the
usefulness neither have effect on the ease of mistha determinants of the ease of
use affect usefulness. The three constructs: (Goeped usefulness, (2) perceived
ease of use, and (3) subjective norm have been tssatktermine behavioral
intention in TAM3. These three constructs have beeflected indirectly as:
perceived usefulness to performance expectanceg, @éasse to effort expectancy,

and subjective norm to social influence.
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Figure 2.4 Extended TAM2 (TAM3)
Source Venkatesh & Bala (2008)

To sum, and to connect the previous three modelsthvs study:

TAM has two constructs namely: (1) perceived usefgln@3 perceived ease to use,
which were used to determine behavioral intentibthe user. These two constructs
have been used in this study indirectly as effoqpeetancy and performance
expectancy to predict decision maker intention $e aomputer based information

system.
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In TAM2, the three constructs: (1) perceived usefulnéyspérceived ease of use,
and (3) subjective norm have been used to deterimaét@vioral intention. These
three constructs have been reflected indirectly aperceived usefulness to
performance expectancy, ease of use to effort ¢éxpeg, and subjective norm to
social influence. INTAM 3, same constructs have been used to determine ibeddav

intention as used in TAM2.

The following entails the discussion related to soapplications of TAM, TAM2

and TAM3 with reference to CBIS by past studies.

Chau (1996) applied TAM to see factors that infeeeracceptance of Computer
Aided Software Engineering (CASE) system. The figgi indicated that ease of use
has the largest influence on CASE acceptance welloby long-term consequences.
Both transitional support and near-term usefulrdgssiot have a significant direct

effect on the acceptance (one of the tools of GBI&] by IT professionals).

Also, Doll et al. (1998) applied TAM on two univérss to test acceptance of some
tools of CBIS such as: spreadsheets, word proagsaid database. The perceived

usefulness and ease-of-use were good indicat@scefptance of CBIS.

Furthermore, TAM was applied by Mathieson (1991pvalsserted that both models
(TAM and TPB) predict intentions to use spreadsheath is tool of CBIS. He
found that TAM is easier to apply, but providesyogéneral information, whereas,

TPB provides more specific information for develape

TAM2 was applied by Chismar and Wiley-Patton (2002 the context of

physicians’ intention to adopt Internet-based Inealte application. They employed
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TAM2 to examine physicians’ intention toward theoption of Internet-based health
applications. The results of their study suggeat T/ AM2 was partially adequate
and applicable in the professional context of ptigsis. They found that perceived
usefulness of TAM2 had a significant and stronduiice on physicians’ usage
intention. TAM3 was applied by Daniel (211) to studiversity management
through the lens of the TAM3 to gain insights traguld improve both the
acceptance of diversity in the organization and ifgpact on organizational

performance.

2.5.4Theory of Reasoned Action (TRA)

This theory came from the field of social psychglag predict the usage behaviors
for users. TRA has two core constructs: attitudearo behavior and subjective
norm. This model was created by Fishbein and A{A&75). The aim of TRA was
to describe individual's usage behavior betweerniakanfluence, attitude, and
behavioral intention (see Figure 2.5).This theaayg h few (four) constructs only and
the behavioral intention is determined by the it toward behavior and the
subjective norm. Attitude toward behavior can bémed to as the positive or
negative feeling for the individual to make a sfiedehavior ( Fishbein and Ajzen,
1975; Venkatesh et al., 2003). On the other hand, the subjective norm & th
perception of the user that the majority of the gheovho are important to him
believe he/she should or should not perform theatieh in question (Venkatesh et

al., 2003).
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Figure 2.5 The Theory of Reasoned Action
Source Fishbein & Ajzen (1975)

Social influence has been used as one of the diet@nis of user’s intention to use
computer based information system in decision ngakmnprivate organizations in
Jordan. Theory of Reasoned Action construct narsebjective norm was used to

reflect social influence in this study.

Mykytyn Jr. and Harrison (1993) applied TRA to pdesa basis for how it can be
applied to the acceptance of strategic informasgstems by senior management.
The prime purpose was to unveil some of the unogylyeasons for resistance and
reluctance to adopt strategic information systenmey proposed that the potential
use of strategic information systems by senior rgameent can provide competitive
advantage by making optimal use of strategic infdrom relevant to the

organization.

48



2.5.5Motivation Model (MM)

Many researchers of psychology have supportedhibery of Motivation Model. It
was also validated by many researches in the doafdimformation Systems. It has
two core constructs namely extrinsic motivation anttinsic motivation. This
model was created by Davis et al.(1992), who ddfirtee extrinsic motivation as
“the perception that users will want to performaanivity because it is perceived to
be instrumental in achieving valued outcomes thadastinct from the activity itself
such as improved job performance, pay, or promsetigmp.112). On the other hand,
they defined intrinsic motivation as “the perceptibat users will want to perform
an activity for no apparent reinforcement othemtliae process of performing the
activity per se" (p.112). Extrinsic motivation amdrinsic motivation were translated
to the following factors: Perceived usefulness ggmnjoyment items; perceived
ease of use items; perceived output quality iteand; moderated by task importance.
Extrinsic motivation was used in this study indihgcit was used to reflect
performance expectancy determinant of the decisiaker's behavioral intention to

use computer based information system.

Lee and King (1991) applied Motivation Model to @stigate the acceptance of user
participation on system success such as the inttimoiu of a computer-based
information system (CBIS). Their study examined Swmple Individual Computing
Impact Model and the Cognition- or Motivation-Badadividual Computing Model
and found that individual motivation of users igatgic for the acceptance of

system.
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2.5.6 Theory of Planned Behavior (TPB)

Ajzen (1991) put forward the Theory of Planned Batwa (TPB), which was
extended from TRA. The new or added construct lerhe perceived behavior
control which was created by Ajzen (1991) to sdive problem of TRA which fits
the voluntary behavior only. Basically, there aparfcore constructs in this model
i.e. Attitude towards behavior, subjective normyceéred behavior control, and

behavior intention (see Figure 2.6) as given below.

Attitude toward

the behavioi \

Subjective Norm Intention Behavior

A 4

el

Perceived behavioral //v/

control

Figure 2.8 Theory of Planned Behavior (TPB)
Source Ajzen (1991)

TPB extended TRA by adding the perceived behavomtrol as a new construct
which Ajzen (1991) referred to as the ease ordliffy in behavior for user with
reference to the internal or external constrains (Ajzen, 1991; Fishbein & Ajzen,
1975; Venkatesh et al., 2003). Subjective norm is used to reflect socidluefice in
this study as determinant of the user’'s behaviatahtion to use CBIS, while the

perceived behavioral control reflects facilitatingnditions. Facilitating conditions
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construct is used in this study to predict actusd of computer based information

system and not the user's behavioral intention.

Mathieson (1991) studied the use of TPB to pretiit#ntions to use spreadsheet
which is tool of CBIS. His study compared TAM andPH, which found TPB

provides more specific information for developers.

In addition, Harisson et al. (1997) applied TPBaatheoretical background new
reference to adoption of information technologydxecutives of small businesses.
They noticed that adoption of CBIS was quite imaottfor making good business
decisions. Also, Ok and Shon (2006) conductedidysto examine the acceptance
of Internet banking in Korea. They found that TP#&s ithe ability to predict such

acceptance, which is stronger than TRA.

However, like TRA, this model does not consider falctors that influence
behavioral intention in using information technologystem characteristics, for
example, ease of use and usefulness in TAM and attoeptance models are widely
used in information system context. TPB also hasclear definition of the

perception of behavioral control (Ajzen, 1991).

2.5.7 Decomposed Theory of Planned Behavior (DTPB)

The combination of TAM and TPB resulted in a newdeloknown as the
Decomposed Theory of Planned Behavior (DTPB) byldragnd Todd (1995b). To
mention here, the two researchers conducted anatiuely of experienced and
inexperienced potential users of an IT system uamg@ugmented version of TAM,

the findings gave that the augmented TAM can béieghpo understand the behavior
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of both experienced and inexperienced users (segorTand Todd, 1995a).

Returning to Taylor and Todd (1995b), they adddgtioeight constructs to attitude,
subjective norms, and perceived behavioral corguah constructs were: attitude
which was extended to perceived usefulness, easseyfand compatibility. Also,

subjective norms construct was extended to pegreinfe and superior’s influence.
Lastly, the perceived behavioral control was exéehdo self-efficacy, resource
facilitating conditions and technology facilitating conditions (Venkatesh et al. 2003;

Taylor & Todd 1995b), see Figure 2.7.
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Figure 2.7:Decomposed TPB (DTPB)
Source: Taylor & Todd (1995b)
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In DTPB three constructs including subjective ngrperceived behavioral control,
and perceived usefulness have been used to gam ¢bnstructs for proposed model
in the present study. Social influence was gaineomf subjective norms,
performance expectancy from perceived usefulness facilitating condition from

perceived behavioral control.

DTPB was applied by Huang et al., (2011) who prepos theoretical model based
on Decomposed Theory of Planned Behavior (DTPBgxplain and predict users'
intentions to continue using virtual currency. Theglidated their hypothesized
model empirically by using a sample collected frd@l experienced users. The
results of their study demonstrated that use imenaf virtual currency is strongly

associated with factors such as: attitude, suljeatorms, and perceived behavior
control. The effect of decomposed factors such @sopayment was found to have
the most influential effect on attitude; close fids influence was a major
determinant of subjective norms; and internet stltacy was a major determinant

of perceived behavior control.

2.5.8Model of PC Utilization (MPCU)

This model sprang from the Triands theory of hurbhahavior in 1977 to compete
with the two other models i.e. TRA and TPB, and MP@as created by Thompson
et al. (1991). This model has six constructs: jbb-Eomplexity, long-term
consequences affect towards use, social factoid, farilitating conditions, (see
Figure 2.8) (Thompson et al 1991; Venkatesh et al. 2003). One example of the

constructs i.e. "job-fit" Thompson et al. (1991,1R9) was defined as "the extent to
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which an individual believes that using a @n enhance the performance of

his or her job".

Complexity of Job Fit Long-Term

PC Use With PC Use Consequences
Of PC Use

Affect Toward
PC Use

Social factors

Influencing
PC Use Utilization
Of PC's
Facilitating
Conditions
To PC Use

Figure 2.8:Model of Pc Utilization (MPCU)
Source Thompson et al. (1991)

From this model MPCU, four constructs have beenvddrto reflect factors to

predict decision maker's intention to use comphbéered information system in this
study i.e. job fit was used to reflect performams@ectancy, complexity to reflect
effort expectancy, social factor to reflect soddluence, and facilitating conditions

to reflect facilitating conditions.
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MPCU has been applied by Igbaria (1992) to studg thacceptance of
microcomputers and personal computers. His studg we@ducted among 519
managers. Furthermore, behavioral intention fast@s found to be the determinant

of user acceptance of microcomputer technology.

2.5.9Innovation Diffusion Theory (IDT)

The Innovation Diffusion Theory (IDT) dates backstciology in 1960s. Known to
Rogers, it has been included in many innovatiodistiof many different fields and
finally it was included in the Information Systet$). Moore and Benbasat (1991)
stated that their work of IDT was based on Rogetsk. The core constructs for
IDT theory are: Relative Advantage, Ease of Useadey Visibility, Compatibility,

Result Demonstrability, and Voluntariness of Userfkatesh et al., 2003).

There are five characteristics for innovation suah: Relative advantage,
compatibility, complexity, observability, and trddility. In addition, these

characteristics determine users innovation: Redatidvantage as “ the degree to
which an innovation is perceived as being bettantits precursor”; compatibility as
“ the degree to which an innovation is perceiveth@sag consistent with the existing
values, needs, and past experiences of potent@ters”’; complexity as “the
degree to which an innovation is perceived as bdifiigult to use”; observability as
“ the degree to which results of an innovation ateservable to others”; and

trialability as “the degree to which results of mmovation may be experimented

with before adoption” Moore and Benbasat (19919%).
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From IDT, four constructs have been used in thisly\st Performance expectancy is
used to reflect relative advantage, effort expentato reflect complexity, social

influence to reflect image, and facilitating comalit to reflect compatibility.

IDT was applied by many studies as follows: Rajajd@002) applied IDT in the
perspective of implementation of enterprise reseymanning (ERP) systems in the
organizations to study the process of diffusion @cdeptance ERP in order to
integrate various operations of organization. ARGai (2003) applied IDT to
investigate the adoption and acceptance of CBISfoded that perceived attributes
of computer technology influence its rate of adoptiby knowledge workers
working at different managerial levels across puland private organizations in
Saudi Arabia. Ellahi and Manarvi (2010) proposetesearch framework in their
study based on combination of few constructs adg@liechnology acceptance models
comprising of IDT, MPCU and TAM. Their aim wasdetermine the attitudes and
perceptions of the Pakistani police officers towgate adoption of Information
technology. They concluded that the technologiesardy improve the productivity

of organizations if they are diffused, accepted atilczed thoroughly.

2.5.10Social Cognitive Theory (SCT)

The Social Cognitive Theory related to the humahab@r was suggested by
Bandura who established a model based on persaroement, and behavior

constructs (Compeau & Higgins, 1995). The latteo t@searchers extended the
Social Cognitive Theory (SCT) to computer utilipati and proposed a model
renamed as computer self- efficacy (refer to Figu8) Similarly, Venkatesh et al.
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(2003) argued that the core constructs for theneldd SCT model are: outcome

expectations performance, outcome expectationopaksself-efficacy, affect, and

anxiety.

Encouragement Affect

by Others

. Computer
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Anxiety
Others’ Use
1 \J

Outcome Usade
Support Expectations g

Figure 2.9 Computer Self- Efficacy Extended for SCT.
Source: Compeau & Higgins (1995)

In SCT the construct (Performance expectancy) teen lderived from outcome
expectation performance in order to examine detisitaker's intention to use

computer based information system.

Huang et al. (2008) applied SCT to investigate fdwtors influencing Knowledge
Management Systems (KMS) usage from the perspsctiok information

technology, organizational task, and personal d¢ams. They found the application
of SCT as a relevant and significant backgroundafoption of KMS which can

benefit organization through accumulation and manant of valuable knowledge.
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2.5.11Unified Theory of Acceptance and Use of Technology TAUT)

Venkatesh et al. (2003) conducted a meta-anafgsieight known technology
acceptance model constructs with the aim to exglenuser behavior in accepting
and using information technology and came out vathunified comprehensive
model. This model has come to be known later adJthified Theory of Acceptance
and Use of Technology (UTAUT), which has four indegent key constructs i.e.
Performance expectancy (PE), effort expectancy ,(EBgial influence (SlI), and
facilitating conditions (FC). In addition, two depkent constructs i.e. The behavior
intention (BI) and actual behavior use (BU), induather four moderators: gender,

age, experience, and the voluntariness of useassim Figure 2.10
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Figure 2.10: UTAUT
Source:Venkatesh et al. (2003)
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UTAUT as explained by Venkatesh et al. (2003) d=fiPE as “the degree to which
an individual believes that using the system wallphhim or her to attain gains in job
performance” (p. 447). EE is, considered as “thgrele of ease associated with the
use of the system” (p. 450). SI means “the degveghich an individual perceives
that important others believe he or she should theenew system” (p. 451). In
addition, FC implies “the degree to which an indual believes that an
organizational and technical infrastructure extstsupport use of the system” (p.

453) (Venkatesh et al., 2003).

In the beginning, a conceptual UTAUT was startedhwi independent factors
namely: Performance expectancy; attitude towardngustechnology; effort
expectancy; self-efficacy; social influence; anygieand facilitating conditions.
Based on the findings of UTAUT, they were reduced4t factors: Performance
expectancy; effort expectancy; social influenceg &acilitating conditions, which

are known in the common UTAUT.

In addition, the performance expectancy roots weeeceived usefulnesBom
(TAM; TAM2 and DTPB) models; extrinsic motivation from (MM) model; job-fit
from MPCU,; relative advantage from IDT; and outcoexpectations from (SCT)
model. While effort expectancyas adapted from perceived ease of use from TAM,
and TAM2; complexity from MPCU; and ease of use from IDT. In addition, social
influenceroots were: Subjective norm in from TRA; TAM2; TPB and DTPB; social
factors from MPCU; and image from IDT. As for thecilitating condition roots,
they came from perceived behavioral control in TRBd DTPB; facilitating
conditionsin MPCU, and compatibility in the IDT.
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The four moderators: gender, age, experience anddhuntariness of use are not
determining factors but are mediation factors whight have impact on the
independent key constructs of use behavior, whiab the main difference from the

other models

Based on Venkatesh et al. (2003) the existencenfofrmation technology and
computers has extended a vast which sometimes egab% of the capital
investment of today's organizations, So for improgat users in organizations must
accept and use information technology. In additibey explained that as much as
70% of the variance in intention is the practicadil for user acceptance and usage

decisions explanation in organizations.

2.6 Discussion of Models/Theories and their Factors

All models/theories came from a background base@sychology or sociology i.e.
TRA, TAM, and TAM2. The variance behavior intentioncomparing TRA with
TAM was 32% and 26% respectively in a study for $@lents for word processing
(Davis et al., 1989). While another study of vacerfor the three models TAM,
TRA, and DTPB was for TAM 52%, for TPB 57%, and OiTPB 60% for 786
students in measuring the behavior intention to theecomputing resource center

(Taylor and Todd, 1995b).

Motivation Model was applied by Davis et al. (199@)understand the adoption for
new technology, from a psychological perspectivejilev the IDT adopted

characteristics of innovation to study the indiattechnology acceptance. Also,
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SCT which is related to social human behavior fettended to computer utilization

as MPCU theory the root from human behavior extdrileThompson et al. (1991).

On the other hand, UTAUT was developed from previmentioned eight models as
a unified view technology model to explain the gtaace and use for individuals to
new technology, the UTAUT has more than 70% of araze for the behavior

intention which gives it advantage over the othedels (Venkatesh et al., 2003).

Previous studies have not used moderating varialesme models i.e. TAM, TRA,
TPB which made the researcher to look for wayscteral these models to new ones
as TAM2, TAM3, and UTAUT. One example of these matlers factors i.e.
Voluntariness was included in the latest three maetl models to make them even
more interesting to researchers to work within tm@ndatory and voluntary

environments.

It can be seen from the above, that the behavicegance technology models have
many factors, the core constructs for each modekammarized since they are the
most important independent factors for the behawitantion to use or directly for

the actual use so good to categorize all on orle,tabe Table 2.5.

TRA, TAM, and TPB models have a few numbers ofdestvhich make them easy
to apply in researches but at the same time dguibthe needs for many researches
and force them to extend these mentioned modeiswomodels as TAM2, TAM3,

and UTAUT.
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UTAUT added moderators to be a unified view of pinevious models; in addition,
it came as an extended model to be a solutiorhtack of factors as an integration

model and to suite all the situations in mandatwryoluntary environments.

Table 2.5Factors (Core Constructs) for Technology Acceptavicelels/ Theories

Model Factors (Cotenstructs)
TAM Perceived Usefulness, Perceived Ease of Uddudé toward Behavior
Using Intention
to Use
TAM2 Perceived Usefulness, Perceived Ease of Use, Givigj®Norm, Behavior
Image, Job Relevance, Output quality, Result detrainifity. Intention
Moderator: Experience and Voluntariness
TAM3 Perceived Usefulness, Perceived Ease of Use, Sijé&torm, Behavior
Image, Job Relevance, Output quality, Result destnahility. Intention
Computer self-efficacy, Computer Anxiety, Percempsiof
External Control, Computer Playfulness, Perceivejb{ment,
Objective Usability.
Moderator: Experience and Voluntariness.
TRA Attitude, Subjective Norm Behavior
Intention
MM Extrinsic motivation and intrinsic motivationanslated as: Behavior
Perceived Usefulness, Enjoyment, Perceived Eais@f Intention
Perceived Output Quality.
Moderator: Task Importance
TPB Attitude, Subjective Norms, Perceived Behaali@ontrol. Behavior
Intention
DTPB Attitude, Subjective Norms, Perceived Behaali@ontrol, Behavior
Perceived Usefulness, Ease of Use, compatibilger P Intention

Influence, Superior’s Influence, Self-Efficacy, Rasce
Facilitating Conditions and Technology Facilitgti§onditions
MPCU  Job-Fit, Complexity, Long-Term Consequencdfed Toward ~  ------—----

Use, Social factors, and Facilitating Conditions.
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IDT Relative Advantage, Ease of Use, Image, Vidgipil  ——emmemmeee
Compatibility, Result Demonstrability, and Voluriteess of use

SCT Outcome Expectations Performance, Outcome Exji@s @ — ----—--—-----
Personal, Self-Efficacy, Affect, and Anxiety.

UTAUT  Performance Expectancy, Effort Expectancy, Soaifiliénce, Behavior

Facilitating Conditions. Intention

Moderators: Gender, Age, Experience and Voluntasne

Source Adapted from (Davis & Venkatesh, 2000; Venkatesh & Bala, 2008; &
Venkatesh et al., 2003)

2.7 Other Studies and the UTAUT

Many studies applied UTAUT to variety areas of eesh, few of which are
mentioned:

In a study carried out in wireless LAN technologipption, Anderson and Schwager
(2004) considered UTAUT as one of the importantreesi that can help to give a
good picture about the acceptance of technologyoti#er study by Wang and Shih
(2009) in the E-government services (informatiorogkis) in Taiwan validated
UTAUT which the two researchers examined by appjyiime Structural Equation

Model (SEM) technique.

Li and Kishore (2006) validated the instrument GFAWT in the online community
weblog systems in multiple subgroups to investiglgedifferences based on gender
and other factors. The two mentioned researchectaced that more and more
researchers will use UTAUT in future since it isuseful tool for predicting IT

acceptance and usage and for being a very strahgampetitive model to use.
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Halawi and McCarthy (2006) discussed the developroéthe information system
researches by means of identifying the relevarthé&ries in eight fundamentals as
follows: (1) Adaptive Structuration theory (AST) é&xplain technological changes
that affect the design over time, (2) Delone andeslic’'s model which reviewed
about 180 research studies and came with six fuadtais for IS success: system
quality, information quality, use, user satisfagtioindividual impact, and
organizational impact, (3) Diffusion theory whichasv developed to frame
technologies,(4) The knowledge- based view of tha.fResearchers added that
knowledge based resources are usually difficuitrtibate and are socially complex,
(5) Task Technology Fit (TTF) which is an extensimn two models (TRA &
TAM),(6) The Technology acceptance model (TAM whibavis recommends for
extending TAM in other external variables as TAMZ) Stages theory which
suggest initiation, cotagation, control and intéigrafor any organization, and (8)
The Unified Theory of Acceptance and Use of Tecbgpl(UTAUT) Halawi and
McCarthy stated that this model offers a helpfulamse for managers as decision
makers to measure the chance of success of newadlegy initiations and assists
them in recognizing the diverse acceptance for ttepropose interventions aimed
as/at groups of users that could be less pronentraze and utilize contemporary

systems (Halawi & McCarthy, 2006).

Wang and Yang (2005) adapted UTAUT in their stubdpw online stocks. They
combined personality traits with UTAUT since thiodel includes eight different
models to get an integrated view of user acceptahee et al. (2010) in their study

(Expert Systems with application) announced sonwa gwoiteria: Firstly, the original
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TAM was presented in the doctoral dissertation a/i® (1986) (ke et al., 2010);
Secondly, the reasons of unsuitability or weakmddsaditional and amended TAM
and need to extend the model in brief are the \iotlg points: the subjects
understand the information technology and have deteq experience of use; most
of the external variables are independent so diffscult to determine the casual
relationship; and it focuses on the public techgglsystem, but some technology
systems are complicated. Thirdly, regarding the igogb two studies of Venkatesh
et al. (2003) for six different organizations R2reve69% and 70% respectively
which is an additional strong point to this modghe purpose of the UTAUT is to
introduce the managers to new technology assesdomat and provide them with
an understanding of the acceptance and use. UTAtddigts and explains the
behavior of users accepting technology, and allthesn to accept new technology
through a complete plan. Lastly, it uses softwaked DEMATEL as a tool of the
expert systems which is one type of the CBIS systensupport the operating

decision makers with the required information togass their decisions.

Dasgupta et al. (2007) used the Unified Theory Ataece and Use of Technology
(UTAUT) in an empirical study to identify and teébe core determinants of the user
intention to use the CASE tools. In their journi&trbture review presented those
technologies as a necessity in the organizatiodscapital investments that must be
accepted and used. In brief, they begin from oalginAM, TAM, the extended

TAM2, TPB Ajzen (1991), until they reach the UTAUThe research established
that UTAUT is a useful tool for managers as deasizakers in their organizations.

They used correlations and regression analysideir analysis even though the
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limitation of this study was that data collectiorasvlimited to students and not

organizations.

Lee et al. (2003) argued in their study for TAMtbry in 101 articles which were
published by leading- IS (journals and conferentba) TAM was introduced in
1986 and evolved many times until June 2003, tleficned that TAM evolved
and they investigated this progress in four perigdsthe last eighteen years:

introduction, validation, extension, and elabonat{bee et al., 2003) see Figure 2.

11.
Vankatesh & Davis  Venkatesh et al.
(2000) (2003)
Straub Gafen at al.
(1994} (2003)
Adams at al. Davis & Venkatesh
(1992) (1996)
Modal Validation
Davis Taylor and Todd
(1986) (1995)
Madal Intraduction

1086 1990 1995 2000 2003

Figure 2.11:Evolution of TAM
Source: Lee et al. (2003)
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In addition, Lee et al. (2003) declared that desfhie frequent use of TAM by other

researchers, there are some limitations such abrepelited usage, single

Information System, mandatory situations as casdes in Table 2.6.

Table 2.6Drawbacks of TAM Studies

o # of _ Examples
Limitations Explanation
Papers
, Venkatesh and
Self-Reported Usage 36 Did not measure actual usage _
Davis (2000)
_ Use only a single information system
Single IS 18 Venkatesh (1999)
for the research
Student Sample( or , _
_ _ Inappropriate to reflect the real workinghgarwal and
University 15 )
_ environment Karahanna (2000)
Environment)
Single Subiject (or 13 Only one organization, one departmengarahanna and
Restricted Subjects) MBA students Straub (1999)
One Time Cross 13 Mainly performed based on cross- Karahanna et
Sectional Study sectional study al.(1999)
Low validity of newly developed Agarwal and
Measurement Problems 12 _ )
measure, use single item scales Prasad (1998)
_ Did not granulize the tasks, and test
Single Task 9 , _
them with the target IS Mathieson (1991)
_ Did not adequately explain the _
Low Variance Scores 6 , Igbaria et al. (1997)
causation of the model
Did not classify mandatory and
o o Jackson et al.
Mandatory Situations 3 voluntary situation, or assume (1997)
voluntary situation
Small sample size, short exposure time
_ _ Gefen and Straub
Others 15 to the new IS, few considerations of

cultural differences, self-selection bias

(1997)

Source Lee et al. (2003)
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2.7.1 Comparison between UTAUT and other Models

The five points of how UTAUT is different from TAMNd other models are hereby

presented below:

1.

Technology studied: Simple technologies i.e wordcpssor was applied by
Mathieson (1991) who employed TAM in his study. dantrary, individual-
oriented information technology i.e. online meetmgnager that could be used
for web enabled video; database applications asivesh and Portfolio analyzer,
were used by Venkatesh and his fellow researcherthe UTAUT model.
(Venkatesh et al. 2003).

Participants: In a comparison made by Venkateshl.ebn four models, they
found that only one model used organizational d#tde the other three used
academic or students' data. On the other handJT#JT used organizational
data from industrial companies representing Entertant, Telecom services,
Banking, and public administration (Venkatesh ef@D3).

Timing of measurement: All the eight models meaduaifier the participants
accepted or rejected the technology but the UTAUSasared it from the very
beginning - before accepting or rejecting the tedtbgy and continued for
different levels of experience( before, while afteérd (Venkatesh et al. 2003).
Nature of measurement. This is close to the previpaint, except for the
experience which is examined in the previous medaets sections between the
subjects. On the other hand, in the UTAUT, expegers examined through
various stages (Venkatesh et al. 2003).

Voluntarily Vs mandatory context: Except for the ARthe rest of the other

models did not go through the voluntary tests (\&tegh et al. 2003).
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Table 2.7The Differences between UTAUT and the other Models

ISSUE UTAUT Other Models
Technology studied individual-oriented informatiosimple technologies
technology
Participants organizational employees data Out wiodlels, 3 of them used

Timing of

measurement

Nature of
measurement
Voluntarily Vs

mandatory context

academic data (students) and
only one used data of employees
in organizations

UTAUT measures it from the initialeight models measure after the

introduction (beginning) andusers accept or reject the

continues it for different levels oftechnology

experience (before, while, after)

Here, experiences are examineekperience examined  cross

through different stages. sections between the subjects

Voluntarily is available here Old models did nai through
the voluntarily tests (except for
TRA and TAM2). Note that
TAM2 is not among the eight

models

Source: Adapted from Venkatesh et al. (2003)

As discussed above, UTAUT appears to be more addarand appropriate

considering the

objectives and scope of the stubye technology used by

organizations varies from simple such as word gjste@et to specific and highly

sophisticated and advanced systems such as balanoeetard. All of the private

organizations surveyed were assumed to be eithantasy or mandatory users of

CBIS. As participants of this study were are decismakers who need to make

important decisions in an efficient and effectivearmer keeping in view the

available resources, UTAUT was considered as thest nsoitable theory of
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acceptance to be taken in this study. Significasfdd TAUT is further discussed in

the subsequent section.

2.7.2lmportance of UTAUT

Oshlyansky et al. (2007) found that any tool or hodt for human-computer
interaction (HCI) needs to be validated in diffdrenltures to ensure that it works
with all types of users. UTAUT was validated in eicountries with different
cultures, namely: Czech Republic, Greece, Indialaitaa, New Zealand, Saudi

Arabia, South Africa, United Kingdom, and Unitectes.

Seymour et al. (2007) made a comparison between Takid UTAUT in the

enterprise resource planning (ERP) systems. Thraugh of implementing these
systems in businesses, the major problem in usilg s that the model assumes
that users in the Information Systems (IS) haveestawel of choice with regard to
the extent of technology used. It is declared @ shme paper that TAM cannot fit
the ERP system since implementing the system inothanization is mandatory.

Hence, the theory proposed by Venkatesh et al.3j2@8s adapted.

In a study about internet banking, Abu-Shanab azat$en (2009) adapted UTAUT
with the 7-likert scale for Jordanian banks. THeidings indicated that facilitating
conditions did not support the actual use of irgerbanking. An important
contribution of their study was the establishmena avell-tested Arabic instrument

in the field of technology acceptance.

Brown et al. (2010) integrated UTAUT in the colladiion technology area in a

proposed model, the model combined theories froltalmaration research with a
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recent theory from technology adoption researah WTAUT);in order to explain

the adoption and use of collaboration technologlgeyT hold that collaboration

technology characteristics, individual and grouprelteristics, task characteristics,
and situational characteristics are predictors effggmance expectancy, effort
expectancy, social influence, and facilitating daonds in UTAUT. Overall,

UTAUT proved effective in predicting intention toser The three groups of
collaboration technology specific antecedents teldgy, task, and individual/ group
characteristics were significant antecedents inituieg performance and effort
expectancy. Performance expectancy, moderated hgegeand age, and effort
expectancy, moderated by gender, age, and experikad significant effects on the
intention to use. The consistency of findings asrdhese two studies and
technologies contributes to the cumulative traditand ongoing assessment of
UTAUT. Lastly, the work is limited to Finland whidmas sophisticated technology

and this may affect the findings to be generalized.

Venkatesh et al. (2007) discussed the individualleechnology adoption as one of
the most mature streams of information systems r@S¢arch. They compared the
progress in the area of technology adoption with tdely-researched streams in
psychology and organizational behavior: theory ddnped behavior and job
satisfaction. They concluded that there has beeellext progress in technology
adoption research and found UTAUT being very supyporfor the predictive

validity in IS use contexts.

Venkatesh and Zhang (2010) sought to enrich ureteistg of research on
technology adoption by examining a potential boupdandition, related to culture,
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with the unified theory of acceptance and use dfinelogy (UTAUT). Based on the
cultural differences between the U.S. and Chinay tonducted an empirical study
in a single organization that operated both inWh®. and China and collected data
from a total of over 300 employees in one busingstsin each of the two countries.
Partial least squares (PLS) was used for analyBie study confirmed the
hypotheses that social influence (differences) W@l more uniformly important
across all employees, without contingencies reltadegender, age and voluntariness
that were found to be the case in the U.S. As ttimorized, other UTAUT
hypotheses held both in the U.S. and China anitha@lfactors were supported again.
This work contributes by examining culture as arstary condition and identifies
the bounds of generalizability of UTAUT. In comipgy the variances in the origin
UTAUT was about 70% In U.S. and only 64% in china the behavior intention.
with some changing with moderators relations withAUT (The revised UTAUT)
explained 68%, this indicates the role of natiandfure of UTAUT theory. The two
scholars gave it as with the importance of cultiarde noticed in IS research in
responding to other calls for importance of cultur¢he context of IS theories, and

demonstrated the limit to the generalizability dfey IS theory.

Venkatesh et al. (2012) extended the unified theafryacceptance and use of
technology (UTAUT) to study acceptance and useeghriology in a consumer
context. The new proposed model was named UTAUTRiclw added three
constructs into UTAUT: (1) hedonic motivation, (@jce value, and (3) habit. With
the three following moderators: age, gender, angeeence. Which were

hypothesized to moderate the effects of these martston behavioral intention and
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technology use. Based on the findings from a tvagestonline survey, with
technology use data collected of 1,512 mobile fregerconsumers supported the
proposed model (UTAUT2). Compared to UTAUT, theemsions proposed in
UTAUT2 produced a substantial improvement in theiaree explained in
behavioral intention and technology use. The pde&st squares (PLS) was used to
test the proposed model, the internal consisteetighilities (ICRs) was .75 or
greater, suggesting that the scales were relialile. average variance extracted
(AVE) was greater than .70 in all cases and gre#ten the square of the
correlations, thus suggesting discriminant validyerall, the study confirmed the
important roles of hedonic motivation, price valugnd habit in influencing
technology use and in UTAUT2, which is tailored ttee context of consumer

acceptance and use of technology.

2.8 Adoption and Acceptance of Computer Based Informatin System (CBIS)

IS research has given particular attention to itwportant issues that include the
intentions of users to adopt information systen) @&d the rate of spread and use of
technology within and across organizations (Taglod Todd, 1995a) and since this
study investigates the CBIS acceptance, it thorlpugkviewed the literature
regarding adoption and acceptance of CBIS fromAtted countries and Jordanian

Perspective.

2.8.1Adoption and Acceptance of CBIS in the Arab MiddleEast Countries

In a study by Nabali (1991) the application and mibm of Computer-Based
Information Systems (CBIS) was investigated in ¢batext of hospital information
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system in the Arab Gulf states. She pointed outttiteadoption of CBIS is viewed
as a special case of innovation adoption. An adaps the acceptance and actual
use of a practice common elsewhere, while an innmvas the application of a
technology in a new way of use as was noticed enhtbspital information system in
the Arab Gulf countries. The findings revealed thaspitals owned by Ministries of
Health are lower adopters of CBIS; managers of deamts that use CBIS have
more favorable attitudes towards user involvemedepartments in smaller hospitals
are more likely to use CBIS; and managers of uspadments tend to be older. In
her study personal factors included: age, educaticcupation, and other personality
characteristics, while Organizational factors ided: centralization, formalization,
functional differentiation, and complexity. Finds@lso indicate that users of CBIS
have had more exposure to computers (including ctempelated education) than
non-users; non-MOH departments use CBIS signifiganbre than MOH hospital
departments; departments in smaller hospitals aoee nikely to have CBIS;
managers of departments that have CBIS are maely lik be older than managers

of nonuser departments.

Al-Abdul Gader (1999) mentioned that CBIS can sabsally contribute in the
national development. The role of CBIS was quitenaportant factor for the policy
makers in socioeconomic development of Arab Guiintnes (AGC). In addition,
from an administrative viewpoint CBIS can provetinmental in developing and
managing innovations in various activities perfodmeithin the organizations. A
call also stressed on the need for developmenh efistrument to assess perception

of adoption of CBIS because the transfer of CBISA@C could not be achieved
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effectively unless it was managed, operated, amd wath indigenous techniques
and models. Furthermore, a comparison was made gawvemous issues related to
diffusion of CBIS in AGC and developed countries tire basis of strategy,
structure, systems, staff and skills. Strategi¢atiywas found that AGC focus on
acquisition of technology, whereas developed coemtsee it as an opportunity to
develop and advance the required technology. Siraitt, in AGC there is no
formal structure to manage CBIS, whereas in dewslapuntries there are highly
formalized structures to develop and manage CBI8ake of systems, AGC largely
focus only on a generic MIS whereas the developmthities have strategically
advanced CBIS systems aligned with their businegsirements. In case of staff, in
AGC, organizations encounter the shortage of insedwained personnel to manage
CBIS, thus they rely on external contractors, whsren developed countries,
organizations are self-sufficient as far as avditgbof competent personnel is
concerned, they have well developed departmentsattage CBIS lead by a CBIS
director. Finally, in terms of skills, in AGC thedus is still there on technical skills,
where as in developed countries organizations e beyond the technical
expertise and focusing on marketing of CBIS tgiential users in a wide range of
functional areas. Based on aforementioned gap keetwd&GC and developed
countries in terms of the issues as highlightedvepdie emphasized on the
importance of developing a plan to cope with the&Biffusion barriers in AGC.
He identified eight major CBIS diffusion barriers fallows:

CBIS planning, human resource, management, topagement involvement,
organizational structural issues, financial resesycsupport services, technical

issues, and users’ negative attitude.
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Al-Gahtani (2003) used the acronym of the computeic information technologies
within the scope of CBIS. An investigation was damehow perceived attributes of
computer technology influence its rate of adoptioh knowledge workers’
perceptions, of different managerial levels acqmdslic and private organizations in
Saudi Arabia. The literature suggested that Rodes’characteristics of innovation
namely, relative advantage, compatibility, comgigxirialability, and observability
are catalytic for ensuring higher rates of diffusiand adoption of innovation.
Moreover, encouraging the use computer-based irdfoom systems can lead to
significant productivity gains, cost reduction, aomimpetitive advantage; yet their
introduction has met with resistance in many orgations. This resistance is evident
from infrequent use of computers which limits thpportunity for sustainable
development. Furthermore, he argued that user tuep tests performed early in
design are sufficiently predictive of future useceptance, and could reduce the risk
of user rejection by enabling designers to betineen, prioritize and refine

application ideas.

AL-Gahtani et al. (2007) extended UTAUT on knowledgorkers using desktop
computer applications on a voluntary basis in Sardbia, examined the relative
power of a modified version of UTAUT in determinifigtention to use’ and ‘usage
behavior'. It was found that the model explainedl38 of intention to use variance,
and 42.1% of usage variance. Moreover, Performaxgectancy has a positive
effect on intention as suggested by Venkatesh ¢2@03). Furthermore, their results
revealed that Effort Expectancy did not have atp@simpact on intention in the

presence of moderating variables. In addition, aswound that the facilitating
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conditions factor did not have a significant impaat the actual use of computer
applications; and results also indicated that Suime Norm positively influences
intention among Saudi users but this impact is ceduwith increasing age and

experience.

Al-Zhrani (2010) studied the adoption and significa of management information
system (MIS) in the decision making process dudnges using a sample data from
administrative officers in the Directorate GenexBorder Guard (DGBG) in Saudi
Arabia. He further examined the limitations suctpaser planning, coordination and
control activities, lack of uniform standards, amganizational issues such as clear
organizational structure hamper the use of MIS uhsproblematic situations.
Al- Zahrani’s results show that MIS was satisfatyoused indecision-making
during crises and he recommended that it shouldudged more intensively in
decision making and that the MIS units should bentamed to ensure a free flow of

information and adequate use of MIS in decisionimgk

Al-Zahrani and Goodwin (2012) studied E-Governmemirograms and services
adoption and acceptance in Saudi Arabia. Baseti@tTAUT, they integrated the
unique features of E-Government to comprehend wstaleding of usage of e-
Government in Saudi Arabia. Furthermore, they aer&d inclusion of trust,
privacy and cultural context of Saudi Arabia. ludsting citizen adoption of E-
Government services in Saudi Arabia, they modifiBDAUT that integrated the
factors of E-Government. They recommended thatt tassl privacy should be
included in the proposed model. The “experienced dmoluntariness” from

UTAUT's moderating factors were proposed as beingluded in "citizen’s
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demographics" while “Saudi culture” have been adtiedhe list of moderating

factors.

2.8.2Adoption and Acceptance of CBIS in Jordan

Ismail (2011) conducted an empirical study aboutkeisng information system
(MKIS) decision making on Royal Jordanian Airling&JA). The study categorized
MKIS in 4 components: internal records (data basesarketing intelligence,
marketing research, and analyzing marketing inféionadecision support system),
and this component DSS which is one type of CBI8.cbhncluded that the ultimate
purpose of MKIS is to facilitate mangers’ missianmake decision at all levels of
operations based upon the information flow. Infaiiorais the essential ingredient
of management and decision making for both extemmal internal factors. In
addition, the decision maker must try to find che various alternatives available in
order to get the most satisfactory result of a sleni Identification of various
alternatives not only serves the purpose of selgdine satisfactory one, but also
avoids any bottleneck situation by using, probabdianalysis, decision trees, and
cost/volume/profit analysis. The Royal Jordanianlidés utilized and depended
more on decision support system (DSS) in decisinaking and this variable took
the first priority, while the second priority wasrfthe intelligence marketing as a
main source of information. The study concludest ttieere is a significant
relationship between DSS variables and taking igjet decision. With little effect
for data base (internal records), the study alswloded that there is no significant
relationship between marketing research and the fag decision making. He aims

at highlighting the significance and importanceutifizing marketing information
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system (MKIS) on decision-making, by clarifying theed for quick and efficient

decision-making due to time saving and preventioduplication of work.

Barakat et al. (2011) argued that the rapid advaeogs in terms of application and
adoption of MIS and the global economic crisis haffected the MIS job market.
They recommended that the universities in Jordastrdavelop MIS curriculum
according to the market needs in order to fostghdrn employment rates of their
MIS graduates. As recruiters are no longer lookKmgGrade Point Average as a
hiring criterion and that new skill sets have bestapted by human resource
departments with respect to hiring new MIS gradsiatdeir study highlighted the
most important skills needed for entry level pasis as perceived by MIS students.
The top five skills required in the Middle East jolmarket were: good
communication skills, team player and cooperatikdiss overall personality and

demeanor, leadership skills and being trustworthy.

Al-Omari et al. (2012) found a positive impact afftevare, information networks
and the quality of information on the process ofnagerial decision-making
Another finding was a lack of high response from plersonnel, who do not receive
periodic training in order to develop their abddi His study is especially important
for the tourism sector in Jordan in light of thersity of resources particularly at a
time when Jordan faces huge challenges due tagablénd security circumstances
that call for more efficient and effective managemedn this regard the tourist
agencies are compelled to pay more attention twnmdtion technology or CBIS to
reach outcomes that are more beneficial in decisiaking under crises situations as
mentioned above. Furthermore, the companies wha twaadopt CBIS and want its
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thorough application and acceptance in their omgdmn must provide appropriate
training to users of CBIS. He concluded that thire significant need for the
software to be provided by CBIS that can lend suppothe process of decision
making in Jordanian tourist companies, as it aligith the requirements of the work
done by decision makers and the system and theaeftcan easily be applied and

updated according to the need of the decision maker

Al- Dalabeeh and Al- Zeaud (2012) stressed on tpgeifscance of adoption of

Accounting Information System to meet the requirets®f modern management of
pharmaceutical companies in Jordan. Their studyoseg to the problem of

measuring the costs of public shareholding indalstompanies in Jordan, through
accounting information systems. The results ofrteeidy aimed at investigating the
effect of the accounting information systems indaor indicate that: There is a
positive impact of adoption of accounting infornoati systems with respect to
measurement of costs of business operations suocbsaef materials used, ordering
and re-ordering, production costs for individuahtegs in the Jordanian companies.
Thus accounting information systems give highlyfulsenput to decision makers

who can effectively plan for company’s profits.

The aforementioned literature signifies the incaregsadoption and acceptance of
CBIS in Jordanian companies. However, it is impdrt® highlight some of the
general problems related to adoption and acceptah@aBIS in Jordan. AL-Mahid
and Abu-Taieh (2006) used CBIS interchangeably Wstland gave reasons for the
failure of information systems in developing couggrsuch as Jordan. They cited
fifteen possible reasons for this failure; it was shortened and highlighted to: (1)
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language and cultural barriers, (2) individual ovehg of data, (3) lack of
cooperation, (4) fear or attitudes of using commyte5) status, (6) lack of
coordination, (7) poor or unavailability of datayda(8) lack of support from higher
management. They also suggested some possibleosslas: (1) educating the users
and IT personnel in how to use computers in a goayg, (2) communication in
different levels in private and governmental sext@8) provide PC's to be available
to all users, (4) connectivity to the Internet, (Bjomote accepting and using IT as

one area for development.

On the basis of all of the above mentioned disomssi the light of previous studies
as discussed in various sections of this chaptercan conclude that the adoption
and acceptance of CBIS is quite significant in kb#hdeveloped as well as the Arab
countries in order to facilitate decision makingvarious areas of business. However
there are several barriers in diffusion of CBIS amdered by companies in Arab
countries, if coped can be quite beneficial forisiea makers to make efficient and
effective decisions that can have a positive impattcompanies’ success and
profitability. In the light of the literature, thistudy intends to measure the
acceptance of CBIS in decision making in Jordaomi@anizations. This leads to the

summary of the chapter presented in the subsegeenbn.

2.9 Summary

Many theories were developed to investigate tharnelogy acceptance in the IS
(Information System) literature. The research masleich will be developed and
tested in this study primarily adapted from the figdi Theory of Acceptance and

Use of Technology (UTAUT) model developed by Verisht et al. (2003).
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Literature review was partitioned into four partise first gives some information
about ICT levels in the venue for this study, JardBhe other three parts include:
decision making, CBIS, and Technology theories. UTAthe solid model for this

study, was described in more detail than the ath@dels. Decision making factors
were also discussed and five of them were partigulzhosen in the conceptual
model: Time, cost, risk, benefits, and resourcesaddition, the decision making
process was added to UTAUT and it will be discudseahore detail in Chapter 3,
the preliminary work for Chapter 4 (the researclhodology). The UTAUT model

was chosen for the purpose and scope of this &tuitie context of organizations.

The literature showed decision making process nsddein different points of view,

which varied for scholars with a range from fourfitee steps. Generally, however,
the following steps were agreed upon: (1) idemifythe problem, (2) generating
alternatives, (3) ranking and selecting, (4) impd@tmg the selected alternatives,
and (5) evaluating the outcomes as mentioned bjoglaet al., (2004). The above
steps were in the scope of the study in the masadecision making at different

levels.

For the computer- based information system (CBl@nhmonents and types were
viewed in various experts’ views. For the CBIS comgnts, the majority of
researchers agreed with the (proposed) the comporesi (1) hardware, (2)
software, (3) data (storages), (4) procedures, @hdusers (in the study meant
managers). However, few experts added: knowledgepearation; human machine

(computer) interaction; and telecommunications, (refer to Table 2.1). Similarly,
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CBIS types varied from the researchers’ pointsi®@ivy Some limited CBIS to one

type only, while others suggested ten types, tefdiable 2.2 (Mentzas, 1994).

In short, CBIS can be looked at as an umbrella witHfaces (Turban et al., 2007,
2011). It can be seen from the low managerial legl transaction processing
system, or, classical (structured or programmedhdhe middle managerial level
as: management information system (MIS), or aaludly, for top managerial level

or semi (un-structured) as: decision support syg285),

This study adopted the concept of CBIS as discubgedl-Abdul Gader (1999),
who argued the scope of CBIS in Arab countriegm#téd mainly to the adoption of
MIS. As he discussed that in Arab countries, therghortage of skilled personnel
who can use and manage CBIS, similarly companieArab countries are less
formalized and lack strategic vision to exploit theenefits of CBIS like

technologically advanced and developed countries.

UTAUT was applied by many studies as: Seymour .e28l07) applied UTAUT to

examine users’ acceptance of enterprise resousteiplg system (ERP) which is
one type of CBIS, Al-Zahrani and Goodwin (2012) gmtance of E-Government
programs and services in Saudi Arabia, Abu-Shamab Rearson, (2009) applied

UTAUT to study the acceptance E- banking Applmasiin Jordan.

After narrowing the scope of this research for deeision makers, which implies
existing of an environment (organizations), CBISsweeded to process decisions,
and since individuals (different levels of manayjevere the focus of processing not

the machines (PC’s), the aim for this study wasaf@olid and in the same scope
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(organization environment), with the capability ofeasuring the levels of
acceptance and use for users (managers). UTAUTadeasted (refer to Figure 2.10)
by Venkatesh et al., (2003) as a basic theory aamlaxtended in a conceptual model
in Chapter 3 based on Figure 2.1; the intention (behavior intention) to use
technology was the basic or main concept (Venkattshl., 2003), which has
significance impact on the (actual) use as in TAM\M2, TAM3, TRA, TPB,
DTPB, and surely UTAUT. These models were respelgtighown in Figures 2.2,
2.3, 2.4, 25, 2.6, 2.7, and 2.10. Adoption andefptance of CBIS in Jordon has
been discussed in detail with reference to pastieduin Section 2.8. Finally the
chapter concludes by highlighting various barribrat obstruct the adoption and
acceptance to use CBIS in Jordon. The conceptudehamd methods are discussed

in detail in Chapter 3.
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CHAPTER THREE
RESEARCH METHODOLOGY

3.1Introduction

This chapter describes the methodology, and howdkearch went through the
procedures and methods of data collection, datlysisa subjects of the study, data
collection instrument, preliminary works, Pilotrgay, main-survey, data analysis

procedures, validity and reliability.

3.2The Research Process

In order to meet the objectives of the study, #searcher carried out a number of
procedures that were done sequentially and sysigatiat From literature review
evidences were collected about decision makingofactCBIS necessity for
managers, and UTAUT as a basic theory in the cdanaémodel for this study. Two
preliminary studies were conducted to have an msadpout issues and challenges
the study could encounter. The factors of decismaking were classified into two
groups. The main group was: time, cost, benefk, rand resources, while the other
group was feasibility, ethics, intangible, and fingl impact. Structural interviews
(standardized) were conducted by the researchigvenJordanian organizations for
the decision makers who are managers at differamagerial levels, to identify the
use of CBIS of his research in Jordan. So therpne#iry work was done into two

parts: structured interviews in Jordan and, emglirstudy on decision making
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factors from 1990-2010. The preliminary works aeparted in further detail in

Chapter 4.

For the main study the researcher conducted a gilady in order to check the
reliability of the instrument (adapted questionegiiwhich was validated (content
validity) by two experts in the relevant academmd from two Universities in
Jordan. Jordanian universities were selected asadlapted questionnaire was in
Arabic language after translation process. Aftanstation process the instrument
was pretested. A total of 156 questionnaires westeilouted, and 103 were returned.
The usable questionnaires were only 100, and diéa cleaning, 2 cases were
removed with the (outliers) mahalanobis test. Aftbmta was screened, the
exploratory factor analysis (EFA) was calculated.the items were validated to be
used in the main study. The pilot study detaild W discussed at the end of this
chapter. After the pilot study was done, the unsient was ready for the main study.
The organizations which were piloted were removedhfthe main survey. Data was
collected from 116 ICT private and registered orgaiions in Jordan, and was
screened, for analysis Structural Equation Mode(i8&M) technique in order to
generate the integrated and extended UTAUT. Straickquation Model (SEM) has
been applied, since model fit goodness’ measurewidimg X2/ df, GFI, CFl,
REMSEA, and TLI were used. SEM technique has akenbused by previous
studies in Arab countries who adopted UTAUT (Al-Gath et al., 2007). The details
of the stages are mentioned after the assumptib&&EM were checked and were

satisfied with the collected data.
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The hypotheses for the conceptual model were destel from the findings the
research objectives were achieved, and the reseg@uposed) model was

introduced, the research process summarized ind-gyd.

[ Literature Review

l Preliminary
Work (1):
Problgm Statement Interviews
(Identify the Gap)
v
Conceptual Model
Based on UTAUT and other facto
v Preliminary
Instrument (Questionnaire), Work (2):
Translation Process, Pretest, Validit Study for
(content) decision
making
1’ factors.
[ Sampling, Pilot Study, Reliability ]
v
Main Study:
Data Collection, data screening, Data Analysis
Findings

The Proposed Model

Figure.3.1:The Research Process.
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3.3 The Conceptual Model

In view of the foregoing discussions and submissi@conceptual model based on
UTAUT, pre-pilot-interviews, and a pre-pilot-studyr decision making factors, is
shown in Figure 3.2. UTAUT is a good example fromiategration viewpoint of
technology, as described in Chapter 2, where thi®oasiof UTAUT integrated other
models factors. The performance expectancy roets Wwom five factors (perceived
usefulness, extrinsic motivation, job-fit, relativadvantage, and outcome
expectations). Effort expectancy was adapted frguercgived ease of use,
complexity, and ease of use). In addition, soci#luence roots were from
(subjective norm, social factors, and image). Asféailitating condition roots, they
came from (perceived behavioral control, faciligticonditions, and compatibility).
The four moderators were: gender, age, experiemdehee voluntariness of use. The

UTAUT authors did a commendable grouping work whrietuired lots of efforts.

In the present study new factors have been add&r&JT. As the core focus of
this study relates to adoption and acceptance d§@Bdecision making, thus, the
decision making process (DMP) was the final outiduthe conceptual model. It was
theorized to be a dependent factor for the actgal af CBIS from UTAUT. It
comprised of five decision making factors: timeaiuie & Swaminathan, 2009; Stair
& Reynolds, 2006 & 2010; Turban et al., 2007 &2011 ), cost (Stair & Reynolds,
2006 & 2010; Standing et al., 2010; Turban et al., 2007 & 2011), risk (Adiar, 2007,
Stair & Reynolds, 2006& 2010; Standing et al., 2010), benefits (Bhushan & Rai,

2004; Luecke, 2006; Standing et al., 2010), and resource${tzgerald, 2002 ; Luecke,
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2006). These five factors were independent fadtmrshe decision making process

as mentioned above in the light of the past liteat

Structural Equation Modeling (SEM) is a multivagatechnique that combines
aspects of multiple regressions, and factor amalgstimation concurrently. Also,
SEM is preferred over the regression analysis,ishimecause it is suitable tool when
the study using multiple latent and predictor Valea. SEM is quite useful when the
guestionnaire is designed for the interval or rasicales. Furthermore, it is
appropriate and is quite frequently used in theasshes in the social science where
the instrument seeks to measure the degree ofragreausing Likert scale (Hair et

al., 2010).

Assumptions to satisfy structural equation modeli(®EM) criteria for this
conceptual model are as follows: in case of firstug the decision making factors
can be correlated. In addition, in case of secandpg the four independent factors
(performance expectancy, effort expectancy, sodamdluence and facilitating

conditions) from UTAUT can also be correlated

However, the inter group factors cannot be coreelabesides, other relations as: the
relation between any factor of the first group @imcost, risk, benefits, and
resources) and the behavior intention to use CBitShe actual use will not be
discussed (will not be hypothesized). In the samaemar, no relations between any
factors of the second group will be hypothesizetthwie DMP factor. In addition, in
the measurement model (CFA), all factors are estidhgfreely), and items

(indicators) are allowed to load for any factorhmitit crossing.
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Figure 3.2: The Conceptual Model
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3.4 Research Methods

For the purposes of this study, quantitative medhmgly was used to collect
evidence so as to answer the research questided stathe first chapter. The study
runs in two phases: A pilot study in which the iastent is tested for reliability and
to ensure that the research is free from any proeédallacies (shortages). The
second phase is the main (real) study in whichinb#ument (a questionnaire) was
used to collect data (Sekaran 2003). In particulae, study dealt with data in a

quantitative method via the SEM technique (Hailet2006).

A conceptual model (refer to Figure 3.2) was bd@itim the review and the
preliminary work in Chapter 4. Some necessary faciere collected and presented

in Table 3.1.

Table 3.1:Gained Factors that were Added to UTAUT Model

Stage Not limited to but also Part of the Aims Redted Factors

Pre-Pilot- To ensure some factors for the decisiaost, time, benefits, risk,
Interviews  making process. See Chapter 4. resources
Pre-Pilot-  To determine the change of the decision Cost, time, risk,
Study making factors how they change over years resources, and benefits
from 1990-2010. See Chapter 4. and secondary factors.
Literature  To Collect evidences to achieve the objective€ost, time, benefits, risk,
Review of this research resources, systematic
way, Decision making

process.

The hypotheses of the study, which were representéde conceptual model, are

mentioned in the following section.
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3.5 Hypotheses of the Study

The following hypotheses tested in details in chapt and they are formulated as
follows:

The first main three hypotheses: Performance eapeygt(PE), Effort expectancy
(EE), and Social influence (Sl) will have a sigoa@int positive effect on users for
intention use CBIS system in decision making precas organizations. This
hypothesis was forked into the following three sigpotheses:

H1: Performance expectancy (PE) will have a sigaiit positive effect on users for
intention use CBIS in decision making process gaaizations.

H2: Effort expectancy (EE) will have a significaantd positive effect on users for
intention use CBIS in the decision making processrganizations.

H3: Social influence (SI) will have a significanhdh positive effect on users for
intention use CBIS in the decision making processrganizations.

The next hypothesis: Facilitating conditions (FGI hhave a significant and positive
effect on users for the use CBIS system in the sétati making process in
organizations. This hypothesis was denoted as H4.

The hypothesis: The behavior intention to use (BtW)CBIS will have a significant
positive effect on the actual use (AUS) for CBISthis study. And this hypothesis
was denoted as H5.

The next hypothesis: Actual use (AUS) for CBIS willve a significant positive
effect on decision making process (DMP) for userthis study. And this hypothesis
was denoted as H6.

The main hypothesis: Time, Cost, Benefits and Ressuwill have a significant

positive effect on the decision making processhis study, and Risk (High Risk)
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will have a significant negative effect on the demn making process in this study.
This hypothesis was forked into the following fisieb- hypotheses:

H7: Time will have a significant positive effect ¢ime decision making process in
this study.

H8: Cost will have a significant and positive etfen decision making process in
this study.

H9: High Risk will have a significant negative effen decision making process in
this study.

H10: Benefits will have a significant and positiefect on decision making process
in this study.

H11: Resources will have a significant and positeféect on decision making

process in this study.

The main hypothesis: There are significant diffeemn among the subjects’
responses for the four constructs (PE, EE, SI, B6)J due to the following
moderated variables Gender, Age, Experience, andunt@iness. And this
hypothesis was forked into the following four shilypotheses as follows:

H12a: Gender will have a significant effect witfE(REE, and Sl) in this study.
H12b: Age will have a significant effect with (PEE, SI, and FC) in this study.
H12c: Experience will have a significant effecthfEE, S, and FC) in this study.
H12d: Voluntaries of use will have a significanteet with social influence (SI) in

this study.

These mentioned hypotheses from H1 to H12d wereskbketon for the conceptual
model.
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After the conceptual model was initiated, there wamreed to check it and thus make

the research support the theoretical ideas witletiged evidence. For this, each

construct had a hypothesis to be checked by aiqonasire. The construct in the

decision making process is a dependent factor f(tta output), which root was

from (Vlahos et al., 2004).

The following Table 3.2 restates to the hypothes®s the construct in addition the

questions numbers were used from the questionmafkppendix B.

Table 3.2Constructs used in the Conceptual Model

Operational ltems References

Constructs

Performance 1. | would find the CBIS useful in decision

Expectancy making processing in my organization. Venkatesh et
(PE): 2. Using the CBIS enables me to accomplishal. (2003)

The degree to which the
decision maker believes 3.
that using the CBIS will 4
help him or her to attain

gains in job performance.g

Effort 6.

Expectancy
(EE): 7.
The degree of ease
associated with the use g.

of the CBIS. 9

decision processing more quickly.
Using the CBIS increases my productivity.

Using the CBIS will significantly increase the
quality of my decisions.

If I use the CBIS, | will increase my chances of
getting better decisions.

| expect my interaction with the CBIS would
be clear and understandable.

It would be easy for me to become skillful at Venkatesh et
using the (CBIS) system. al. (2003)

| would find the (CBIS) system easy to use.

| expect CBIS to be flexible to interact with.

10. Learning to operate the CBIS is easy for me.

11. Working with the CBIS is not difficult; it is
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Social 12.
influence
(sh): 13.

The degree to which the

decision maker perceivesi 4.

that important others
believe he or she should 15

use the new CBIS.

Facilitating conditions
(FO):
The degree to which the
decision maker believes
that an organizational

and technical

19.

infrastructure exists to

support use of the CBIS.

20.

Behavior 21.
intention
(Bl): 22
Refers to the expected
action of the decision 23
maker regarding the 2d.

actual usage of CBIS.

25.

16.

. I have the knowledge necessary to use the

. | predict | would use the CBIS in the next 4

easy to understand how to use it.

People who influence my behavior think that |

should use the CBIS. Venkatesh et

People who are important to me think that | al. (2003)

should use the CBIS.

The senior management of this organization
has been helpful in the use of the CBIS.

. In general, the organization has supported the

use of the CBIS.

| have the resources necessary to use the CBIS.
Venkatesh et

CBIS. al. (2003)

. The CBIS is compatible with other systems |

use.

A specific person (or group) is available for
assistance with CBIS difficulties.

Guidance will be available to me in the usage
of CBIS.

| intend to use the CBIS in the next few

months. Venkatesh et

al. (2003)
months.

| plan to use the CBIS in the next 3 months.

Assuming | have access to the CBIS, | intend
to use it in decision making process.

Given that | have access to the CBIS, | predict
that | would use it in decision making process.
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Actual use 26.
of CBIS
(AUS): 27.

Refers to application of
CBIS by decision

makers.

Decision Making
process
(DMP):

Refers to the systematic

30.

course of actions

decision makers adopt to31.

incorporate the use of
CBIS.

33.

Time:
Refers to the importance
of avoiding delays in

making decisions.

36.

Cost:

Refers to selection of

alternative decision and 38.

its suitability to the
budget.

39.

28.

32.

34.

35.

37.

| use the CBIS in processing decisions in my

organization. Venkatesh et

| use the CBIS in processing decisions for al. (2003)
organizational level and non-organizational

level.

Other users in my organization are using CBIS
in processing decisions.

. Decision making Process consists of several

steps. For each of the following steps (29-33)
what you consider to be valuable for the CBIS.

Identify problem or issue. Viahos et al.
(2004)

Generating alternative courses of action.

Evaluating the outcomes.

Ranking the alternatives and choosing one.

Implementing the chosen alternative.

Time factor is necessary to be noticed in

decision making process. Luecke

Time as a factor in decision making process,  (2006)

will help decision makers to achieve decisions
better and faster.

Including time factor in decision making
process brings a lot of benefits.

Cost factor is necessary to be noticed in

decision making process. Luecke

Decision makers, who ignore cost factor for (2006)
decision making process, normally have

problems in their organizations.

Including cost factor in decision making
process brings a lot of benefits.
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Risk 40
(high-Risk):
Related to the 41

unexpected outcomes of

chosen alternative.

42.

Benefits: 43.

The profits from

implementing the 44.

alternative decision.

45.

Resources: 46.

For each alternative,
should keep in mind if 47
the required resources

are available. 48

. High-risk factor is necessary to be noticed in
decision making process.

. Decision makers, who ignore high-risk factor
in decision making process, normally have
problems in their organizations.

Including high-risk factor in decision making
process brings a lot of benefits.

Benefits factor is necessary to be noticed in
decision making process.

Benefits factor in decision making process
results good decisions.

Including benefits factor in decision making
process brings a lot of advantages.

Resource factor is necessary to be noticed in
decision making process.

. Resources as a factor in decision making
process results good decisions.

. Including resources factor in decision making
process brings a lot of advantages.

Luecke
(2006)

Luecke
(2006)

Luecke
(2006)

3.6 The Questionnaire Design

A questionnaire (see Appendix B) was designed taswme all the variables
mentioned in the conceptual model. Based on tleeatiire of previous studies,
questions were developed to measure the constusets in the study. The final

questionnaire comprised of two parts: first partswabout the demographic

questions, and the second part consisted of thesitelated to constructs.
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In the following sub-sections the study providesdescription about scales of
guestionnaire, language of the questionnaire, dr& duestionnaire items. A
paragraph was included in the first page with tlsariikle of the research and the
researcher name were mentioned, and the purpasatafcollection was made sure

to be only for academic research.

3.6.1Scale of the Questionnaire

A common and frequently used seven-point Likedlesavas used, ranging from 1
as strongly disagree to 7 as strongly agree arslareeutral point (Table 3.3). It is
worth mentioning here that the 7-point Likert scakes used and validated by well-
known researches such as Davis (1989), Venkatesth ¢2003). Abu-Shanab &
Pearson, 2009 also used seven-point Likert scadewelop Arabic instrument using

UTAUT in Jordan.

Table 3.3Seven Point Likert Scale

Scales Strongly Disagree Disagree Undecided Agree  Agree Strongly

Disagree Somewhat (Neutral) Somewnhat Agree
Code SD D DS N AS A SA
Item 1 2 3 4 5 6 7

3.6.2Language of the Questionnaire

Translation was done by academic experts from the@& of Computing, Universiti
Utara Malaysia, and the ftreation process was based on (Brislin, 1976; Abu-

Shanab & Pearson, 2009), as follows:
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1. An academic translation center in Irbid - City ihetnorth of Jordan did
translation from English into Arabic and checked fanderstandability of
meaning.

2. Translation was then made from Arabic into Englestd was compared for
possible differences.

3. Finally, the corrections needed were made to lizedénal version in Arabic.

In addition, content validity for the Arabic vewsi was done. The pretest was
performed before piloting within two organizatiomsght managers (four from each
organization). The questionnaires were processexfdedback was received, and

the questionnaire was updated.

Before launching the pilot-survey, there was a nedthve the instrument translated
from English into Arabic by two experts in trangdat in cooperation with the
researcher so as to obtain the Arabic versionefjtrestionnaire. The Arabic version
of the instrument was sent to two professors framm#an Ahleyya and Azzaytouna
Universities for referral and feedback. The insteminwas checked for clarity,
content validity and suitability, to ensure the da&laility and suitability of the

research objectives.

A small segment of the population underwent for s@reliminary data collection

(pretest 2 organizations and pilot study 24 orgations), before starting on data
collection to the main sample. This was aiming hsuge that no problems are
involved and that the instrument, which was vakdato be used safely in the main

stage of the research.
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It is worth mentioning at this point that, the angaations which were used in pretest

and pilot-survey must be removed from the poputetty the main-survey.

3.6.3Questionnaire Measurement Items

Items in the questionnaire consist of two majortafirstly the demographic

information items which (eight major items) wereluded: gender, age, education
level, experience, manager level, organization, sizduntariness use, and actual
usage periods. The second part has 12 latent \esiaiime, cost, risk (high risk),

benefits, resources, performance expectancy, efgpectancy, social influence,
facilitating conditions, behavior intention to ueBIS, actual use of CBIS, and the
decision making process. Also, 4 moderators wereuded: Gender, Age,

experience, and voluntariness.

3.7 Sampling of the Study

In order to select the sample, the population @ganizations information details)
list was obtained. Thus, the population compriskl84 private ICT organizations.
All of those organizations were contacted throughluman resources departments.
142 organizations showed willingness to participatide survey. Two organizations
were used in the pretest. Systematic randomly ndettes used (Sekaran, 2003) to
select 24 organizations (ever{ 6rganization was selected) in the pilot study. The

remaining 116 organizations were all included & tain survey.

The study tried to survey all the population inertb have a sufficient and adequate
sample with structural equation modeling (SEM) teghe, assuring at the same

time the specific target group of the respondent® vare exclusively decision
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makers of organizations. In the pretest, two omgtions were removed and from
the stage for the pilot sampling organizationspBganizations were removed from

the sample. In total the main survey was done tmtieh of 116 organizations.

3.8 Data Collection

A letter from the researcher’s supervisor whicheassl that the data would only be
used for academic purposes was made ready for erggnization that showed
willingness to participate in the study. In additidor addressing formality and
legality, letters of acceptance of collection datxe obtained from organizations. A
structured questionnaire was used to collect datine with Sekaran’s directions
who holds that a questionnaire which is an orgahssgt of questions, is considered a

good and effective tool for data collection (Seka2003).

Each organization in the target population (184anrgations) was asked by
telephone if it wanted to cooperate in this studl. organizations did not show
interest or they claimed they are not using anyetgp CBIS in decision making
process for their managers. In addition, one proeedvas used to ensure that the
respondents were only users of CBIS, by a questitimee beginning of the survey:
Are you using CBIS in processing your decisionerganization? o Yes o No.

So the questionnaire with the no answer was exdlwdech was no either if he /she

did not stop was excluded.

After contacting each organization from the meaamgle, a total of 642
questionnaires were given to the 116. One week Igie majority of the copies were

collected, then after another week the rest of ¢bpies were collected. 373
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guestionnaires were returned, 364 were usableati@addata screening, 4 cases were

excluded to have only 360 questionnaire ready rfiatysis.

3.9 Data Analysis

The first step after data collection was data edgiand coding, which was required
to save data systematically; this was done by using SPSS software version 17.0, data
was coded by capitalizing first letters or givingeb names approximating the
original variable names: Performance Expectancy eeasoted by “PE”, Behavior

intention to use CBIS as “BlU”, and for the shoainme Benefits denoted as “BNFT”.

Structural equation modeling (SEM) was used fos gtudy, which is a multivariate
statistical approach. It tests the relationshipsveen independent and dependent

factors (Gefen et al., 2000).

Analysis was done through three steps. Firstlyciiatsve analysis was carried out
for the demographic part, and then data screewirghéck the adequacy of data for
the statistical assumptions, which was done througissing data, treatment of
outlier's response bias, normality, multicollinggri exploratory factor analysis
(EFA), confirmatory factor analysis (CFA), reliabyl and validity. The last step
was using the Structural Equation Modeling (SEM)hteque, with AMOS 16.0

software.
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3.10Data Screening
This is an important step, and must be done iretlréest stage, since the result of
this stage will affect all the following resultscr8ening data was done through the

following sub-sections.

3.10.1 Missing Data

To ensure data screening, it was necessary towdgmbny missing data occurring

due to the subject or respondent failure to answer or more questions For data
screening the first step is to identify the missitaga, as mentioned before, missing
data means information not available for a subject case) about whom other

information is available, and often it occurs wlzerespondent fails to answer one or

more questions in a survey (Hair et al., 2010).

3.10.2Dealing with Outliers (Mahalanobis Distance)

Outliers issue is an observation that is substinti@different from the other
observations or it is an extreme value on one arerwalue (Hair et al., 2010). No
less important in data screening is addressingsiiee of outliers whose rule was
dealt with by (Hair et al., 1995& 1998). Evaluatitige multivariate outlier case
hinges on the value obtained from any standarafstte critical Chi square value
through the use of a number of independent vaisahée the degrees of freedom at

an alpha level of .001 (Tabachnick & Fidell, 2000).
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3.10.3Assessment of Normality

In order to assess normality, there is a need smurenwhether data is within the
normal distribution. There is also a need to téswith Kurtosis and Skewness.
Kurtosis measure of the peakedness or flatnessddtabution when it compared
with a normal distribution, a positive value indies a relatively peaked distribution,
and a negative value indicates a relatively flatrdbution. Skewness measures of the
symmetry of a distribution, in most instances tbenparison is made to a normal
distribution. A positive skewed distribution hasaterely few large values and tails
off to the right, and a negatively skewed distribnthas relatively few small values

and tails off to the left (Hair et al., 2010).

It is necessary to carry out this step before daimg analysis which will result in a
powerful assessment. Normality is tested via a &Engst comparing Kurtosis and
Skewness from normal distribution. As held by Kli{@905) and Hair et al. (2006,
2010), the statistical value (Z) for Skewness i8.&;, and for the Part of Kurtosis,

based on Kline (2005) it is need to be < 8.0.

3.10.4Multicollinearity

As Hair et al. (2010) mentioned that multicollingaextent to which a variable can
be explained by the other variables, in additiomltMollinearity is defined as the

high correlation among a set of variables withirspecific construct. When the
dependent variables are moderately correlated, soaigvariate techniques work

effectively. A problem of multicollinearity ariseshen the independent variables

have a high degree of correlation among them. CGalog the impact of each
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variable is difficult to estimate due to multicoldirity which causes overestimation
of independent variables. According to Hair e{2006, 2010) the value greater than
0.9 of correlation coefficient creates multicollamgy problem. It is then vital to

remove strong correlated pairs of the dependenéblas or connect them into a
single measure (Pallant, 2005). Although some efvidwriables for this research are
highly correlated, they fell within the acceptabdmge (< 0.9) suggested by Hair et

al. (2006, 2010).

3.11 Measurement Model Assessment
After conducting the preliminary data screeningcdégd, both exploratory factor

analysis (EFA) and confirmatory factor analysis ACRere used.

3.11.1Exploratory Factor Analysis (EFA)

The aim of the factor analysis is to verify thag tjuestionnaire items really measure
the intended construct (Sekaran, 2000, 2003). Afsar, et al. (2006, 2010) provide
very useful information about the analysis paramsete be examined. In order to
ensure the measure of sampling adequacy (MSA) witiimum value of more than
0.50, the Anti-image correlation matrix was usedr the MSA of Kaiser-Meyer-
Olkin (KMO) was computed to determine data appmpness for factor analysis,
with a minimum value of .70 to be acceptable. R#r test of sphericity was used
to test the significance of correlation among afitérs, with 5 percent cut off point
was used in determining the significance leveln&pal component analysis with

Varimax rotation was used as an extraction metfide Factor with Eigen value
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above one (1) was retained. In evaluating itemitgadn factors, the loading factor

values are recommended to be > 0.50 as the piigpleaalso.

3.11.2Confirmatory Factor Analysis (CFA)
The a priori measurement models assessed initiatly EFA were then assessed
using confirmatory factor analysis (CFA). The CHAtlee measurement models was

conducted using AMOS 16.0 software.

3.12Instrument’s Reliability

The researcher for reducing measurement error adasess two important things of
a measure reliability and validity, reliability exit to which variable or set of
variables is consistent in what it is intended teasure (Hair et al., 2010). Other
scholars as: Nunnaly (1978); Sekaran (2003), lod&eckliability as the consistency
of the degree of measuring something at each tingeruthe same conditions with

the same subjects.

For the purposes of this study, reliability was atteal for the pilot study for each
scale alone and then for the composite reliabilitythe same way for the main
study, Cronbach Alpha was calculated for each salalee, and then the composite
reliability was tested. Cronbach Alpha was withthigalue. According to (Nunnally,

1978; Nunnally & Bernstein,1994) the Cronbach Alpha mustabove 0.70, and the
higher Cronbach Alpha is the better, Values < @i#considered poor, while those
value in range of 0.7 considered acceptable, whildues > 0.80 are considered

good (Sekaran, 2003).
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On the whole, the reliability test was high and @enbach Alph value was 0.929.
for the main study. Cronbach Alpha or Coefficiedpl#a @) is a powerful test of

reliability in statistics (Miller, 1995).

For the purposes of this study, reliability whiclasmdefined according to Sekaran
(2003) as: “attests to the consistency and stalohitthe measuring instrument,” (p.
422) was tested by using Cronbach Alpha to meabarénternal consistency of the
items in the survey. Cornbach's alpha test is tseest the reliability and it needs

to be more than 0.7 to be acceptable in the researc

3.13The Validity

Sekaran (2003) states: “validity means evidencasttie instrument, techniques or
process used to measure a concept does indeed rndlasuntended concept” (p.
425). Therefore, the instrument was validated lier ¢content validity, as mentioned
before; the instrument was checked for clarity,teon validity and suitability, to

ensure the readability and suitability of the reske@bjectives.

Validity is the degree to which a measure accwatepresents what it is supposed
to, and ensuring validity starts with a thoroughdemstanding of what is to be
measured and then making the measurement as ac@sgiossible, also validity
extent to which measures correctly represents aheept of study and the degree to
which it is free from any systematic or random erkélidity is concerned with how
well the concept is defined by measure(s), whenedisbility relates to the
consistency of measure(s) (Hair et al., 2010)hls tesearch construct validity was

used which includes both of convergent validity distriminant validity:
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1. For checking on convergent validity of the measwenscales, there will a need
to calculate composite reliability (CR) and averagegiance extracted (AVE)
values. In order for convergent validity to be aefeid, the CR value should
exceed the required minimum of 0.70, and the AVRieashould exceed the
required minimum of 0.5 (Fornell and Larcker, 1981)

2. The evidence of discriminant validity will be obtad by comparing the square
root of the AVE value of each latent construct wiktle correlations between
other constructs in the model, the square roohefAVE value of each latent
construct must exceeds the correlations betweeer abnstructs (Hair et al.,

2006, 2010).

3.14The Pilot Study

The researcher conducted a pilot study in ordehexk reliability of the instrument,
in addition to make sure that a thorough analysipresented through detecting
problems with the items format, wording so as targatee the respondent’s
understanding of instructions, questions and scéeskaran, 2003). It was
conducted in ICT private organizations in Jordanpast of scale development

methodology.

3.14.1Population and Sampling of the Pilot Study

24 organizations were included in pilot study tosdian adequate sample to be
analyzed with EFA, after calling the human resosiiceeach organization from the

sample. 156 questionnaires were distributed, 1@&tipnnaires were returned, 100
of them questionnaires were usable; through datanehg two were removed
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because of outliers; the two cases with ID's 25, and 88 were removed. Thus, the final

data available for analysis was 98 cases.

3.14.2The Questionnaire Part

As mentioned in the questionnaire design sectiothis chapter, the pilot study

guestionnaire was prepared in the Arabic languadk @& note that says “your

comment please” to collect any hints from respot&lefhat was placed at the end

of the questionnaire to have feedback about thetaunmaire.

3.14.3Data collection for the pilot study

With drop and collect method and after calls tolthenan resources departments the
needed copies were sent in February, 2011. Inistehivo weeks 156 questionnaires
of the questionnaire were given to 24 organizations from the population; the returned
copies were 103, with 100 usable with response64te. After data was cleaned by
removing 2 outliers, 98 cases were ready for arsmalysd used for the exploratory

factor analysis (EFA).

3.14.4Data analysis for the pilot study

After data was edited to the SPSS software ver&ioQ, analysis was made for
demographic information. Data were screened andloEatpry Factor Analysis
(EFA) was calculated, reliability was calculatedr fall items, which give an
acceptable rates above 0.7 (Sekaran, 2003), whdibated the readiness to be used

in the main study. Data analysis will be discussddrther detail in Chapter 5.

109



3.14.5Demographic information of the Pilot Study

Eight major dimensions of demographics for the €gondents were as follows: the
males were 69 (70.4%), while females were 29 (29.G#pes for the respondents
were for the first period less than 35 years 367436), while it was for the second
period from 36 to 45 years 41 (41.8 %), and forditest respondent 46 and above
(21.4%). Respondents belonged to varying educdti@vals: bachelors were 78
(79.6%), the postgraduate were 20 (20.4%). Expeeifior the first period from 1-
4 years were 16 ( 16.3%); while for the second period from 5 to 9 years 17 ( 17.3%),
and for the third period from 10 to 14 years 2® (62%6), and for the fourth one over

14 years were 39 (39.8 %).

For the managerial level, for the low level respamd were 29 (29.6%), and for the
middle level 49 (50%), and for the top level 20.428). Organizations sizes for the
respondents were 50for the small ones (51%), Wbiléhe middle were 26 (26.6%),

and for the large ones were 22 (22.4%).

In addition, voluntary respondents were 58 (59,2%flile mandatory were 40
(40.8%). Finally, the actual use of CBIS indecisimaking process for the interval
1-4H was 15 (15.3%), while for 5-9H were 24 (24.5%s0, for the third period
were 42 (42.9%), and for the last period were 1I773%). The previous mentioned

was summarized in the following Table 3.4.
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Table 3.4 Demographic Characteristics for the Respondents®Pilot Study

Construct Classification Frequencies Percentage (%)
Gender Male 69 70.4%
female 29 29.6%
Less than 35 36 36.8 %
Age From 35-45 41 41.8 %
46 and above 21 21.4%
Bachelor 78 79.6%
Educational Level Postgraduates 20 20.4%
1-4 years 16 16.3 %
Experience 5-9 years 17 17.3%
10-14 years 26 26.6 %
Above 14 years 39 39.8%
Low Level 29 29.6 %
Managerial level Middle Level 49 50%
Top Level 20 20.4 %
Small 50 51%
Organization Size Middle 26 26.6%
Large 22 22.4%
Voluntary 58 59.2%
Voluntary Use Mandatory 40 40.8%
1-4H 15 15.3%
5-9H 24 24.5%
Actual Use 10-14 H 42 42.9%
abovel4 H 17 17.3%

3.14.6Exploratory Factor Analysis (EFA) of the Pilot Study

For the Assumption that the independent factorghef conceptual model were
correlated in two groups: The first group of demismaking factors: time, cost, risk,
resources, and benefits. The second group from UITAtbdel: performance
expectancy, effort expectancy, social influencel atilitating conditions. For that
EFA was calculated for each group, after that EFss wone to all the factors in the
proposed model (see the Tables, 3.5, 3.6, 3.7}oFanalysis was used to check if

the items in a questionnaire are actually measuttiegconstruct to be measured

(Sekaran, 2000, 2003).
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In the process of factor analysis reference wadenta Hair et al. (2006). The
authors provided very useful information about #ealysis parameters to be
examined. Anti-image correlation matrix was usedheck the measure of sampling
adequacy (MSA) with minimum value of >0.50; The M®AKaiser-Meyer-Olkin
(KMO) was computed to determine data appropriatef@sfactor analysis, with a
minimum value of .70 to be acceptable. Bartle#'st tof sphericity was used to test
the significance of correlation among all factoswvith 5 percent cut off point was
used in determining the significance level. Priatipomponent analysis (PCA) with
Varimax rotation was used as an extraction metkadtor with Eigen value above
one (1) was retained. In evaluating item loadindamtors the loading values were >
0.50, as the pilot sample contained 98 cases. ®heeptualization was taken into
consideration. So though the loading value is irtgydr criteria yet the way the

factors were conceptualized is equally importardifidt al., 2006, 2010).

Table 3.5Exploratory Factor Analysis (EFA) of the Pilot Syuidr the DM Factors

Rotated Component Matrix*

Component
Resources Benefits Time Risk Cost
RES48 918
RES47 .886
RES46 .880
BNFT45 .908
BNFT43 .893
BNFT44 .866
TIME35 877
TIME34 .861
TIME36 .858
RISK40 .889
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RISK42 .861

RISK41 .798

COST38 .829

COST39 821

COST37 794
Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.765

Bartlett's Test of Sphericity. P=0.000
Approx. Chi-Square. 814.145
Total variance 79.776%

Table 3.6:Exploratory Factor Analysis (EFA) of the Pilot Syudr Second Grouped

Factors.
Rotated Component Matrix*
Component
Effort Performance Facilitating
Expectancy Expectancy Conditions Social Influence

EE10 .885

EE7 .840

EE9 .828

EE11 824

EES8 .808

EE6 720

PE3 .888

PE1 .852

PE4 .818

PES5 .815

PE2 .680
FC18 .857
FC20 795
FC19 781
FC17 .765
FC16 .759
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SI13 .820
Si14 814
SI12 .769
SI15 .748
Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.848
Bartlett's Test of Sphericity. P=0.000
Approx. Chi-Square. 1426.263
Total variance 72.455%

Table 3.7Exploratory Factor Analysis (EFA) of the Pilot Syudr All the Factors

Rotated Component Matrix?

Component

EE

PE

FC BIU

SI DMP TIME RES BNFT COST RISK AUS

EE10
EE7
EE9

EE11
EES8
EEG6

.864
.833
.818
.803
.801
711

PE3
PE1
PE4
PES5
PE2

.850
.822
.783
T72
.699

FC18
FC19
FC20
FC16
FC17

.818
.795
.788
.674
.648

BlU24
BIU25
BlU22

.768
.705
.688
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BlU21 .564
BIU23 .547

SI13 .763
Sl14 .759
SI15 .746
Sl12 .738

DMP33 .809

DMP32 .766

DMP31 .667

DMP29 .602

DMP30 .556

TIME34 .801

TIME36 .795

TIMES35 792
RES48 .886
RES47 .848
RES46 .826

BNFT45 .882

BNFT43 .875

BNFT44 .851

COST3¢ T72
COST37 735
COST3¢ 126

RISK40 .884
RISK42 .875
RISK41 743

AUS28 .832
AUS27 .655
AUS26 .582

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.772

Bartlett's Test of Sphericity. P=0.000
Approx. Chi-Square. 3557.875
Total variance 77.259 %
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Based on the last Table 3.7, it showed that eacistoect items were grouped
together with loading > 0.5, in the same time theeptwo tables emphasized the
same results, the maximum loading items were ferefifort expectancy factor, they
ranged from 0.711 to 0.864, while the lowest logdimere for the actual use of
CBIS, and they ranged from 0.582 to 0.832. Forktamser-Meyer-Olkin Measure of

Sampling Adequacy test it was significant with @7#he total variances are for all

factors 77.259%.

Factors with Eigen values greater or equal to aweunted for about 77.259 % of
the total variance. The first rotated factor coregdi 6 items [EE6, EE7, EES8, EE9,
EE10, EE11]. The factor loadings were from 0.7110t864which accounted for
28.581 % of variance. These items addressed Hixpectancy “EE”. The second
rotated factor comprised 5 items [PE1, PE2, PE3}, FHES]. The factor loadings
were from 0.699 to 0.850which accounted for 9.378Pwvariance. These items
addressed Performance Expectancy “PE”. The thiated factor comprised 5 items
[FC16, FC17, FC18, FC19, FC20]. The factor loadimgsre from 0.648 to

0.818which accounted for 6.389 % of variance. The=mas addressed facilitating

conditions “FC".

The fourth rotated factor comprised 5 items [BIUARIU22, BIU23, BIU24,
BIU25]. The factor loadings were from 0.547 to @which accounted for 5.327%
of variance. These items addressed Behavior lioent Use CBIS “BIU”. The fifth
rotated factor comprised 4 items [SI12, SI13, SBUS]. The factor loadings were
from 0.738 to 0.63 which accounted for 4.848% afarece. These items addressed
Social Influence “SI”. The sixth rotated factor qomnsed 5 items [DMP29, DMP30,
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DMP31, DMP32, DMP33]. The factor loadings were fréhb56 to 0.809which
accounted for 4.409% of variance. These items addtedecision making process
“DMP”. The seventh rotated factor comprised 3 itgfisne34, Time35, Time36].
The factor loadings were from 0.792 to 0.801 whadtounted for 4.298 % of
variance. These items addressed “TIME”. The eigiotlated factor comprised 3
items [RES46, RES47, RES48]. The factor loadingevilom 0.826 to 0.868 which

accounted for 3.791 % of variance. These itemsesddd Resources “RES”.

The ninth rotated factor comprised 3 items [BNFT8NFT44, BNFT45]. The
factor loadings were from 0.851 to 0.882 which arted for 3.154 % of variance.
These items addressed Benefits “BNFT”. The tenthted factor comprised 3 items
[Cost37, Cost38, Cost39]. The factor loadings wieoen 0.726 to 0.872 which
accounted for 2.678% of variance. These items adde“COST”. The 11th rotated
factor comprised 3 items [RISK40, RISK41, RISK4Zhe factor loadings were
from 0.743 to 0.884 which accounted for 2.259% arfance. These items addressed
“RISK”. The 12th rotated factor comprised 3 itedJ526, AUS27, AUS28]. The
factor loadings were from 0.582 to 0.832 which aerded for 2.146% of variance.
These items addressed Actual Use of CBIS “AUBhe final questionnaire is given

in Appendix B.

The analysis has resulted 12 factors (constructsh ll their items which
represented in the next section (in reliabilitytsey, with Eigen values > 1, all the
loading were above 0.50 which indicated the staishssumptions KMO measure.
Thus, EFA indicated that all the 12 factors namélyte, cost, benefits, resource,
risk, performance expectancy, effort expectancygiatoinfluence, facilitating
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conditions, behavior intention to use, and actisa, land decision making process

are likely constructs for the chosen measure.

3.14.7Correlation Analysis of the Pilot Study

Referring to Table 3.8 results shown from the matfi correlation using Pearson
method option for the factors ensured the signiticzorrelations between all the
decision making factors group together and alsodbesion making processing
factor: TIME, COST, RISK, RES, BNFT, and DMP, ind#tbn, the same results
appeared from the factors that were adopted itJIh&UT group all factors together

and also the decision making factor: PE, EE, SI|,Bl0, AUS, and DMP.

Table 3.8 Correlation Matrix using Pearson Method of the Pi&iudy for All the
Factors

Correlations

TIME COST RISK RES BNFT DMP PE EE Sl FC BIU AUS

TIME 1
COST .455 1

RISK -.362" -587" 1

RES .307" .338 -.367 1

BNFT .216 .21Z2 -249 .250

DMP 521" .615 -567 .512° .311 1

PE 279" 179 -.144 079 .060 .225 1

EE 326" 257 -290° .125 .150 .316 .32§" 1

Sl 309" 317" -231 -015 .199 .354" 274" .381 1

FC 428" 376 -.409° .334° .258 .385 .256 .454" .401° 1

BIU 430" .296 -.302° .131 .308" .329" 415 511 .460° .397 1
AUS 436" .387 -437° .090 .201 .364" .320° .325° .392" .392" 593"

**_Correlation is significant at the 0.01

*, Correlation is significant at the 0.05
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3.14.8Reliability of the Pilot Study

Internal consistence reliability (ICR) was calcelétfor each factor all the items for
reliability were calculated, all the items succekd® avoid the acceptable
percentages > 0.70 (Sekaran, 2003), each Tableafdr constructs with its related
items is shown in Appendix D, the Cronbach Alphaetch construct with the
internal reliability for all the constructs™ items) addition, the correlation were
attached together, in the case if any item is ddladll the results were exceeding the

acceptable levels.

According to Nunnaly (1978) and Sekaran (2003phglity mean the consistency of
the degree to which the instrument measures irsdéinee way each time it is used
under the same condition with the same subjedtsisnpilot study the calculation of
each scale was done alone, and then the relialvlitigtal was made. Also, the same
technique was followed for the main survey; thetslity test from Cronbach Alpha
was with high value. Which refering to (Nunnally, 1978; Nunnally & Bernstein,
1994), it must be above 0.70, the higher Cronbdphais the better, Values < 0.70
are considered poor, while those value in rang®.6fconsidered acceptable, in

addition, values > 0.80 are considered good (Sek&G03).

In total, the reliability test was high, Cronbaclpia value was 0.931. and the value
for each construct (factor) exceeded 0.80, whickegjia good indicator for the

questionnaire reliability, details is shown in tbbowing Table. 3.9.

119



Table 3.9The Reliability Test of the Pilot Study (Chronb@dpha with N=98)

Factor Valid Items  Chronbach Alpha of the
Pilot Study
Performance Expectancy (PE) 5 0.898
Effort Expectancy (EE) 6 0.932
Social Influence (SI) 4 0.849
Behavior Intention to Use (BIU) 5 0.850
Actual Use of CBIS (AUS) 3 0.843
Facilitating Conditions (FC) 5 0.889
Decision Making Process (DMP) 5 0.881
TIME 3 0.882
COST 3 0.815
RISK 3 0.816
Resources (RES) 3 0.911
Benefits (BNFT) 3 0.889

3.15Summary

This chapter serves as a guide for the researoh&chieve the research objectives,
and answer the research questions, in order t@wadire gaps in this research. It
started with the research method approach, theeptmal model was configured. In
addition, hypotheses were forked to test the camegépmodel. Developing

instrument and its design with translation procass discussed. Constructs were
combined with the hypotheses in the conceptual inade 12 constructs were used,
besides, 4 moderators. Quantitative methods sm axcliieve the main research
objectives were used, and structural equation nmgl€lSEM) technique version

16.0, with the analysis of moment structure (AMQGS8jtware 17.0 were used, the
pilot study was discussed, and reliability and di&i issues were explained. Next

chapter will be for preliminary work which was filiéd in Chapter 4.
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CHAPTER FOUR
PRELIMINARY WORKS

4.1 Introduction

This chapter outlines the preliminary works priorthe main study. It contains two
major parts. The first part comprised of structunérviews which were conducted
in Jordan in October, 2009; while, the second part consisted of an empirical study to

have an insight about the decision making factan$11990-2010.

4.2 Preliminary Interviews for Decision Makers in Jordan

The information and communication technology (IG€xtor is an important sector
for Jordan's economy in Jordan. The aim of thigrnnéw is only to help the
researcher to investigate the use of CBIS in Jorda®ctober, 2009, and to test

factors for the decision making process of CBIS.

4.2.1The Instrument of Interview and Translation Process

Face-to-face interviews were conducted, each staxtith greeting and enveloped
with politeness. An introduction was given abcw tesearch for 3-5 minutes. The
researcher took notes without biasing the intereieswto any answer and made sure
that the time was not too long i.e. each interviasted between 10-15 minutes and
ended with thanking the participants. After oneagaaph of the topic title and the

researcher name and university, two items were daskebe answered by the
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interviewees, firstly demographic information, &hdn followed by four open ended

guestions.

Translation was done after confirming the questidrsn specialist from the
Computing School from UUM University as follows:)(an academic translation
center in Irbid - City in north part of Jordan frdamglish to Arabic and checked for
understandability of meaning. (2) Translation wasntmade from Arabic to English
and was compared for possible differences, andirf@)ly, the corrections needed

were made to have the final version in Arabic teuza reliability and validity.

4.2.2 Steps and Procedures Used in the Preliminary Intefews

Personal interviews were used as a tool to colpeeliminary data only and the
following steps were used: (1) To select the santhkeresearcher tried to interview
ten organizations, from the framed population itegesd ICT organizations
consisting 170 organizations in October 2009. Wihenpilot and main survey were
not conducted, the population there was 184 orgé#ioizs, (see Chapter 3). The
human resources departments in each organizatioe @gntacted to serve as the
sample but only five of them agreed. This was doynéelephone calls made to five
organizations. (2) Structured interviews were erygtbas they have more reliability
and validity over the unstructured intervie\Gampion et al., 1988); qualitative
approach using purposive sampling (judgment) tephmiwas employed for the
target respondents i.e. decision maker who areguSiBIS in organization. Notes
were taken by the researcher; this issue was disdusy (Sekaran, 2003). (3) Data

was collected from the interviews, grouped and l&tbd to make sense. A simple
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descriptive analysis was made for the frequencieshe participants’ answers.

Descriptive analysis with percentages was use@abwlith the data.

4.2.3Findings and Results

The findings for the demographic and actual usesanemarized in Table 4.1. From
eighteen respondents only two were females (11%) saxteen males (89%), the
youngest respondents’ age was 29, while the oldast55 with Age-Average age
39.8 years for the respondents. The respondentagaeal levels were 8 low-level
(33%) and 9 middle-levels (50%), while, only 3 (1)7&mly were from top-levels,

(see to Table 4.1).

Table 4.1Demographic Information and CBIS Use of the Paptacits

Participants Gender Age Managerial Level CBIS Us
Participant 1 male 34 Middle Yes
Participant 2 male 40 Middle No
Participant 3 female 39 Low No
Participant 4 male 33 Low No
Participant 5 male 45 Middle Yes
Participant 6 male 46 Top Yes
Participant 7 male 43 Low No
Participant 8 male 45 Middle NO
Participant 9 Male 32 Low Yes
Participant 10 Male 37 Middle No
Participant 11 Male 36 Low No
Participant 12 Male 29 Low Yes
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Participant 13 Male 55 Top NO

Participant 14 Female 34 Low NO
Participant 15 Male 39 Middle Yes
Participant 16 Male 41 Low NO
Participant 17 Male 46 Top NO
Participant 18 Male 41 Middle NO

The respondents who were using the CBIS in decisiaking process were six of
eighteen managers.

The answers from the respondents for the thrediquesas follows:

Q3: What are the advantages of using the CBIS asii® making in your opinion?
Q4: In the decision making process, what do yonktlire the major factors or issues
to look for?

Q5: What is the software that you use in procesygmg decisions? (If you are a

CBIS user).

After collecting data from interviewees, they weranslated by expert to English.

Furthermore, they were tabulated in Table 4.2.

Table 4.2The Respondents Answers in the Structured Intesview

Participants Comments from the participants

Ans3: CBIS give me information easy and fast myisiens.
Participant 1 Ans4: Benefits, reduce cost, this will reduce .risk
Ansb5: | use spreadsheet.

Ans3: Help in work.

Participant 5 Ans4: cost and time are very important
Ans5: | use spreadsheet.
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Ans3: | am IT manager with experience 9 years asager, it make my
work easy and faster to respond.

Participant 6 Ans4: needed information, cost and time are veoirtant, and be
careful from the unexpected problem.
Ans5: dashboard with business objects.

Ans3: Help me in work, the integrated system iscgoo
Participant 9 Ans4: | think data, cost, resources and time.

Ans5: | use TIBCO (integrated system) and SOAv{se oriented

architecture).

Ans3: useful for all managers.
Ans4: benefit, cost, resources, risk, customerts, aiad time.
Ansb: oracle, SQL.

Participant 12

Ans3: CBIS easy and fast. Help me a lot.
Ans4: cost, time, risk.
Ans5: | use dashboard.

Participant 15

Based on the two previous Tables, four groups odéctibns can be grasped as

follows:

1. The CBIS Use: From 18 participants only 6 (33.3%)hem declared they are
using the CBIS in processing their decisions inrtbeganizations, which means
12 (66.7%) managers are not using CBIS in decipimtessing in those five
organizations.

2. For the third question which was the advantage€BIS: The answers of the
CBIS-Users (managers), the answers obtained indiutigasily, help, fast,
useful, and integrated”. While, for the managerovdid not use CBIS, they
mentioned words as: “no need, do not know aboutktWill be good in future,
and good to use future”.

3. Decision making factors: The interviews findingppgart the previous empirical
study for the decision making factors, time, comsk, resources, and benefits

shared with other factors.
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4. Some tools of CBIS (softwares): Tools were mentibres: Spreadsheets,
dashboard, business object, integrated system|lepracd service oriented

architecture.

4.2.4Conclusion

From the Interviews conducted in five organizationsJordan with the decision
makers (managers) in different managerial level®e &im was to collect a
preliminary data regarding use of CBIS in decismaking in organizations in
Jordan, and to help the researcher identify andrpurate factors related to decision
making in the proposed model. The researcher caeduk8 personal interviews in
five ICT organizations through which he was keen twm be biased with the
participants in any answer. All along, the parteifs were assured that their answers
would only be used for the research purposes, dimju names of people and
organizations that were promised not to be declaed letters were obtained from

organizations to verify data collection.

Lastly, many factors were found to affect the CBiSlecision making and from the
results of the 18 interviewees, only 6 of them wesig the CBIS. This means that
the adoption and use of the CBIS in decision makingprdanian organizations still

needs more focus and further research.

These interviews have some limitations such as sémmple size and the self-
reporting. In addition, it is good to adapt a tedlgy theory which involves the Use

and Intention to Use in a future research modés; was taken in consideration in
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the proposed model in the main study for this #)eand this open the doors for

future researches.

4.3 Empirical Study on Decision Making Factors from 199-2010

Decision making is important in peoples’ lives iffiedent levels (Lucke, 2006). The
process of decision making, whether it is complerasy, depends on the nature of
the problem and the available situations. The ntedknow the significance
(relevant) decision making factors, has leaded riasearcher to conduct this
empirical study, about decision making factorstiis study the aim has been to
determine the change to the nine decision makiotpifa mentioned in Chapter 2

and how they changed over time extending from 183D 10.

4.3.1Steps and Procedures

Since the interest is to count each factor's frequén each year was used to collect
data from the available resources (Science di®CiM, and IEEE, online UUM
database). The procedure was carried out followiegsteps outlined as follows: (1)
papers related to the decision making factors welected from the search engines
in the available resources from the UUM universaggources and the period from
1990-2010 was divided into seven categories wiylked@'s each period. (2) From the
literature work in Chapter 2, the nine factors: tcasne, risk, benefits, financial
impact, resources, ethics, feasibility, and intalegivere the chosen factors. (3) The
data gathered from this step ranges from occur@irigne to 30 occurring times

which are given here below in Table 4.3.
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Table 4.3 Decision Making Factors for the Periods: [ 1990-2909.. [ 2008-2010 ]

z| | 9| ¥z 2 2| | 2| 4
. — © > [%2) Iy >
No Title 3 = 4 2 |92 2 = 8 3 & i
S =2 & = S S,
v o —a =
Papers 2 @ 5 <
1
2
30 Total

After tabulating the data, Microsoft Excel softwavas used to present the data in

an understandable way. The data for the

seven periods are shown in Figure 4.1.

nine puslyomentioned factors and

Microsoft Excel - [ 3515l gag] final excel 20 paper for

1 [TIME 30 25 28 17 29 27 28
2 |cosT 13 18 20 22 17 17 21
3 |BENEFITS 13 16 15 15 18 15 19
4 |FINANCIAL IMPACT 6 8 g9 7 10 1 5
5 |RISK 12 15 g 12 14 15 19
6 |RESOURCES 15 15 1 14 15 16 16
7 |INTAMGIBLES 1 0 1 0 2 2 1
3 |ETHICS 1 3 5 3 4 8 3
9 |FEASIBILITY 3 1 5 8 2 4 4
10 |
11|
12|
13
14 [1990-1992]1993-1995]1996-1998]1393-2001|2002-2004)2005-2007]2008-2010]
15

Figure 4.1:Decision Making Factors with Frequencies
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4.3.2Analysis and Findings

The descriptive analysis method with Microsoft Hxemas used and many graphs
were obtained. At least nine figures were madesfmh factor alone and for all the
periods, since the work has seven periods with fantors, to obtain better results.
However, it was a good idea to compare all theofadn all the periods in one figure
and rank them to categorize the relevant factorsn group. From the analysis in

each period a figure was represented.

Ranking the nine factors in ascending order fohgagriod showed that the factors
are separated into two groups: main and secon#arya holistic view Figure 4.2

shows the nine factors with the seven periods 18680-2010.
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Figure 4.2 Decision Making Factors from the Years 1990-204i& Seven Periods
3 years; Rang for Every Factor [0, 30]
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The averages for the decision making factors aesemted in the following Figure

4.3
g
&
=
¥ 20
U
g 15
>
£
s 10
3
o
= i
E 0 (=== i
b FINANCI
0o
RESOURC| INTANGI FEASIBILI
< TIME  COST  BENEFITS AL RISK s aps | ETHICS hy
a IMPACT
W Series] 26.2857 18.2857  15.8571 8 137142 145714 1 4.57142 | 3.85714

Figure 4.3: The Average of Frequency for the Nine DecisiorkiMg Factors from

1990-2010

4.3.3Results

As seen in the findings in the previous sectjomscision making factors were

categorized into two groups: the major (importagtpup which consists of five

factors: cost, time, risk, resources, and benefitsle the second group consists of

four factors: financial impact, feasibility, intaibées, and ethics. These results give

future implications for decision makers to be awafethese factors in the main

group while processing decision.
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TIME

COST

RISK

BENEFITS Decision
RESOURCES

Making
_ v Process
FEASIBILITY -7
ETHICAL -7
INTANGIBLE | -7
FINANCIAL
TMPACT

Figure 4.4:Two Categories for the Decision Making Factors

4.3.4Conclusion

Basically, researchers try to help decision makerhe Decision Support Systems
(DSS) being one type of CBIS. It should be noted the decision making process is
the core in making bad or good decisions in orgdioms. Different ways in
processing decisions are suggested using a systewey before processing (see
Chapter 2). Besides, after categorizing the nic#ofa into two categories, the main
study used the five resulted factors namely Cosg,trisk, resources, and benefits in
the conceptual model. Those factors were an indkp¥n constructs with
significance impact for the decision making procesbhough time is the most
important factor, it is not easy to rank thesedeshere and this might be saved for
future research. The decision making factors si#led more research to be
conducted. With a comprehensive model verifyingtladl factors as it helps in the

decision making process and produces more powasults.
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CHAPTER FIVE
FINDINGS AND HYPOTHESES TESTING

5.1 Introduction

This chapter presents findings and results for datysis, which was carried out
based on the research design and methodology medtgreviously in chapter three
for the main survey. This chapter is more spedificstructured as follows: testing
the assumptions of structural equation modelingeims of sample size, response
rate, demographic information, data screening. Sameasurements will be
confirmed through: the factor analysis exploratofgctor analysis (EFA);
confirmatory factor analysis (CFA); assumptions SEM technique; internal
consistency and composite reliability; construconfeergent and discriminant)
validity; structural model and versions of spedfi@nd re-specified model will be
given; moderators’ effect test; the hypothesesheiltested; and finally the proposed

(final) model will be addressed.

5.2 Demographic (Characteristics) information

Eight major items were included in the charactessinformation including: (1)

gender, (2) age, (3) education level, (4) expegencyears, (5) manager level, (6)
organization size, (7) Voluntary, and (8) the acuse. The final sample contained
247 (68.6%) males and 113 (31.4%) females, respisdeno were under 35 years
old were 162 (45%) and 129 (35.8%) were from 383qears old. Specifically, the

oldest were 69 (19.2%) aged 46 years or abovetheoeducation level 251 (69.7%)
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were having bachelor and 109 (30.3%) were postgtadu In addition, 83 (23.1%)
of the respondents were with four years or leseeapce and 79 (21.9 %) had an
experience range from five to nine years. Also,(34.2%) of the respondents had
experience from ten to fourteen years, and the &igierience was for 111 (30.8 %).
Managers with low level were 164 (45.6%) and 112.1%) were for middle level,

while managers for the top level were 84 (23.3%@gstly, 145 (40.3%) of the

respondents referred to small organizations sizel®i (36.4%) were from middle
organizations and 84 (23.3%) were from large omgtions, voluntary respondents
were 243 (67.5%), while the mandatory were 1175%3. Finally, the actual use for
CBIS varies, for the 1-4 H level there were 46 §%2), and for 5-9 H 164 (45.6%),
where for the 10-14 H were 113 (31.4%), and forléisé period above 14 H were 37
respondents (10.3%).All the information about thegét group is summarized in

Table 5.1.

Table 5.1:Demographic Characteristics for the Respondents

Construct Classification  Frequencies Percentage (%)
Gender Male 247 68.6%
Female 113 31.4%
Less than 35 162 45%
Age From 35-45 129 35.8%
46 and above 69 19.2%
Educational Level Bachelor 251 69.7%
Postgraduates 109 30.3%
1-4 years 83 23.1%
Experience 5-9 years 79 21.9%
10-14 years 87 24.2 %
Above 14 years 111 30.8%
Low Level 164 45.6 %
Managerial level Middle Level 112 31.1%
Top Level 84 23.3 %
Small 145 40.3%
Organization Size Middle 131 36.4%
Large 84 23.3%
Voluntary Use Voluntary 243 67.5%
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Mandatory 117 32.5%

Actual Use 1-4 H 46 12.8%
59H 164 45.6%
10-14 H 113 31.4%
aboveld H 37 10.3%

5.3 Assumptions for Structural Equation Modeling

Before analysis was done, it was necessary to lseeagsumptions of Structural
Equation Modeling (SEM) techniques, which work witte suitable data as to be
clean and reflect the real results for respondéiiiese assumptions was based on
the acceptable sample size, screening data thratiglreatment of missing data,

outliers, normality and multicollinearity.

5.3.1Sample Size

Since this study considers the use of the structegaation modeling (SEM)
technique, the sample size must adhere to the ofisch technique to have a good,
representative analysis. Far a way of minimum sesphe range of 100- 150 is
needed to ensure the Maximum Likelihood Estimat{MLE) stability, also a
suggestion with the range from 150-400 was predele (Hair et al., 2006). In this
study the sample size 360 cases usable were usaddtysis. This is an indication
of the adequacy of the sample size as it meetgdfeirement of the structural

equation modeling technique.

5.3.2The Response Rates

As mentioned earlier in the methodology chaptes, rssearcher tried to survey the

majority of the population because of narrow scopehe respondents (decision
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makers using CBIS), and to have sufficient respotedesample to support SEM
technique, 642 copies were distributed. The supwelded 373 (58.09%) copies, the
usable questionnaire were 364 copies with a regpmate of 56.7%. Data cleaning
was made and 4 copies were removed and for thaemanalysis was made upon
360 (56.07%) cases. The total of the usable respdB60) was considered
acceptable as the margin of error (accuracy) wa%.t%able 5.2 present the

response rate.

Table.5.2The Response Rates

Survey instrument Total percentage Marginal Confidence
error Interval
Total Survey 642 100% +5% 95%

Total of Non_ respondents 642-373= 269 41.9 %

Less: Non_ respondents 373-364= 9 1.4%
Outliers 364-360= 4 0.62 %
Total respondents (used) 360 56.07% +5% 95%

5.3.3Data Screening
This is an important step, and must be done iretlréest stage, since the result of
this stage will affect all the following resultscr®ening data can be done through the

following sub-sections.
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5.3.3.1Missing Data

For data screening, the first step is to identiky missing data, as mentioned before,
from 642 given questionnaires 373 were resulted,fesm looking through them 9
of them were not suitable; more than half of thetgpavere not completed by the
respondents; If more than 50% missing data, ane e sample size problems,
delete the case respondent (Hair et al., 2010).thdke nine questionnaires were

excluded from the analysis, in other words no pFobbf missing data.

5.3.3.2Dealing with Outliers (Mahalanobis Distance)

The second important step in data processing idlimgnthe issue of outliers; this
was done through evaluating the case based on rhealc Chi-square value
obtainable from any standard set of statisticallemb Using the number of
independent variables as the degrees of freedoan alpha, in this study, the
Mahalanobis distance value for potential outliesesawas identified by inspecting
the output provided by SPSS 17.0.Which MahalanbDlssances is evaluated based
ony? with degree of freedom 48, which is the numbethefitems in this research in
the survey questionnaire. Referringyfaable the value was 84.03. In the following
Table, the 4 cases were deleted. However, any wabeMahalanobis Distance
greater than 84.03 (see Table 5.3) is consideredubivariate outliers, which
therefore was deleted from the dataset, for tlasor the mentioned four cases were

deleted and the final data cases remain were (8$860 usable cases.
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Table5.3: Thdeleted Cases after Mahalanobis Technique was égpli

Number Observation Cases Mahalanobis
d-Square
1 40 125.88013
2 99 110.12040
3 108 109.30867
4 293 103.95559

5.3.3.3Assessment of Normality

Normality concerns the fact that data should bknie with the normal distribution.
This is a crucial step that should precede datdysisaso that we may have
powerful and effective assessment. To test nonmalimple test comparing Kurtosis
and Skewness for normal distribution is needede8as Kline (2005), Hair et al.
(2006), the statistical value (Z) for Skewness &®; and for the other Part Kurtosis,
based on Kline (2005) it is need to be < 8.0. Taldleshows the overall distribution
of variables for the analysis of structural equatimodeling (SEM). A skewness
range from 0.727 to -2.004 was well below the sstggklevel of the absolute value
of 3.0. In addition, a kurtosis range from-0.1186t003 revealed that the variables
are not overly peaked and well below the absolateesof 8.0. Thus the presented
values reveal that the variables are normally ibisted and have met the criteria for

the SEM analysis.

Table 5.4:FFactors Involved in the Analysis of Structural Eoa Modeling

Factors Mean Std. Deviation Skewness Kurtosis
PE 5.872¢ .82463 -1.518 4.274
EE 5.790z¢ .85840 -1.141 2.701
Sl 5.620¢ 1.02373 -2.004 6.003
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FC 5.065¢ .98599 -.859 .640

BIU 5.9767 .71288 -1.013 2.426
AUS 6.056¢ .93831 -1.779 4.548
DMP 6.0522 84111 -1.912 5.085
TIME 6.0611 .87538 -1.466 2.827
COST 5.988( .81470 -1.476 3.848
RISK 2.813C 1.34312 127 -.118
BNFT 6.0741 .81350 -1.024 .680
RES 6.012C .93961 -1.310 2.335

5.3.3.4Multicollineraty

Multicollinearity is defined as the high correlatiamong a set of variables within a
specific construct. When the dependent variablesnaoderately correlated, some
multivariate techniques work effectively. A problexhmulticollinearity arises when
the independent variables have a high degree oflatipn among them. Calculating
the impact of each variable is difficult to estimatue to multicollinarity which
causes overestimation of independent variablesoory to Hair et al. (2006,
2010) the value greater than 0.9 of correlationffment creates multicollinearity
problem. Although some of the variables for thisearch are highly correlated, they
fell within the acceptable range < 0.9 suggeste#isiy et al, (2006, 2010) as shown
in Table 5.5,There was no evidence of multicollntgeof the variables so all these

variables were used for further analysis.
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Table 5.5 Correlation Matrix of the Constructs in the Study

TIME COST RISK BNFT RES PE EE SI FC BIU AUS DMP

TIME 1
COST .458 1

RISK -197" -.216 1

BNFT .317° .301" -.135 1

RES .404" .407° -135 .409 1

PE 305" 295" -108 .184" .205 1
EE 335" 278" -.072 .182° 214" 5371 1

SI 322" 310" -.107 .170° .218 .243" 296 1
FC 196" 177" 024 111 .183 226 .348 228" 1
BIU 426" 390" -.089 .241° 298" 528" 558" .439" 271 1

AUS 3817 .331° -.100 .188" .265 .355 .447" 352" 221" 567

Kk

DMP 578" 557" -277° 456" 5177 334" 351" .325° .234" 405  .443 1

** Correlation is significant at the 0.01

*. Correlation is significant at the 0.05

Another test was done to ensure the absent of coliltiearity referring to the
multiple analysis data (see Table 5.6). The tolegamas ranged between 0.464 and
0.927, and the variance inflation factor (VIF) wasged from 1.078 and 2.175,
which satisfied the value of tolerance > 0.10 dmel value of VIF < 10, thus

multicollinearity among the data was not existed.

Table: 5.6 Testing of Multicollinearity Using Tolerance amMiF

Collinearity Statistics

Model Tolerance VIF

1 PE .630 1.587
RES .700 1.429
EE .560 1.784
Sl .756 1.322
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FC .845 1.183

BIU 464 2.157
AUS .625 1.599
TIME .642 1.557
COST .669 1.496
RISK 927 1.078
BNFT .790 1.266

Dependent Variable: decision making factor (DMP).

5.4 Measurement Model Assessment
After conducting the preliminary data screeningcdégd, both exploratory factor
analysis (EFA) and confirmatory factor analysis fCkvere employed to assess the

measurement part of the proposed research model.

5.4.1Exploratory Factor Analysis (EFA)

In order to measure the suitability of the items floeir exact measuring of the
intended construct, factor analysis is needed %ek@000, 2003). Reference in this
context is made to Hair et al. (2006, 2010) whée authors provide explanation
concerning the analysis parameters to be examietkimage correlation matrix
was used to check the measure of sampling adedt®A) with minimum value of
0.50. The MSA of Kaiser-Meyer-Olkin (KMO) was contpd to determine data
appropriateness for factor analysis, with a minimeatue of 0.70 to be acceptable.
Bartlett’s test of sphericity was used to testslgmnificance of correlation among all
factors, with 5 percent cut off point was used @tedmining the significance level.

Principal component analysis with Varimax rotatiaas used as an extraction
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method. Factor with Eigen value above one (1) waaimed. In evaluating item
loading on factors the loading valueswere > 0.5€hasmain sample contained 360
cases. The conceptualization was taken into coraida. So though the loading
value is important criteria yet the way the factersre conceptualized is equally

important (Hair et al., 2006, 2010).

5.4.1.1Factor Analysis for the Independent Constructs of TAUT

The principal component analysis (PCA) was conalitedetermine the underlying
factors of the UTAUT instrument. The assumptionsnoér-correlation of variables
suggested that the data was appropriate for thgeusd PCA. Bartlett's Test of

Sphericity was found to be statistically significdi® (190) = 5318.101p =

0.000)]. The measure of Kaiser - Meyer - Olkin (KM@as 0.897 indicating

adequate information about the measure of eachtraohsThe overall measurement
of sampling adequacy (MSA) fulfilled the requirerh@n 0.50). The factor loadings
at > 0.50 were accepted, while the loadings of 500were suppressed. All the
questionnaire items were subjected to Varimax imtatnethod using PCA. The
results revealed four factors measured by the wWdba20 items retained for further

analysis as shown in Table 5.7.

Table 57: Rotated Component Matrix of the Independent Canttrof UTAUT

Component
Items Effort Performance Facilitating Social
Expectancy Expectancy conditions Influence
EE10 .864
EE9 .851
EE7 .849
EES8 .838
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EE11 .825

EE6 747

PE3 .866

PE4 .846

PE5 .830

PE1 .825

PE2 .755

FC16 .820

FC18 .802

FC19 .801

FC17 .800

FC20 792

SI13 .864
Sl12 .861
Sl14 .850
SI15 782
Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.897
Bartlett's Test of Sphericity P=0.000
Approx. Chi-Square 5318.101
Total variance %74.210

Factors with Eigen values greater or equal to aweunted for about 74.2% of the
total variance. The first rotated factor comprigkedtems [EE6, EE7, EE8, EE9,
EE10, EE11]. The factor loadings were from 0.74701865 which accounted for

38.2 % of variance. These items addresXfémit ExpectancyEE”.

The second rotated factor comprised 5 items [PE2, PE3, PE4, PE5]. The factor
loadings were from 0.755 to 0.866which accountedl#?2 % of variance. These
items addressed Performance Expectancy “PE”. Tihe ibtated factor comprised 5
items [FC16, FC17, FC18, FC19, FC20]. The factadings were from 0.792 to
0.820which accounted for 12.11% of variance. Thiemmas addressed Facilitating

conditions “FC”. The fourth rotated factor compdsé items [SI12, SI13, Sl14,

142



SI15]. The factor loadings were from 0.782 to 0.884ch accounted for 9.60 % of

variance. These items addressed Social Influenie “S

5.4.1.2Factor Analysis for the Decision Making (DM) Factos (Time, Cost,

Risk, Benefit, and Resources).

The principal component analysis (PCA) was condltedetermine the underlying
factors of Decision Making (DM) Factors instrumemhe assumptions of inter-
correlation of variables suggested that the dataappropriate for the usage of PCA.

Bartlett's Test of Sphericity was found to be sttally significant k2 (105) =

3140.516,p = 0.000)]. The measure of Kaiser-Meyer-Olkin (KM@pgs 0.837

indicating adequate information about the meastireach construct. The overall
measurement of sampling adequacy (MSA) fulfilled tequirement (> 0.50). The
factor loadings at > 0.50 were accepted, while lkbedings of < 0.50 were
suppressed. The (DM) Factors 15 items were sulojdot&arimax rotation method
using PCA. The results revealed five factors measby the data with only 15 items

retained for further analysis as shown in Table 5.8

Table 5.8Rotated Component Matrix of the Final Decision Mgldtems

Component
Resources  Risk Time Cost Benefits

RES48 .895

RES47 .864

RES46 .861

RISK40 .890

RISK42 .886

RISK41 .883

TIMES35 .882
TIME36 .865
TIME34 .805
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COST38 .853

COST37 .837

COST39 .829

BNFT44 .856

BNFT43 .843

BNFT45 .825
Kaiser-Meyer-Olkin Measure of Sampling Adequacy 30.8
Bartlett's Test of Sphericity P=0.000
Approx. Chi-Square 3140.516
Total variance 80.37%

Factors with Eigen values greater or equal to meeunted for about 80.37% of the
total variance. The first rotated factor compriSedems [RES46, RES47, RES48].
The factor loadings were from 0.861 to 0.895 whadtounted for 36.20 % of
variance. These items addressed Resources “RES?. sBeond rotated factor
comprised 3 items [RISK40, RISK41, RISK42]. Thetéacloadings were from
0.883 to 0.890 which accounted for 14.87 % of varéa These items addressed
“RISK”. The third rotated factor comprised 3 itefisme34, Time35, Time36]. The
factor loadings were from 0.805 to 0.865 which arted for 11.45 % of variance.
These items addressed “TIME”. The fourth rotatedtdia comprised 3 items
[Cost37, Cost38, Cost39]. The factor loadings wieoen 0.829 to 0.853 which
accounted for 9.23 % of variance. These items addk“COST". The fifth rotated
factor comprised 3 items [BNFT43, BNFT44, BNFT4%he factor loadings were
from 0.825 to 0.856 which accounted for 8.60 % afance. These items addressed

“Benefits”.
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5.4.1.3Factor Analysis for All Constructs for CBIS in DM Study in One time

The principal component analysis (PCA) was condltedetermine the underlying
factors of (CBIS) in DM instrument. The assumptioos inter-correlation of
variables suggested that the data was appropwatthé usage of PCA. Bartlett's

Test of Sphericity was found to be statisticallyrgficant [¥* (1128) = 12309.34h

= 0.000)]. The measure of Kaiser -Meyer - Olkin (RMwas 0.912 indicating
adequate information about the measure of eachtraohsThe overall measurement
of sampling adequacy (MSA) fulfilled the requirerhén 0.50). The factor loadings
at > 0.50 were accepted, while the loadings of50 Qvere suppressed. The (CBIS)
in DM items were subjected to Varimax rotation noethusing PCA. The results
revealed 12 factors measured by the data with #&ireng items retained for

further analysis as shown in Table 5.9.

Table 5.9:Rotated Component Matrix of the Final (CBIS) in Iib¥ms

Rotated Component Matrix®

Component
EE PE FC BIU DMP SI RES RISK BNFT Cost Time AUS

EE10 .835

EE9 .832

EE7 .822

EES8 .821

EE11 .804

EE6 714

PE3 .844

PE4 .818

PE5 .813

PE1 .799

PE2 731

FC16 .815

FC19 .796

FC17 .795
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FC20
FC18

792
.790

BlU22
BlU24
BIU25
BIU23
BlU21

733
729
715
.689
.666

DMP32
DMP33
DMP31
DMP29
DMP30

.784
.782
728
.628
.613

SI13
SI12
Sl14
SI15

.830
.830
.828
762

RES48
RES47
RES46

871
.843
.834

RISK40
RISK41
RISK42

.882
.880
.876

BNFT44
BNFT45
BNFT43

.840
.816
811

COST3¢
COST37
COST3¢

.818
.788
770

TIMES35
TIMES36
TIME34

.828
.803
732

AUS27
AUS28
AUS26

.825
.813
.750

Kaiser-Meyer-Olkin Measure of Sampling Adequacy

Bartlett's Test of Sphericity.

Approx. Chi-Square.

Total variance

0.912

P=0.000

12309.347
76.31%
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Factors with Eigen values greater or equal to meeunted for about 76.31% of the
total variance. The first rotated factor comprigedtems [EE6, EE7, EE8, EE9,
EE10, EE11]. The factor loadings were from 0.71401835which accounted for
29.22 % of variance. These items addressed Effgpeé&ancy “EE”. The second
rotated factor comprised 5 items [PE1, PE2, PE3}, FHES]. The factor loadings
were from 0.713 to 0.844which accounted for 9.32of4variance. These items
addressed Performance Expectancy “PE”. The thiated factor comprised 5 items
[FC16, FC17, FC18, FC19, FC20]. The factor loadimgsre from 0.790 to

0.815which accounted for 6.25% of variance. Theems addressed Facilitating

conditions “FC".

The fourth rotated factor comprised 5 items [BIUARIU22, BIU23, BIU24,

BIU25]. The factor loadings were from 0.666 to B&®ich accounted for 5.34% of
variance. These items addressed Behavior Intemdidose CBIS “BIU”. The fifth

rotated factor comprised 5 items [DMP29, DMP30, CMIPDMP32, DMP33]. The
factor loadings were from 0.613 to 0.784which acted for 4.59% of variance.
These items addressed Decision Making Process “DNIR& sixth rotated factor
comprised 4 items [SI12, SI13, SI14, SI15]. Theédatoadings were from 0.762 to
0.830 which accounted for 4.10 % of variance. Thi#éems addressed Social
Influence “SI”. The seventh rotated factor compiisg items [RES46, RESA47,
RES48]. The factor loadings were from 0.834 to 0.&hich accounted for 3.63 %

of variance. These items addressed Resources “RES”.

The eighth rotated factor comprised 3 items [RISKRIBEK41, RISK42]. The factor
loadings were from 0.876 to 0.882 which accounted3f28 % of variance. These
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items addressed “RISK”. The ninth rotated factompdsed 3 items [BNFT43,
BNFT44, BNFT45]. The factor loadings were from &b 0.840 which accounted

for 3.01 % of variance. These items addressed BsriBNFT".

The tenth rotated factor comprised 3 items [Cost3@st38, Cost39]. The factor
loadings were from 0.770 to 0.818 which accounted2t73 % of variance. These
items addressed “COST”. The 11th rotated factor ppsad 3 items [Time34,
Time35, Time36]. The factor loadings were from @18 0.828 which accounted for
2.69 % of variance. These items addressed “TIMHEie T12th rotated factor
comprised 3 items [AUS26, AUS27, AUS28]. The fadtmdings were from 0.750
to 0.825 which accounted for 2.09 % of varianceesehitemsiddressed Actual Use

of CBIS “AUS".

5.4.2Confirmatory Factor Analysis (CFA)
The a priori measurement models assessed initigtly EFA were then assessed
using confirmatory factor analysis (CFA). The CHAtlee measurement models was

conducted using AMOS 16.0 software.

Three measurement models were specified using AbGo8 software. The first
confirmatory models were for: (1) decision makiragtbrs including five factors
time, cos, benefits, resource, and risk; (2) the second group of UTAUT (the

exogenous factors): performance expectancy, effqgectancy, social influence, and
facilitating conditions; and (3) All the construithal measurement model for the

study “The Roles of CBIS in DM” 12 constructs. Iddition, this study checked
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measurement models for each construct, and thepéemdient variables and

dependent variables as a part of SEM techniquesABpendix F.

5.4.2.1Assessment of Model Adequacy for Decision Making Meurement

Model Including Time, Cost, Benefits, Resource anRisk Factors

The measurement model (CFA) has been analyzed uSM@S V.16.0 with

Maximum Likelihood Estimation (MLE).

Table 5.10Results of Goodness-of-fit Indices of Measuremeaadiiof the DM
Factors

Goodness of fitindexes  y  Df (C;'\fﬂ'”(l‘}';f) P CFI NFI TLI RMSEA
Recommended value - - <3.0 >05 >.90 >.90 >.90 <.05

Model 86.251 80 1.078 297 998 973 .997 .015

Table 5.10 showed the results for Goodness-of-ladices (GFI) for the
measurement model. The model adequacy indicatedathtatistically fit structured
model with root mean square error of approximati®&@MSEA) = .015 (<.05),
comparative fit index (CFI) = .998 (> .90), TucKeewis index (TLI) = .997 (> .90)
and the overall normed fit index (NFI) = .973 (».9Moreover, the chi-square
statistics of §* = 86.251, df = 80, P = .297) and relative chi-squCMIN/df =
1.078) which fell below the threshold point of 36 suggested by Kline (2005).
This result shows that the measurement model fttieddata by supporting the five
constructs (compounds) namely: time, cost, benefigsource, and risk; the

measurement model was represented in Figure 5.1
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Table 5.11:Maximum Likelihood Parameter Estimates of the Sdadided Factor
Loadings, Standard Error, Critical Ratio, and SqgedrMultiple Correlation for
Measurement Model of DM Factors.

Factor Loadings S.E. C.R. SMC
Time 34 .832 - 18.214 .692
Time 35 .848 0.053 18.590 719
Time 36 .855 0.057 - 730
Cost 37 799 0.061 16.262 .638
Cost 38 .838 0.062 16.978 702
Cost 39 .834 - - .695
Benefits 43 790 0.066 - 624
Benefits 44 811 0.066 14.849 .658
Benefits 45 .800 - 14.600 .640
Resource 46 .884 0.041 22.885 781
Resource 47 871 0.043 22.392 759
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Resource 48 .892 - . .796

Risk 40 .837 0.062 17.399 .701
Risk 41 .830 0.056 17.281 .689
Risk 42 .845 - - 714

Table 5.11 shows the elaborated evaluation of teasorement model parameters.
All standardized regression weights were significaith CR > + 1.96, p < 0.05 and
all the error variance were < 1.0 indicating thegre was no violation of estimates
revealed.The standardized regression weights rémge 0.041 to 0.066. These
values indicate that the 15 measurement indicat@ significantly represented.

The explained variances for the 15 measuremenahlas are represented by their
squared multiple correlations (SMC): the higher Hiadue of the squared multiple
correlation, the greater the explanatory powerhef regression model.SMC results
indicate a strong relationship between the indisatmd their factors. Examination
of the Modification indices (MI) did not give anyuggestions to modify the
measurement model. As the adequacy of the measntrenuelel was supported by

parameters estimates, the directions of the estsnaére theoretically justifiable.

5.4.2.2Assessment Model Adequacy for UTAUT Measurement Mael
Including: Performance Expectancy, Effort Expectang, Social Influence,

Facilitating Conditions, Behavior Intention To UseAnd Actual Use Factors.

The measurement model (CFA) has been analyzed u&mg@s V.16.0with
Maximum Likelihood Estimation (MLE). Table 5.12 she® the results for
Goodness-of-Fit Indices for the measurement mdded. model adequacy indicated

that a statistically fit structured model with raoean square error of approximation
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(RMSEA) = .032 (<.05), comparative fit index (CH).985 (> .90), Tucker-Lewis
index (TLI) =.982 (> .90) and the normed fit ind@¥F1) = .948 (>.90). Moreover,

the chi-square statistics ct{ = 267.074, df = 194, P = .000) and relative chisg

(CMIN/df = 1.377) which fell below the thresholdipbof 3.0 as suggested by Kline
(2005). This result shows that the measurementehfiated the data by supporting
the six constructs (compounds), namely, performaxpectancy, effort expectancy,
social influence, and facilitating conditions, beioa intention to use, and actual use

factors, resource, and risk; the measurement nweaerepresented in Figure 5.2.

Table 5.12 Results of Goodness-of-fit Indices of Measuremeamtdilof the UTAUT
Compounds

Goodness of fit - 1 df
) e Df P CFlI NFI TLI RMSEA
indexes 2 (CMIN/df)
Recommended value - - <3.0 >05 >90 >90 >.90 <.05

Model 267.074 194 1.377 .000 .985 .948 982 .032
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Figure 5.2 Measurement Model of the Grouped UTAUT Modeltbes

Table 5.13 shows the elaborated evaluation of teasorement model parameters.
All standardized regression weights were significaith CR > + 1.96, p < 0.05 and
all the error variance were < 1.0 indicating tHegré was no violation of estimates

revealed. The standardized regression weights rémoge 0.039 to 0.081. These
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values indicate that the 22 measurement indica®rsignificantly represented by
their respective latent constructs (compounds).
Table 5.13 Maximum Likelihood Parameter Estimates of the Stasided Factor

Loadings, Standard Error, Critical Ratio, and SqgedrMultiple Correlation for
Measurement Model of the UTAUT Factors

Factor Loadings S.E. C.R. SMC

PE1 .819 .047 20.178 671
PE2 122 .048 16.385 521
PE3 .905 - - .818
PE4 .837 .045 20.909 .700
EE7 .876 0.040 23.595 767
EES8 .890 - - 792
EE9 .887 .039 24.208 787
EE10 .853 .040 22.372 728
FC16 .838 .081 14.940 .703
FC17 794 .078 14.310 .630
FC18 748 - - .560
FC19 714 .073 12.907 510
SI12 .843 .066 16.213 711
SI13 .864 .069 16.454 747
Sl14 .780 - - .609
BlU21 T77 .080 14.131 .603
BIU22 .769 .072 13.995 591
BIU23 .739 - - 545
BlU24 .811 .070 14.738 .658
AUS26 .830 - - .688
AUS27 .887 .058 19.233 .786
AUS28 .834 .058 18.082 .695

The explained variances for the 22 measuremenahlas are represented by their
squared multiple correlations (SMC).The higher Wadue of the squared multiple

correlation, the greater the explanatory powethefregression model. Modification
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indices (MI) suggestions were made, and six iterasevdeleted, namely: PES5, EESB,
EE11, SI15, FC20, and BI25. SMC results indicas&rang relationship between the
indicator and their factors. Examination of the Migdtion indices MI did not give

any suggestions to modify the measurement model.th&s adequacy of the
measurement model was supported by parametersagssinthe directions of the

estimates were theoretically justifiable.

5.4.2.3Assessment of Overall Measurement Model (CFA) Finione Time

The two CFA models (for decision making factors &R0AUT) were assessed for
their overall fit using fit indices provided by AM®16.0. The specified models for
Final measurement model for “CBIS in DM” are showrigure 5.3 and the results
of the model assessments are presented with ttegi@rof acceptable model fit in
Table 5.14. The model adequacy indicated that @stitally fit structured model
with root mean square error of approximation (RM$EA022 (<.05), comparative
fit index (CFI) = .987 (> .90), Tucker-Lewis indé€XLI) = .985 (> .90) and the

normed fit index (NFI) = .916 (>.90). Moreover, thkei-square statistics of¢{ =

834.311, df = 713, P = .001) and relative chi-squ&MIN/df = 1.170) which fell
below the threshold point of 3.0 as suggested hgeK{2005). This result shows
that the measurement model fitted the data by stipgothe 12 constructs: time,
cost, benefits, resource, risk, performance expegtaeffort expectancy, social
influence, facilitating conditions, behavior intemt to use, actual use and decision

making process for the CBIS factors.
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Table 5.14Results of Goodness-of-fit Indices of Measuremertd\iof the
Compounds

Goodness of fit . 12 df
) : Df P CFl  NFI  TLI RMSEA
indexes 2 (CMIN/df)

Recommended

] ] <30 >05 >90 .. >.90 <.05
value .90

Model 834.311 713 1.170 .001 .987 .916 .985 .022
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Figure5.3: Measurement Model (CFA) of the Overall CBIS in [dctors

Table 5.15 shows the elaborated evaluation of teasorement model parameters.

All standardized regression weights were significaith CR > + 1.96, p < 0.05 and
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all the error variance were < 1.0 indicating theré was no violation of estimates
revealed. The standardized regression weights rémoge 0.039 to 0.080. These
values indicate that some of the items were deletsgd on the modification indices
(MI) suggestions, and they were: PE5, EE6, EE115 3 C20, BIU25, and DMP32,

and the remained measurement indicators are signtfy represented by their
respective latent constructs (compounds).

Table 5.19laximum Likelihood Parameter Estimates of the Stasided Factor

Loadings, Standard Error, Critical Ratio, and SqgedrMultiple Correlation for
Measurement Model of all the Factors.

Factor Loadings S.E. C.R. SMC
RES46 .886 .041 23.024 .786
RES47 .869 .043 22.332 .755
RES48 .891 .795
RISK40 .837 .061 17.488 .701
RISK41 .827 .056 17.318 .685
RISK42 .848 719
COST37 .799 .060 16.541 .639
COST38 .833 .061 17.257 .693
COST39 .838 .702
BNFT43 .799 .066 14.798 .638
BNFT44 .804 .065 14.861 .647
BNFT45 .798 .637
TIME34 .836 .053 18.506 .698
TIME35 .846 .057 18.768 715
TIME36 .853 727
EE7 877 .040 23.640 728
EES8 .890 .793
EE9 .886 .039 24.193 .786
EE10 .853 .040 22.372 728
PE1 .818 .047 20.165 .670
PE2 122 .048 16.389 521
PE3 .905 .819
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PE4 .837 .045 20.978 .701

FC16 .838 .081 14.994 .703
FC17 .793 .078 14.340 .628
FC18 .750 .562
FC19 714 .073 12.932 .510
SI12 .847 .066 16.317 718
SI13 .859 .069 16.454 .738
Sl14 .782 611
BlU21 776 .080 14.189 .602
BlU22 .768 .072 14.039 .590
BIU23 .740 .548
BlU24 811 .070 14.820 .658
DMP29 .758 .058 15.404 574
DMP30 .736 .058 14.860 542
DMP31 .818 .669
DMP33 747 .066 15.130 .558
AUS26 .832 .693
AUS27 .883 .057 19.342 779
AUS28 .836 .057 18.237 .698

The explained variances for remain measuremenabias are represented by their
squared multiple correlations (SMC), the higher viakue of the squared multiple
correlation, the greater the explanatory powerhef regression model.SMC results

indicate a strong relationship between the indicatal their factors.

Examination of the Modification indices (MI) is ggested to modify the
measurement model by removing few indicators (Haitch994), namely, time, cost,
benefits, resource, and risk, performance expegtaatfort expectancy, social
influence, facilitating conditions, behavior intemt to use, actual use, and decision

making process for the CBIS factors.
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5.5Instrument’s Reliability for the Main Survey

As held by Nunnaly (1978) and Sekaran (2003), bditg refers to the consistency
of the degree of measurement each time the instrumemeant to measure the
intended subject under the same conditions anthéosame subjects. The reliability
test was made for each factor within its items i@atbrs) per construct, (see
Appendix E). Then the reliability was calculated total. With reference to
(Nunnally, 1978), Nunnally and Bernstein (1994}, must be above 0.70, and the
higher Cronbach Alpha the better, Values < 0.70camsidered poor, while those
value in range of 0.7 considered acceptable, iitiaddvalues > 0.80 are considered
good (Sekaran, 2003), in all levels the signifien€ reliability was existed. From
the Cronbach Alpha which was calculated high valuese obtained, based on the

findings all the values exceeded not only 0.80,absb, 0.84, see Table 5.16

Table 5.16The Reliability Test of the Main Study (Chronbagbha with N=360)

Factor Valid Items Chronbach Alpha of the Main Study
Performance Expectancy (PE) 5 0.916
Effort Expectancy (EE) 6 0.943
Social Influence (SI) 4 0.880
Behavior Intention to Use (BIU) 5 0.885
Actual Use of CBIS (AUS) 3 0.886
Facilitating Conditions (FC) 5 0.879
Decision Making Process (DMP) 5 0.884
TIME 3 0.881
COST 3 0.863
RISK 3 0.875
Resources (RES) 3 0.913
Benefits (BNFT) 3 0.842
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In addition, the reliability in total was 0.92%et high values replicated and come
over the pilot Cronbach Alpha test, which gives thro evidence of the good

reliablity for the questionnaire.

5.6 Validity of Measurement Model

The next step was to test the validity of measufes.mentioned in research

methodology chapter. Validity is the degree to Whia measure accurately

represents what it is supposed to, and ensuringlityalstarts with a thorough
understanding of what is to be measured and thekingngahe measurement as
accurate as possible, also validity extent to wimgkasures correctly represents the
concept of study and the degree to which it is freen any systematic or random
error. Validity is concerned with how well the cept is defined by measure(s),

whereas reliability relates to the consistency efhsure(s) (Hair et al., 2006, 2010),

in this research construct validity was used whictludes both of convergent

validity and discriminant validity:

1. For checking ortonvergent validity of the measurement scales, there was a need
to calculate composite reliability (CR) and averageiance extracted (AVE)
values. In order for convergent validity to be a¢ed, the CR value should
exceed the required minimum of 0.70, and the AVRieashould exceed the

required minimum of 0.5 (Fornell and Larcker, 1981)

2. The evidence afliscriminant validity was obtained by comparing the square root
of the AVE value of each latent construct with tteerelations between other
constructs in the model, the square root of the Adkie of each latent construct

must exceeds the correlations between other catstfidair et al., 2006, 2010).
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For checking convergent validity of the measurensaales, there was a need to
calculate the composite reliability (CR) and averagriance extracted (AVE)values.
Convergent validity to was achieved, the CR forth# value exceed the required
minimum of 0.70, and the AVE value exceeded thelired minimum of 0.5 for the
values of constructs (see Table 5.17), In gentlralaverage variance extracted from

the constructs demonstrated satisfactory levetsl@bility and validity.

The internal consistency and validity results p#edian estimation of the structural
model. The evidence of discriminant validity wadambed by comparing the square
root of the AVE value of each latent construct witle correlations between other
constructs in the proposed model (please, refethéocorrelation Table 5.5 and

compare with Table 5.17).

Table 5.17Results from the Test of Measurement Model, Rétigland Validity

Constructs/factors Indicators SL SMC S.E CR AVE
(>0.70) (>0.50) (>0.70) (>0.50)
TIME34 .836 .698 .029 937 .990
TIME TIME35 .846 .715 .033
TIME36 .853 127 .028
Cost37 .799 .639 .031
Cost Cost38 .833 .693 .030 .985 979
Cost39 .838 .702 .027
Benefit BNFT43 .799 .638 .034
BNFT44 .804 .647 .034 .982 972
BNFT45 .798 .637 .037
Resource RES46 .886 .786 .024
RES47 .869 .755 .028 .988 .985
RES48 .891 .795 .026
RISK RISK40 .837 .701 .087
RISK41 .827 .685 .073 .964 .949
RISK42 .848 .719 .074
PE PE1 .818 .670 .029
PE2 722 521 .034 .989 .985
PE3 .905 .819 .021
PE4 .837 .701 .026
EE7 877 .768 .022
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EE EES8 .890 .793 .022 .992 .990

EE9 .886 .786 .021
EE10 .853 728 .023
Sl SI12 .847 .718 .048
SI13 .859 .738 .051 .976 .965
Sl14 782 .611 .053
FC FC16 .838 .510 .058
FC17 .793 .703 .059 976 .961
FC18 .750 .628 .057
FC19 714 .562 .060
BIU BlU21 776 .658 .033
BlU22 .768 .602 .027
BIU23 .740 .590 .030 .988 .980
BlU24 811 .548 .023
AUS AUS26 .832 .698 .032
AUS27 .883 779 .032 .985 979
AUS28 .836 .693 .035
DMP DMP29 .758 574 .036
DMP30 .736 542 .038
DMP31 .818 .558 .036 .983 972
DMP33 747 .669 .047

5.7 Results of Hypotheses Testing and Assessment of Beuctural Model with

Latent Variables

This section presents the results of hypothesds te®l overall structural model
assessments. Research hypotheses were testedStsiotural Equation Modeling
(SEM) using Amos V.16.0 with Maximum Likelihood isation (MLE). In the
coming sections versions of the model will be gatest. Furthermore, the better

model will be labeled as the research or the pregosodel for this study.

5.7.1Model Version One

The following sub-section discusses the adequaditrass of the versions. Which
were based on the hypothesized model or the cammeptodel’s assumptions. For

this the next section will be about the specifmatstage.
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5.7.1.1Model Specification

The hypothesized model consisted of nine exogerndependent) variables,

namely time, cost, risk, benefit, resource, perfmoe expectancy, effort

expectancy, social influence and facilitating caoiodis. With other two mediating

variables, namely, behavior intention to use CBiSJ actual use of CBIS, and one
endogenous (dependent) variable, namely decisadang process for CBIS, (refer
to chapter 3, Figure 3.1). The data for this nhedee analyzed and estimated with

the maximum likelihood estimation (MLE) using AMQS16.0.

5.7.1.2Assessment of Model Adequacy for Hypothesized Mod@&Version 1)

Table 5.18 shows the results for Goodness-of-kiices (GFI) for the first form of
the hypothesized model. The model adequacy hasatedi that a statistically fit
structured model with root mean square error ofr@gamation (RMSEA) = 0.049,
comparative fit index (CFl) = 0.926, Tucker-Lewisdex (TLI) = .921 and the
normed fit index (NFI) = 0.854 Moreover, the chidage statistics of * =
1437.976, df = 768, P = .000) and relative chi-sg&MIN/df = 1.872) which fell

below the threshold point of 3.0 as suggested lyeK[2005).

Table 5.18 Results of Goodness-of-fit Indices of Hypothedizedel (Version 1)

Goodness of fit 2 ¥i/df
) = Df CFl NFI TLI RMSEA
indexes X (CMIN/df) >
Recommended value - - <3.0 >90 >.90 >.90 <.05
Model 1437.976 768 1.872 926 .854 921 .049
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Although from the result from Table 5.19, that wlahe fit indices fell within the

acceptable values, one factor loading betweenlitédoig conditions (FC) and to
the actual use of CBIS (AUS) was not supported @t = 0.067. Thus, the first
form of the hypothesized model was not accepted sslution, for that the model
was admissible and requirements were not achieled.test of the modification

indices (MI), suggests modifying this form of thgpbthesized model to a better
model. As the adequacy of the competing model vedssapported by parameters

estimates, the directions of the estimates werd¢hmatretically justifiable.

Table 5.19 Maximum Likelihood Parameter Estimates of the Siasided Factor
Loadings, Standard Error, and Critical Ratio foretidypothesized Model (Versionl)

Hypothesis dtar Loading S.E. C.R. P value
H1 PE > Bl .367 .044 6.870
H2 EE > Bl 391 .043 7.342 e
H3 Sl > Bl 414 .036 7.446 e
H4 FC >  AUCBIS .067 .039 1.300 0.194
H5 Bl >  AUCBIS 597 .080 9.284
H6 AUCBIS > DMP 287 041 5.116
H7 Time > DMP .347 047 6.003
H8 Cost > DMP 344 .050 5.880
H9 RISK > DMP -.168 .026 -3.137 0.002
H10 Benefits > DMP 279 .049 4.866 e
H11 Res > DMP 242 .039 4.495

***significant at p< 0.001

Based on Table 5.19, the hypotheses, which weledoto check the conceptual
model, are stated with their symbols from H1 to Hd/hile the last hypothesis for
the moderated was separated, and discussed iithnag sections. The relatiot
was the representation of the actual relation énlthseline (hypothesized) model in

Figure 5.4. All the hypotheses were supported igufd 5.4, except the forth
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hypothesis (H4), which was betweek the facilitating conditions (FC) and the

actual use (AUS).
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Figure 5.4 The Hypothesized Model and Factor Loadings (Versios)
Before going to this step, to remind the readesumagptions were mentioned
previously in Chapter 3 about: decision making destare one group, and can be
correlated; also, the exogenous (independent) factioUTAUT are one group and
can be correlated. Based on modification indiceggsstions of SEM, the DM

factors were correlated, in addition, the exogendastors of UTAUT were
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correlated as another group. The model with the-significant loading factor
(facilitating conditions) is stated in Appendix @w hints will be given about this

model in the coming sections.

5.7.2Model Version Two and the Re-Specification

The unsupported hypotheses and exogenous variabiating conditions (FC)
were removed and the model was re-specified. T&l##®@ shows the results for
Goodness-of-Fit Indices (GFI) for the first form thfe hypothesized model. The
structural model yielded a chi-square value Xt € 804.862) with 606 degrees of
freedom ¢?/df = 1.328). All fit indexes of this structural modekre satisfactory

(CFI =0.976, TLI = 0.974, NFI = 0.911, RMSEA = 80).

Table 5.20 Results of Goodness-of-fit Indices of Hypothedizedel (Version 2)

Goodness of fit 2 yi/df
indexes X DF ominvdn P CFl NFI TLI RMSEA
Recommended . <3.0 >05 >.90 >.90 >.90 <.05
value
Model 804.862 606 1.328 000 .976 911 .974  .030

After that the re-specified model version2, whicil e the research model or the

main result of the findings is in the coming pagge Figure 5.5.
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Figure 5.5The Hypothesized Model and Factor Loadings (Versiar)

The result shows that the fit indices fell withimetacceptable values and all factor

loadings were significant with C.R > £ 1.96 as shaw Table 5.20. Thus, the re-

specified hypothesized model was accepted as theosofor the model.

The second step in model estimation involved examgithe significance of each

hypothesized path in the research model. The eesoltluded factor loading

standardized error; critical ratio is presented able 5.21. Namely, resource, time,
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cost, risk, and benefits had a significant effecttioe decision making process for

CBIS. As for behavior intention to use CBIS,the onaleterminant was performance

expectancy followed by effort expectancy, andsoumifllence. All three of these

determinants had a significant effect on behavidention to use CBIS. These

determinants explained about 57% of the variandgebfvior intention to use CBIS.

The results also show that behavior intentionsi® @GBIS had a significant effect on

the actual use of CBIS. These determinants exgaai®ut 43% of the variance of

actual use of CBIS. Finally, the actual use of CBHsl a significant effect on the

decision making process for CBIS. The model acaifdr approximately 64% of

the variance for the decision making process fotSCBlowever, the results of the

analysis of the final model, including standardid@ect (path coefficients), indirect,

and total effects; path significances; and variaexplained &) values, for each

dependent variable are presented in Table 5.21.

Table 5.21Maximum Likelihood Parameter Estimates of the Gdasized Factor
Loadings, Standard Error, and Critical Ratio foretidypothesized Model (Version2)

Hypothesis Factor Loading S.E. C.R. Pvalue
H1 PE > Bl .316 .051 5.691
H2 EE > Bl 329 .051 5.858 e
H3 Sl > Bl .362 .037 7.117
H5 BI >  AUSCBIS .654 071  10.763
H6 AUSCBIS > DMP 251 041 5.492
H7 Time > DMP 276 .055 4.682
H8 Cost > DMP 273 .062 4.525
H9 RISK > DMP -127 028  -2.736 .006
H10 Benefits > DMP 222 .057 4.005 e
H11 Res > DMP .168 .049 3.000 .003

***gignificant at p< 0.001
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Table 5.22Standardized Causal Effects for the Final Struatdviodel

Endogenous Determinant Standardized causal effects
variables
Direct Indirect  Total R?values
BI PE 316 - .316 0.57
EE .329 - .329
Sl .362 - .362
AUS Bl .654 - .654 0.43
PE - .207 .207
SI - 237 237
EE - 215 215
DMP RES .168 - .168 0.64
EE - .054 .054
COST 273 - 273
RISK -127 - -127
TIME 276 - 276
PE - .052 .052
S - .059 .059
Benefits 222 - 222
Bl - 164 .164
AUSBI 251 - 251

5.8 Findings for the Moderators
The four moderators (Gender, age, experience, ahghtariness of using CBIS)
were hypothesized within four hypotheses to angherfourth research question of

this study in Chapter 1, and here are the findofgsach Moderator:

5.8.1Gender Invariant

Comparisons were carried out to examine invarianice, addition to the
unconstrained model comparison (model 1), the &trat weights constrained
(model 2), the structural covariances constraimaddgel 3), Structural residuals
(model 4), Measurement residuals (model 5), andllfinwith the measurement

residual constrained (model 6).
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Table 5.23The Relative Chi Square Fit Statistic for the Gende

Model CMIN DF P CMIN/DF
Unconstrained 1505.908 1212 .000 1.242
Measurement weights 1529.925 1238 .000 1.236
Structural weights 1552.075 1248 .000 1.244
Structural covariances 1602.379 1269 .000 1.263
Structural residuals 1604.122 1272 .000 1.261
Measurement residuals 1665.964 1309 .000 1.273
Saturated model .000 0

Independence model 9720.073 1332 .000 7.297

Dividing the chi square value (CMIN) by the degreé$reedom (DF) resulted in a
Ratio (CMIN/DF) that, as shown in Table 5.23, fallthe very acceptable range < 3
for all six models by Kline (2005). What this testlicated was that the model in
question was acceptably invariant across the twapkagroups (gender) for all six
models. Regardless of whether or not constrairiee imposed, the measurement
invariance test reveals that the value of (CMIN/D#gre (1.242, 1.236, 1.244,
1.263, 1.261, 1.273) respectively for (Unconstrdjnéleasurement weights,
Structural weights, Structural covariances, Stnadtuesiduals, and Measurement
residuals), which result in the invariance betwdbe unconstrained and the
constrained model with measurement weights equuicating that gender is

invariant for this study.
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Table 5.24Male Vs Female Standardized Regression Weight

Estimate

female male
BI <--- EE 0.22 0.39
BI <--- Sl 0.49 0.28
BI <--- PE 0.34 0.29
AUCBIS <--- BI 0.72 0.59
DMP <--- Time 0.30 0.24
DMP <--- AUCBIS 0.24 0.23
DMP <--- Benefits 0.18 0.31
DMP <--- RISK -0.17 -0.08
DMP <--- Cost 0.40 0.18
DMP <--- Res 0.06 0.22
BNFT44 <--- Benefits 0.86 0.77
DMP30  <--- DMP 0.79 0.66
AUS26 <--- AUCBIS 0.86 0.81
AUS27 <--- AUCBIS 0.92 0.86
AUS28 <--- AUCBIS 0.90 0.80
BIU21 <--- BI 0.83 0.75
BIU22 <--- BI 0.78 0.76
BIU23 <--- BI 0.82 0.68
BIU24 <--- BI 0.87 0.77
Sl12 <--- Sl 0.87 0.83
SI13 <--- Sl 0.91 0.84
Sl14 <--- Sl 0.84 0.73
TIME35  <--- Time 0.84 0.84
RISK42  <--- RISK 0.89 0.81
COST39 <--- Cost 0.90 0.79
COST37 <--- Cost 0.79 0.82
COST38  <--- Cost 0.90 0.80
BNFT45 <--- Benefits 0.91 0.73
BNFT43 <--- Benefits 0.80 0.80
DMP33  <--- DMP 0.79 0.70
DMP31  <--- DMP 0.88 0.77
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DMP29 <--- DMP 0.82 0.67

PE1 <--- PE 0.79 0.83
PE2 <--- PE 0.63 0.77
PE4 <--- PE 0.84 0.84
PE3 <--- PE 0.92 0.90
RISK40  <--- RISK 0.87 0.81
RISK41  <--- RISK 0.88 0.81
EE10 <--- EE 0.86 0.85
EE7 <--- EE 0.92 0.86
EE8 <--- EE 0.88 0.89
EE9 <--- EE 0.89 0.88
TIME36  <--- Time 0.84 0.86
TIME34  <--- Time 0.86 0.83
RES47 <--- Res 0.91 0.85
RES48 <--- Res 0.91 0.89
RES46 <--- Res 0.94 0.86

The above Table 5.24 shows the estimation for n@degpared with females for all
the items; from a glance, the same rate of thenasitbns obtained. Accordingly, the

gender factor does not count as a moderator irsthidy.

5.8.2Age Invariant

Dividing the chi square value (CMIN) by the degreéd$reedom (DF) resulted in a

Ratio (CMIN/DF) that, as shown in Table 5.25, fellthe very acceptable range < 3
for all six models (Kline, 2005). What this tesidicated was that the model in

question was acceptably invariant across the thageple groups (age) for all six

models. Regardless of whether or not constrairie vimposed, the measurement
invariance test reveals that the value of (CMIN/Di#gre (1.325, 1.320, 1.318,

1.329, 1.33, 1.34) respectively for (Unconstraindéasurement weights, Structural
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weights, Structural covariances, Structural redgjuand Measurement residuals),
which resulted in the invariance between unconstgiand the constrained model

with measurement weights equal, indicating thatage factor does not count as a

moderator in this study.

Table 5.25 The Relative Chi Square Fit Statistic for the Age

Model CMIN DF P CMIN/DF
Unconstrained 2537.712 1915 .000 1.325
Measurement weights 2561.611 1941 .000 1.320
Structural weights 2571.043 1951 .000 1.318
Structural covariances 2620.554 1972 .000 1.329
Structural residuals 2626.488 1975 .000 1.330
Measurement residuals 2696.163 2012 .000 1.340

Table 5.26Standardized Regression Weight Age Groups

Estimations

Less than 35 from 35-45 46 and over 46

BI <--- EE 0.32 0.37 0.32
BI <--- SI 0.40 0.28 0.40
BI <--- PE 0.32 0.22 0.32
AUCBIS <--- BI 0.65 0.62 0.65
DMP <--- Time 0.33 0.28 0.33
DMP <--- AUCBIS 0.28 0.21 0.28
DMP <--- Benefits 0.18 0.30 0.18
DMP <--- RISK -0.04 -0.22 -0.04
DMP <--- Cost 0.29 0.24 0.29
DMP <--- Res 0.16 0.18 0.16
BNFT44 <--- Benefits 0.84 0.72 0.84
DMP30 <--- DMP 0.73 0.63 0.73
AUS26 <--- AUCBIS 0.83 0.83 0.83
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Table 5.26, above shows the estimation for firagosd, and third periods of Age
analysis. Comparison was done between each itenthefperiods. From the
estimations in each item it is indicated that, Agetor does not count as a moderator

in this study.

5.8.3Experience Invariant

Dividing the chi square value (CMIN) by the degreé$reedom (DF) resulted in a
Ratio (CMIN/DF) that, as shown in Table 5.27, fellthe very acceptable range < 3
for all six models by (Kline, 2005). What this tésdicated was that the model in
question was acceptably invariant across the foougs for experiences for all six
models. Regardless of whether or not constrairie imposed, the measurement
invariance test reveals that the value of (CMIN/Di#gre (1.321, 1.316, 1.313,
1.317, 1.319, 1.341) respectively for (Unconst&din Measurement weights,
Structural weights, Structural covariances, Stnadtwesiduals, and Measurement
residuals), which resulted in the invariance betwie unconstrained model and the
constrained model with measurement weights equadicating that the experience is

invariant in this study.

Table 5.27The Relative Chi Square Fit Statistic for the Eixgrece

Model CMIN DF P CMIN/DF
Unconstrained 3457.278 2618 .000 1.321
Measurement weights 3478.281 2644 .000 1.316
Structural weights 3485.188 2654 .000 1.313
Structural covariances 3524.114 2675 .000 1.317
Structural residuals 3531.108 2678 .000 1.319
Measurement residuals 3640.796 2715 .000 1.341
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Model CMIN DF P CMIN/DF
Saturated model .000 0

Independence model 11246.534 2664 .000 4.222

Table 5.28Standardized Regression Weight Experiences Groups

Estimations
Experl Exper2 Exper3 Exper4

BI <--- EE 0.37 0.10 0.37 0.37
BI <--- Sl 0.35 0.53 0.35 0.35
BI <--- PE 0.31 0.29 0.31 0.31
AUCBIS <--- BI 0.65 0.61 0.65 0.65
DMP <--- Time 0.31 0.24 0.31 0.31
DMP <--- AUCBIS 0.28 0.17 0.28 0.28
DMP <--- Benefits 0.23 0.16 0.23 0.23
DMP <--- RISK -0.13 -0.13 -0.13 -0.13
DMP <--- Cost 0.25 0.31 0.25 0.25
DMP <--- Res 0.13 0.28 0.13 0.13
BNFT44 <--- Benefits 0.80 0.83 0.80 0.80
DMP30 <--- DMP 0.67 0.78 0.67 0.67
AUS26 <--- AUCBIS 0.83 0.83 0.83 0.83
AUS27 <--- AUCBIS 0.87 0.90 0.87 0.87
AUS28 <--- AUCBIS 0.81 0.93 0.81 0.81
BlU21 <--- BI 0.77 0.77 0.77 0.77
BIU22 <--- BI 0.75 0.76 0.75 0.75
BIU23 <--- BI 0.72 0.74 0.72 0.72
BIU24 <--- BI 0.82 0.73 0.82 0.82
SI12 <--- Si 0.84 0.83 0.84 0.84
SI13 <--- Si 0.88 0.78 0.88 0.88
Si14 <--- Si 0.82 0.66 0.82 0.82
TIME35 <--- Time 0.83 0.85 0.83 0.83
RISK42 <--- RISK 0.87 0.73 0.87 0.87
COST39 <--- Cost 0.79 0.91 0.79 0.79
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COST37 <--- Cost 0.80 0.82 0.80 0.80

COST38 <--- Cost 0.80 0.92 0.80 0.80
BNFT45 <--- Benefits 0.76 0.88 0.76 0.76
BNFT43 <--- Benefits 0.81 0.79 0.81 0.81
DMP33 <--- DMP 0.74 0.75 0.74 0.74
DMP31 <--- DMP 0.77 0.83 0.77 0.77
DMP29 <--- DMP 0.74 0.72 0.74 0.74
PE1 <--- PE 0.83 0.78 0.83 0.83
PE2 <--- PE 0.71 0.71 0.71 0.71
PE4 <--- PE 0.84 0.77 0.84 0.84
PE3 <--- PE 0.94 0.72 0.94 0.94
RISK40 <--- RISK 0.85 0.78 0.85 0.85
RISK41 <--- RISK 0.81 0.93 0.81 0.81
EE10 <--- EE 0.87 0.75 0.87 0.87
EE7 <--- EE 0.88 0.84 0.88 0.88
EES8 <--- EE 0.90 0.86 0.90 0.90
EE9 <--- EE 0.89 0.88 0.89 0.89
TIME36 <--- Time 0.87 0.80 0.87 0.87
TIME34 <--- Time 0.84 0.79 0.84 0.84
RES47 <--- Res 0.87 0.85 0.87 0.87
RES48 <--- Res 0.89 0.90 0.89 0.89
RES46 <--- Res 0.86 0.94 0.86 0.86

The above Table 5.28 shows the standardized @greseight estimations for first,
second, third, and fourth periods of experiencdyarsa In addition, comparison was
done between each item of the periods. From thenastns it is indicated that,

experience factor is not a moderator in this study.
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5.8.4Voluntary Vs Mandatory Invariant

Dividing the chi square value (CMIN) by the degreé$reedom (DF) resulted in a
Ratio (CMIN/DF) that, as shown in Table 5.29, fallthe very acceptable range < 3
for all six models by (Kline, 2005). What this t@sdicated was that the model in
question was acceptably invariant across the tanpka groups (work) for all six
models. Regardless of whether or not constrairie imposed, the measurement
invariance test reveals that the value of (CMIN/Di#gre (1.232, 1.229, 1.227,
1.244, 1.243, 1.264) respectively for (UnconstrdjnéVleasurement weights,
Structural weights, Structural covariances, Stnadtwesiduals, and Measurement
residuals), which resulted in the invariance betwdbe constrained and the
constrained model with measurement weights equatdicating that

voluntary/mandatory factor is not a moderator is gtudy.

Table 5.29The Relative Chi Square Fit Statistic for the Viduy VS Mandatory

Model CMIN DF P CMIN/DF
Unconstrained 1493.296 1212 .000 1.232
Measurement weights 1521.025 1238 .000 1.229
Structural weights 1530.923 1248 .000 1.227
Structural covariances 1578.998 1269 .000 1.244
Structural residuals 1581.535 1272 .000 1.243
Measurement residuals 1654.409 1309 .000 1.264
Independence model 9859.282 1332 .000 7.402
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Table 5.30 Standardized Regression Weight Voluntary/ Manda@ngups

Estimations

Voluntary Mandatory
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DMP29 <--- DMP 0.71 0.80

PE1 <--- PE 0.81 0.84
PE2 <--- PE 0.73 0.71
PE4 <--- PE 0.82 0.87
PE3 <--- PE 0.89 0.94
RISK40 <--- RISK 0.85 0.81
RISK41 <--- RISK 0.86 0.77
EE10 <--- EE 0.84 0.88
EE7 <--- EE 0.86 0.91
EES8 <--- EE 0.91 0.85
EE9 <--- EE 0.89 0.89
TIME36 <--- Time 0.87 0.83
TIME34 <--- Time 0.80 0.90
RES47 <--- Res 0.88 0.86
RES48 <--- Res 0.90 0.89
RES46 <--- Res 0.85 0.94

The above Table 5.30 shows the standardized regmesgeight estimations for
voluntary and mandatory analysis; In addition, cargpn was done between each
item of the two periods. From the estimations iatkd that voluntary is not a

moderator in this study.

5.9 Another Way of Analysis for the Moderators

Another type of analysis was used, in the cominglifigs for the moderators, the
change of CFI of the measurement model (CFA) watthemoderator was used, and

this test was based on (Byrne, 2010).
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Gender Invariant

Testing the invariance for gender moderator, betmte two groups namely, male
and female from the measurement model (CFA). Thferdnces or change in
Comparative Fit Indices (CFI) were by checking lbase (Byrne, 2010). From the
findings, and based on Figure 5.6, and Figure fér7gender: male the CFI= 0.971
from unconstrained model (model 1). In additiar, the gender: female model, the
CFl was = 0.971; thaCFl value of 0.00 contends that the measurementhisd

completely invariant with gender in that this valadess than the 0.01.
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Figure 5.6:Measurement Model of Gender: Male
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Age Invariant

Testing the invariance’s between age groups 1, f20r8 the measurement model
(CFA), referring to differences in CFl based on r(i8y, 2010). The differences or
change with (CFl)was calculated based on (Byrnd0R0OFrom the findings, and
based on Figures 5.8, 5.9, 5.10, which indicatedGFkl= 0947 for the age; first
group, second group, and the last group also, Elevas = 0.947; the ACFI value of
0.00 contends that the measurement model is coahplietvariant with age in that

this value is less than the0.01.
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Figure 5.10:Measurement Model of Age: Group3

Experience I nvariant

Testing the invariance’s between experience grduys 3, 4 from the measurement
model (CFA), by referring to differences in CFl edson (Byrne, 2010). The
differences or change in comparative fit indiceEljGased on (Byrne, 2010). From
the findings, and based on the Figures 5.11, %113, 5.14. Which indicated the
CFI= 0.916 for the experience; first group, secgmdup, third group, thus, the
ACFI value of 0.00contends that the measurement Iimisdeompletely invariant

with experience in that this value is less thai®1bg.
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Voluntary/ Mandatory | nvariant

Testing the invariance’s between voluntary and mtorg groups 1, 2, from the
measurement model (CFA), referring to difference€Fl based on (Byrne, 2010).
From the voluntary/mandatory first group Figure%.ithe CFI= 0.974, and from
modell or unconstrained model, the second groupr&i§.16 the CFl= 0.974, also.
Thus, theACFI value of 0.00 contends that the measurementehiedcompletely

invariant with voluntary or mandatory in that thislue is less than the .01.
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5.10Hypotheses Discussion

From theprevious two tables,Table 5.21 and Tal®?@ e hypotheses were tested
and gave the following results:

H1: Performance expectancy (PE) had a significanitipeseffect on users for

intention use CBIS system in decision making prege®rganizations.

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor

loading between PE and behavior intention to ugeGBIS in DMP had a direct
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effect with 0.316 which presented in the final moae 0.32. There was no indirect

effect which leads to the total effect with 0.316.

H2: Effort expectancy (EE) (had) a significant and puwsi effect on users for

intention use CBIS system in the decision makiragess in organizations

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor
loading between EE and behavior intention to use@BIS in DMP had a direct
effect with 0.329 which was presented in the finaddel as 0.33. There was no

indirect effect which leads to the total effectiwit.329.

H3: Social influence (SI) (had) a significant and pesiteffect on users for intention

use CBIS system in the decision making processgarozations.

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor
loading between Sl and behavior intention to uge @BIS in DMP had a direct
effect with 0.362 which was presented in the fimaddel as 0.36. There were no

indirect effects which lead to the total effectinit.362.

H4: The Facilitating conditions (FC) (did not have)igngicant positive effect on

users for the use CBIS system in the decision nggbinocess in organizations.

This hypothesis was not supported as mentionedqugly in Table 5.18 by model
(version 1) with the (P value = 0.194). Which makes it simtia the study by (AL-
Gahtani, Hubona, and Wang, 2007) about the acoeptand use of IT in Saudi

Arabia.
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H5: The behavior intention (BI) to use for CBIS systémd) a significant positive

effect on the actual use for CBIS system in thislgt

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor
loading between Bl and actual use the CBIS in DNAR & direct effect with 0.654
which was presented in the final model as 0.65r&keas no indirect effect which

leads to the total effect with 0.654.

H6: Actual use for (AUS) CBIS system (had) a significgositive effect on the

decision making process (DMP) for users in thislgtu

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor
loading between AUS and DMP had a direct effechWi251 which was presented
in the final model as 0.25. There was no indirdigta¢ which leads to the total effect

with 0.251.

H7: Time system (had) a significant positive effecttba decision making process

in this study.

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor
loading between TIME and DMP had a direct effechvd.276 which was presented
in the final model as 0.28. There was no indirdigta¢ which leads to the total effect

with 0.276.

H8: Cost (had) a significant and positive effect on deeision making process in

this study.
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This hypothesis was supported by the final modéh wie (P < 0.001), and the factor
loading between COST and DMP had a direct effettt @i273 which was presented
in the final model as 0.27. There was no indirdigta¢ which leads to the total effect

with 0.273.

H9: High Risk (had) a significant negative effect or thecision making process in

this study.

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor
loading between RISK in the meaning of High Riskl @MP had a direct effect
with - 0.127 which was presented in the final maate}l 0.13. There was no indirect

effect which leads to the total effect with - 0.127

H10: Benefits (had) a significant and positive effentthe decision making process

in this study.

This hypothesis was supported by the final mod#ét wie (P < 0.001), and the factor
loading between benefits and DMP had a direct effeith 0.222 which was
presented in the final model as 0.22. There wamdioect effect which leads to the

total effect with 0.222.

H11: Resources (had) a significant and positive effatttioe decision making

process in this study.

This hypothesis was supported by the final modéh wie (P < 0.001), and the factor

loading between Resources and DMP had a directtefi@gh 0.168 which was
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presented in the final model as 0.17. There wasdirect effect which leads to the

total effect with 0.168.

H12: In this study the four constructs performance eexgncy (PE), effort
expectancy (EE), social influence (Sl), and faatiitg conditions (FC) were (tested
to be) moderated by: Gender, Age, Experience, aotur¥ariness as in the

hypotheses:

H12a Gender did not have a significant effect with (EE, and Sl) in this study.

H12b: Age (did not have) a significant effect with (PE,EI, and FC) in this study.

H12c. Experience (did not have) a significant effect W(EE, SI, and FC) in this

study.

H12d: Voluntariness of use (did not have) a significaiféa with social influence

(S1) in this study.

As regards the hypothesid12a), and based on the findings it was not supported by
the Table 5.23, and Table 5.24. It was shown dased on the findings of Figures,
5.6, 5.7, based on differences in CFl (Byrne, 201Ghat gender was not a
moderator, which implies that decision makers i3 8tudy for using the CBIS in
decision making process in organizations, were affected by the gender of the
decision makers whether male or female. In additioa hypothesis{12b) was not
supported by the Table 5.25, and Table 5.26, asad @le another tesACFI) in
Figures, 5.8, 5.9, 5.10, which showed that ageneasnoderator, which implies that

decision makers in this study for using the CBISdetision making process in
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organizations, not affected by the age of decisimaker if he/she was from the
young age period of less than 35 years, or heslfrem the middle age from 35 to
45 years. The decision makers’ age was not exgnfisant even for the subjects

above 45 years old.

Furthermore, the hypothesisil2c) was not supported by referring to the Table
5.27.and Table 5.28, and also, Figures, 5.11, 513, 5.14, showed that experience
was not a moderator, which implies that decisiokemain this study for using the
CBIS in decision making process in organizationas wiot affected within if the
decision maker’s experience was from low experienacgie of 1-4 years, or if his
/her experience was within the period 5-9 yeardran the 10-14 years. The same

result was replicated if the decision maker hadjlexperience.

The hypothesisH12d) was not supported by the Table 5.29and Table, 580
addition, Figures, 5.15, 5.16, showed that volyntaas not moderator. which
implies that decision makers in this study for gsthe CBIS in decision making
process in organizations, either he/she was uba@BIS in voluntary environment

or mandatory will not affect the decision makinggess.

5.11Summary

The analysis produced an alternative model thatpcised all the decision making
factors, namely, time, cost, benefit, recourse, @8k, and reported their direct
effects on the DMP factor. However, UTAUT factorere namely, performance
expectancy followed by effort expectancy, and daoftuence, while the facilitating

conditions factor was not included. As reporteaythhave had strong direct effect
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and indirect effect on behavior intention to usel®@BI) and actual use of CBIS. It
is also noted that AUS have a solid direct effecDMP. However, transposing the
findings into the format of hypothesized model @dgethe relationships among the

factors in a simpler and neater view for analysigife 5.17.

Ha

Hl

Performane

Expectancy Use of CBIS

Behavior
Intention
touseCBIS

System

Sncisl
Influence

Figure 3.17. The findings followmng the fornat of the hypothesized model showing the
significant effects.
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For ease of reference to findings, below is a summary of the exact findings of the

study

1. From the model which was proposed and tested byhiypotheses with
structural equation modeling (SEM) techniques wRmos software, the
specific results were:

A. Decision making factors group

1. Time factor was the highest factor of decision makiagtdrs group which
has estimate standardized regression weight Q28 \yas test byH7) with
decision making process; this was a standardizedataffect and has a direct
effect on DMP, This served as a helping guidetlier decision makers to give

this factor the priority in the DMP.

2. Cost factor came second in the decision making facgyoup which has
estimate standardized regression weight 0.27 {esidoyH8) with the decision

making process; this was a standardized casualteffel has a direct effect on
DMP. This provided the decision makers with a dlugive this factor the same

or second priority in the DMP.

3. The Benefits factor came in the third place in the decision imgKkactors

group which has estimate standardized regressioghwv@.22 (was tested by
H10) with the decision making process; this was adsetized casual effect and
has a direct effect on DMP, Again this gives theislen makers a clue to give

this factor more considerati@fter time and cost in using CBIS in DMP.
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4. The Resourcesfactor was the fourth factor in the decision magkfactors

group which has estimate standardized regressioghtved.17 (this was tested
by H11) with the decision making process, this was adaedized casual effect
and has a direct effect on DMP. Decision makerghare encouraged to give this

factor more attention after the three mentionetbfadn using CBIS in  DMP.

5. Risk in the meaning of thigh risk” factor came last and with aegative
effect in the decision making factors group whidms estimate standardized
regression weight - 0.13 (this was tesH$) with decision making process: this
was a standardized casual effect and has a diiffect en DMP. Together with
the other four factors: time, cost, benefits, aesources, this factor should be
given importance and be taken into account leydécision makers in using

CBIS in DMP in organizations.

B. The unified theory of acceptance and use technology (UTAUT) factors
group:

1. Behavior intention to use Bl) the CBIS factor has indirect effect on DMP, and
direct effect on the actual use of CBIS AUS, thoubk estimate standardized
regression weight was the highest at all factog® Qthis was tested biyt5).1t also
has indirect effect which was calculated by muiipd) regression weight factor by
the actual use estimate regression weight facto$5400.251= 0.164154 and
approximately for three digits =0.164. The Bl faatothis study was determined by
the three determinants PE, EE and Sl. It explab®d of the behavior intention of

acceptance of TechnologgRBI S).
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This did not reach the explanation of acceptancehleyoriginal UTAUT. Which
have been reached to the 70%. In addition, it wasvex other models which
explained over 40% (Venkatesh et al., 2003). Ohehe recommendations
hopefully will be on how to increase the systemapproach of behavior intention
or acceptance for the decision makers to use ttenodogy (CBIS) in processing

decisions in organizations; this might be doneuglothree areas as:

i. Trying to increase the loading factors from thee&éhrmentioned

determinants: PE, EE and SI.

ii.  In the final model four of five items remained atidse items were
denoted as: BIU21, BIU22, BIU23, and BlU24, withetlhoading
factors for the items: 0.60, 0.58, 0.54, and 0.&4pectively, while
from the modification indices (MIl) suggestions tB#U25 were
deleted, for this it is a suggestion to increasesehloading factors to

enhance the total of the Bl acceptance percentage.

li. Last area may be investigated further by otherréuttesearch by

looking for new factors which affect the Bl accepta technology.

2. Performance expectancy (PE) has direct effect on Bl and indirect effect on
DMP; the estimate standardized regression weigtit direct effect on Bl was 0.32
(this was tested bl 1), and it also has indirect effect = 0.052 whichswalculated
by multiplying this regression estimates on thes¢hpaths (please see the final
model in Figure 5.5) as (0.316 *0.654*0.251= 0.0BA&64 and approximately for

three digits =0.052 (refer to, Table 5.22).

197



3. Effort expectancy (EE) has a direct effect on Bl and indirect effect on
DMP, the estimate standardized regression weigtht eirect effect on Bl was 0.33
(this was tested by H2), and its indirect effec0.8654 which was calculated by
multiplying this estimate on the three paths (ske final model) as (0.329
*0.654*0.251= 0.054006666 and approximately forethdigits =0.054 (see Table

5.22).

4. Social influence (SI) has a direct effect on Bl and indirect effent@MP;
the estimate standardized regression weight fauitbr direct effect on Bl was 0.36
(this was tested byi3), and its indirect effect = 0.059 which was cadtet by
multiplying this estimate standardized regressi@igit on the three paths (refer to
the final model) as (0.362*0.654*0.251= 0.059423a48 approximately for three
digits =0.059 (refer to Table 5.22). As a recomnatiweh for PE, EE and Sl one
suggestion is to look for each factor and the éeleiems by MI suggestions, or by
referring to the low factor loadings of the itents énhance those three factors
(determinants) directly and indirectly to enhanbe actual use and the DMP of

CBIS.

5. Facilitating conditions (FC) failed to have any effect on final model, (this

was tested bif4).

6. Actual use of CBIS in DMP AUS) has a direct effect on DMP, the estimate
standardized regression weight was 0.25 (this wated byH6), and the AUS
explained 43% of the actual usage of the CBIS inFDMUS was determined
directly by the Bl with 0.654 and indirectly by PEE, and SlI, respectively: 0.207,

0.215, and 0.237, and the calculation for this 4886 as: (0.654 *0.207) + (0.654*
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0.215) + (0.654* 0.237) = 0.135378+ 0.14061 + 09E®} = 0.430986 which
approximately = 0.43 or 43%. This percentage irtditdhat other percentages were
not explained by this study, which opens the doonew future research, to look for
the determinants of the AUS in this study or look hew factors to be used in
future. In addition, future research may be dirgcte experiment with the

facilitating conditions items which were discusgeeviously to be used in the DMP.

7. The Decision making process (DMP) which is meant to be the final outcome
(output) in this study was explained with 64%. Towgcome resulted from direct
and indirect effects of all the previous mentiofectors (refer to Table 5.22, and
Figure 5.5).The direct estimates of standardizgpassion weight within time,
cost, benefits, resources, risk (in the meaninghHligk), actual use of CBIS,
were respectively with the percentages, 0.28, @22,0.17, - 0.13 and 0.25 and
indirect estimate standardized regression weigbt the AUS, PE, EE and Sl

with regression percentages respectively, 065,2).033 and 0.36.

In essence, all the above 10 mentioned factorgttyrer indirectly affect the DMP
by explaining only 64%. In light of this percentagéher factors may not have been

captured in this study and this is left for oth&ufe researches.
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CHAPTER SIX
DISCUSSION AND CONCLUSION

6.1 Introduction

This is the final chapter of the study, discussiafsthe findings with the
relationships between all the factors, all of this tvas done to satisfy the research
objectives of the study, limitation and problemsntitned and the value of this

research, then recommendations and future workestiggs for other researchers.

6.2 Discussions of the Findings

The research objectives of this study are: (1)deniify the decision making attributes
(relevant factors) that affect decision making, (8) develop a conceptual model of
acceptance and use of the CBIS in decision makingrganizations, (3) To measure the

acceptance of CBIS in decision making for usersriganizations, in Jordar,his study
extended UTAUT in the context ICT private organiaas in Jordan. It measures the
adoption and acceptance of behavior intention Herdecision makers. Who utilize
computer based information system (CBIS) in thegaaizations. Furthermore, this
study used SEM technique in analysis; also, an iAralnstrument
(questionnaire)with a 7-likert scale was testedodbgh reliability and validity
methods. A conceptual model was developed anddte#ttter that,a proposed
(generated) model was introduced for the decisiakars in organizations. In the
coming sub-sections the study will answer the swidybjective, throughout the

following discussions.
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6.2.1First Objective

With reference to the first objective which was itlentify the decision making
attributes (relevant factors) that affect decisioraking. The study supported
literature regarding decision making factors, asdaacontribution to the body of
knowledge; it extended the UTAUT into a new modsde the proposed model in
chapter 5). From the literature review, some factoere selected for the conceptual
model, five of the factors were supported alsofmpreliminary study, which was
done over the years from 1990-2010 as mentionedhapter 4,it was finished on
March, 2010. The preliminary study adopted ningdiscnamely: cost, time, risk,
resources, benefits, financial impact, feasibilitangibles, and ethics by (Lucke,
2006), the relevant factors were: time, cost, nekources, and benefits, and those
factors were adopted with the conceptual modeh $tudy. The findings of the
main quantitative study comes with results, basedhe final (proposed) model
indicated the significances of all the factors iffiedlent levels, and it could be ranked
based on the loading factors regression, betwesifattior and the decision making
process (DMP) for each factor as follows: Time tinearly followed by cost, after
that benefits then resources, all of those foutofacwere with a positive effect with
the output of the study which was the decision mgrocessing, whereas, the risk

in the mean of high risk was significant with negateffect ( refer to Figure 5.5).

In addition, similar to this, the preliminary syufindings agreed and ensured the
importance of those factors with the internaticstadies as mentioned in Chapter 2:
previous studies ranged in highlighting the factemne scholars mentioned some of

the factors as: high risk (Adiar, 2007), time amdtc(Turban et al., 2007 & 2011),
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cost, time (Lurie and Swaminathan, 2p08enefits, cost, and risk (Standing et al.,
2010), Cost, time, and risk (Stair & Reynolds, 20d@ile Lucke, (2006) mentioned
all. There was no previous study up to the knowdedd the researcher that

highlighted or ranked the priorities of importarioeeach factor.

6.2.2Second Objective

Based on the second objective which was to developonceptual model of
acceptance and use of the CBIS in decision makingrganizations, in order to

satisfy this objective, some procedures were dsrfelbws:

Literature the technology acceptance theoriesisgédkr a theory, which support
the context of the study, since the scope of thdystvas specified for the decision
makers in organizations in a private sector, whistrs were of CBIS in processing
decisions, the researcher in Chapter 2 found tbat the technology theories, which
were included the majority of these theories comdithe two factors: Behavior
intention to use, and Actual use. For this stuthg unified theory of acceptance and
use of technology (UTAUT) was a good theory whidas lsome advantages to be
adopted, some of these not limited to, but alsothesUTAUT was established from
previous well known technology theories as techgwlacceptance model (TAM),
also there were five advantages with UTAUT overeotiechnology models through
the establishment period namely: the technology stiadied, participants (students
/workers™ data), timing of measurement, nature @asarement, and voluntary/
mandatory context (Venkatesh et al., 2003) and tl@ validation in different

cultures to ensure that it works with different égpof users issue, UTAUT was
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validated in nine countries with different culturesncluding Arabic culture

(Oshlyansky et al., 2007).

The needed factors (constructs) were obtained fiierature in Chapter 2 and
preliminary work in Chapter 4, after that the hypsdes were forked based on the
UTAUT and the new factors that were added, to psepe conceptual model, (refer

to Figure 3.2, Chapter 3).

In the reason to develop a model with context odldie East countryJordan, there

was a need to test the conceptual model and ted. Weabic instrument which must
be valid and consistent, then data to be analynedgain results, and this need
methods and techniques. All of the mentioned stegpe conducted, in short, the
Arabic instrument was checked with referees, tetedl back and forth method
(English to Arabic then Arabit English) (Brislin, 1976; Abu-Shanab and Pearson,
2009), the piloting was made for the instrumergfriiment was reliable and valid to
be used in the main survey. Permission was takan fBupervisor to collect data
also, permission letters were obtained from orgdions in Jordan. Structural
equation modeling (SEM) technique was used with AM€bftware version 16.0,
and the SEM assumptions were satisfied from samsigke which was 360 usable
cases; data was collected and edited with SPSS software version 17.0, and to ensure

having clean data, screening of data was used dhroealing with missing data,

mahalanobsis (outlieres), normality and multicaanity.

After that measurement model assessments were thsaalgh both: exploratory
factor analysis (EFA) and confirmatory factor aiseédy(CFA), reliability and validity

issues were conducted again for the main surveyttaresults were acceptable and
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with good levels. From structural equation model{&EM) technique five major
modification indices (MI) assessment namely X2@MIN/df), CFI, NFI, TLI and
RMSEA were used to evaluate the model in all stathhese evaluations were based
on scholars in SEM as: (Hu & Bentler, 1999; Kline, 2005; & Hair et al., 2006, 2010).
Lastly, to have the generated final model SEM apghowas used through
specification and re-specification of the modeb#on versions and choose the best
final model. Hypotheses were tested; the view efghined final model was similar
with the hypothesized model except the moderatage,(gender, experience, and
voluntary) and the facilitating conditions (FC) tacwhich did not give levels of

significances.

To sum, the conceptual model of acceptance andotighe (CBIS) system in
decision making in organizations was developed twedsecond objective of this

research was satisfied (refer to Figure 5.5).

6.2.3Third Objective

Referring to the third objective which was measgrife acceptance of CBIS
systems in decision making for users in organimatidrom the final (proposed)
model with the direct and indirect effects of thveotmediation factors namely:
Behavior intention (Bl) to use CBIS in DMP, and Aat use (AUS) the CBIS in
DMP the answer will be gained, the exact findingisthe Behavior intention to use

CBIS in DMP (BI) can be given as:

The Behavior intention to use BI) the CBIS factor has indirect effect on DMP, and

direct effect on the actual use of CBIS AUS, thougk estimate standardized
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regression weight was the highest at all facto8® Qthis was tested y5). It also
has indirect effect which was calculated by muiipd) regression weight factor by
the actual use estimate regression weight facta35430.251= 0.164154) and
approximately for three digits =0.164. The Bl faatothis study was determined by
the three determinants PE, EE, SI; and explained 57% of the behavior intention of
acceptance of Technologg€BIS which indicated for moderate levels of acceptance
which was somewhat closer to the original UTAUT\Isnkatesh et al. (2003) that

explained nearly 70%.

One of the queries here will be on how to incretts® behavior intention or
acceptance of technology (CBIS) by the decisionerakn processing decisions in
organizations; this might be done through threasees:
Trying to increase the loading factors from theeéhmentioned determinants:
PE, EE, and SI. This should be by referring todbestionnaire (Appendix B),
and basically to the questions which were usedesh €ach determinant, as
example, there were five questions Q1-Q5 namely:
Q1 (PE1): I would find the CBIS useful in decisioraking processing in my
organization.
Q2 (PE2): Using the CBIS enables me to accompleshstbn processing more
quickly.
Q3 (PES3): Using the CBIS increases my productivity.
Q4 (PE4): Using the CBIS will significantly increathe quality of my decisions.
Q5 (PE5): If I use the CBIS, | will increase my nbas of getting better

decisions.
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In the final model the item for g5 did not appe@b (interchangeably PE5S), this was
done based on modification indices suggestion®), alsay one assumption can
appear here as data did not fit this item, in grmes way other justifications can be
for the other two determinants (EE, and Sl), to 8v@PE points only, referring to
final generated model Figure 5.5 shows from thécatdrs namely: PE1, PE2, PES,
and PE4. The second indicator (PE2) loading fastas the lowst with 0.72; in
short, increasing this percentage will indirectigrease the behavior intention to use

CBIS.

In the final (proposed) model, and for the behaindention (BI) factor, four of
five items remained and those items were denotedBi&f?21, BlU22, BIU23,
and BIU24, with the loading factors for the iten@®60, 0.58, 0.54, and 0.74
respectively, while from the modification indicelllf suggestions the BIU25
were deleted, for this it is a suggestion to insee#hose loading factors to

enhance the total of the Bl acceptance percentage.

The last area may be investigated further by diineire research by looking for

new factors which affect the behavior intention)(&ceptance technology.

In addition,Actual use of CBIS in DMP AUS) has a direct effect on DMP, the
estimate standardized regression weight was O2$ \{tas tested bifi6), and the

AUS explained 43% of the actual usage of the CBIBMP. The actual use (AUS)
was determined directly by the Bl with 0.654 andirectly by PE, EE, and SI,
respectively: 0.207, 0.215, and 0.237, and theutation for this 43% was as: (0.654
*0.207) + (0.654* 0.215) + (0.654* 0.237) = 0.138370.14061 + 0.154998 =

0.430986, which approximately = 0.43 or 43%. Thescpntage indicated that other
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percentages were not explained by this study, wbpdms the door for new future
research, to look for the determinants of the AWdShis study or look for new
factors to be used in future. In addition, futuesearch may be directed to
experiment with the facilitating conditions iteméiah were discussed previously to
be used in the DMP, through this, the last objectias fulfilled and the coming

section will be free discussion to obtain the muowmwendations.

As far as the point of actual use of the findimggch was nine Hours per week in
this study is concerned, it falls below the ratdicated by the German managers
study of (Vlahos et al., 2004), Furthermore, tbsuits of this study in the actual
use of CBIS are superior to those in Saudi Aralsishown by Al-Zahrani (2010)
but are inferior to the results pertaining to Kgdtong managers as revealed in

the study of Vlahos and Ferrat (1995) .

Also, As a justification for the facilitating corigtins (FC), which was not significant
through testing the conceptual model, and basedhenfindings in hypotheses
testing from H4, it might be explained through adicated rejection of facilitating
condition to be a determinant of the actual us€EBIS in DMP besides the previous
study of (Al-Gahtani, Hubona, and Wang, 2007), turre for the items in the
questionnaire which was tested and used (see AppeBl the facilitating
conditions (FC) items were denoted by FC16, FCTA,&; FC19, and FC20 as:
FC16: | have the resources necessary to use th®.CBI

FC17: | have the knowledge necessary to use th& CBI

FC18: The CBIS is compatible with other systemsd.u

FC19: A specific person (or group) is availabledssistance with CBIS difficulties.
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FC20: Guidance will be available to me in the usaig€BIS.

One explanation for may be ascribed to a lack enrdsources which are necessary
for the decision makers as they were asked by FQr14,lack in the knowledge to
use the CBIS as in FC17.Another explanation is ey might have an automated
CBIS which is not compatible with other systemsnathe case of FC18. In addition,
it might be that no specific person (or group) \&aailable for assistance with CBIS
difficulties as appeared in FC19. Lastly, decismakers or organizations may lack

guidance to lend them support in their use of C&$ FC20.

As the study was conducted in Jordan, which is ohd¢he Middle East Arab

developing countries, the research has been plarficwaimed at the organizations
which have the automated or at least, some techiesisuch as website, internet,
telephone; they are computerized organizationshi ¢ense that some of the

employees who are decision makers use the CBI8disidn processing,

This study adopted UTAUT model with a questionnainel a 7-Likert scale similar
to a study by (Abu-Shanab and Pearson, 2009), whiah in the internet banking
environment. The results indicate that there wasead or a question for the
facilitating conditions variable which was adaptean the UTAUT instrument. In
Abu-Shanab and Pearson’s study, the first thre@tadaguestions were deleted in
the first round of factor analysis and the remagniwo items for a factor which is
not recommended. This is another piece of evidémaeJordan lacks technological
aspects in decision making. As this study givesscdption of a developing country
in the Middle East (Jordan), it gives food for tigbtifor managers to consider the

scope of technology and its applicability in thegtpof the world. Also, the results of
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this study are in agreement with the study done(AlyZhrani, 2010), and it

reiterates the importance and need for of CBI®iéendecision making process.

This study also agrees with the study of (Ismdll D) about marketing information
system (MKIS) on decision making. In general, thare positive relationships
between the level of utilizing and adopting “dearsisupport system (DSS) &
marketing intelligence” on the success of an omgational decision making; it
provides the organization with a competitive adagetas it allows the organization

to solve problems, since the DSS is part of theSCBI

The researcher acknowledge the work of the pioseéplars in the models or
approaches of the decision making process, notddrto but, also, as: Vlahos et al.
(2004); Lucke (2006); Turban et al. (2007, 2011) and want to introduce decision
making process approach as by a combination of dodive steps as: in the same
time this research adopt and test the five stefpsdaced by Vlahos et al. (2004) as
the Decision making Process (DMP) consists of sg¢wsteps as:

1. Identify problem or issue.

2. Generating alternative courses of action.

3. Evaluating the outcomes.

4. Ranking the alternatives and choosing one.

5. Implementing the chosen alternative.

In total, the DMP was explained with 64% which @ tow percentages, but this
was not from the steps alone, but also, from the fmnentioned decision making

factors, and the acceptance and use environmeoth&n words, through processing
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the decisions by the decision makers, they neddadlo of the existence of another

factors as: Time, cost, risk (high risk), benefisd resources.

6.3 Limitations of this Study

It should be emphasized that this research isduntb the private registered ICT
organizations in Jordan, and other research mightdtled upon to investigate the
study in other countries to be generalized in ®itufhe population of the study was
the registered ICT organizations in Jordan, whiatiidates that other ICT which

were not registered under INT@J association were swveyed. Similarly,

organizations in the public sector were not inctidle the scope of this study. In
addition, the tools of the CBIS could not be acedss a holistic manner because of
a few reservations of the organization regardingfidentiality, only from the

preliminary work, there was some notes, which nogretidl the use of some tools
such as: spreadsheets or Dashboards, with the dfedre respondents from the
preliminary interviews not to talk about softwatbe researcher used only the
instrument without surveying about the tools. Thias done, in order to avoid
offending the respondents, because the researdseafnaid of the respondents not
to cooperate in the main survey. In the same maroethe decision makers, they
have issue of being too keen for privacy, or thenpetition issue in the private

sector.
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6.4 Implications of the Study

On the basis of findings of the study, this studyn gpropose the following

implications:

This study can serve as an underlying guide tretarehers in the similar academic
field can use to further investigate the factorsdugs the study that significantly

impact DMP using CBIS to yield greater explanatiohshe variances than found in
this study. This would help decision makers to emsa more optimal decision

making process through an in-depth investigatiorthef factors identified in the

study. The factors comprise time, cost, risk (highk), resources, benefits,
performance expectancy, effort expectancy, soofdlence, behavior intention, and

actual use.

The findings of the study would encourage decisiakers to take concrete steps to
train their employees regarding the use, adopti@hudtimately acceptance of CBIS
in decision making, provide the required equipmant] update their resources. In
particular, they should take into consideration bleaefits of using the Automated
(CBIS) DMP to save time, money and cut costs afattefbesides, maximizing the
profits. This opens the door for future researattiie need to look into relationship
between using CBIS for DM and profitability to leddcision makers more support

and convince other managers to us CBIS in DMP gauoizations.

Moreover, this study recommends that: Orientatisimsuld be given for managers
at all levels in the organizations, Training pragsashould be organized to ensure
proper and adequate use of CBIS facilities in geiveg and processing decisions,

time must be used strategically given the imporaot decisions that asserts that
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more important decisions should be allocated miane,tin the risky circumstances,
the high risk is good to be identified if possikdeery time when processing
decisions, strategies, policies and practices shbel designed that comply with
environmental laws and regulations and must suppertdecision making process
for the decision makers, efficient resource uttima and energy consumption
throughout the company should be ensured as tlwEfimdamental importance for

the developing economies like Jordan and othertciesn

Likewise, the findings of the study imply: that d@on makers expect that use of
CBIS would assists them in achieving gains in oizgtional performance, it doesn’t
require a higher level of effort to use CBIS beeaakease of its use, and decision
makers felt social pressure/influence to use CB#fScombination, these factors
foster the adoption and acceptance of CBIS in dmtisnaking process by
influencing the behavioral intentions of the demmsmakers. The following section

entails the contributions of the study.

6.5 Contributions of the Study

Many studies support the Unified Theory of Acceptarand Use of Technology
(UTAUT) which came from other eight known models the researchers™ effort
over many years with decision making process amdaittors. The contribution is

thus two-folds:
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Theoretical Contributions hopefully will be:

I. The major contribution of this study is providireg proposed model of
adoption and acceptance of the behavior intentidheodecision makers to use
CBIS for decision making in organizations.

ii. Extending UTAUT within the area of decision makingll urge other

researches to adopt or adapt this model for fuesearch.

Practical Contributionhopefully will be:

i. Add, to the body of knowledge in the Middle Easbtumtries and Jordan in
particular, a good view about understanding thportance of adopting and
accepting the CBIS to use it in the decision malgnacess in organizations to

cut the cost and save time and to maximize thatprof

ii.  Help in the upcoming development and research rdalofrom the findings

basis.
Help decision makers at all levels of organizatiombien processing their
decisions which are very important to the econoragta growth of every

country.

Therefore, the study would persuade the decisiokemsato adopt CBIS; and
expedite its usage and acceptance in their bugisdesavail its benefits in terms of
saving time and cost, efficient use of resourcepjng with high risk situations and

resultantly achieving higher performance througttdoelecision making.
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6.6 Conclusions and Future Researches

To conclude, the study has revealed that organizaiin Jordan, rely on factors such
as time, cost, risk, benefits, and resources flgatfeantly impact decision making
process (DMP) in organizations in different perspes as external factors of
UTAUT: time, cost, risk, benefits, and resources ttte DMP had an impact on
decision making process for CBIS in organizatidngarticular, time and cost were
the major factors for the DMP, the study adoptedAUT as a suitable tool for the
purpose of the study. In addition, all the four m@dors were found to be non-
significant namely the hypotheses (H12A, H12B, Hlaad H12D) of the proposed

model.

This study yielded two acceptable models: versior (refer to Figure 5.4), and
version two (refer to Figure 5.5), despite theivattages in explaining decision
making process of CBIS for model versionl, whidwswespectively as DMP with
49%, AUS with 36%, and BI with 46%. Some of its rfieation indices were not at
high significance level, namely NFI= 0.854, and R¥fl= 0.845. With reference to
SEM technique using AMOS software, and by the meation indices suggestions
model versionl, was further improved to obtain Ififaroposed) model as
represented by model version2. The last one gavexplanation better than the
previous model, the percentage for the meant eaptars were respectively, DMP
with 64%, AUS with 43%, and Bl with 57%. These pmi@ages are higher in
comparison with model versionl. In addition, thedifioation indices in version2

were all above or equal 0.90. Namely CFI= 0.976)a\#,911, RFI= 0.902, and
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TLI= 0.974. Another advantages was for version thé the RMSEA=0.030 which

was in versionl =0.049.

The DMP, AUS, and BI percentages mentioned prelyoyare thus the answer) to
the first research question of this research. swan to the second research question,
five factors namely time, cost, risk, benefits, ardources have been found to be
stable (relevant) factors in decision making asewexplained by the findings of the

main study, and was supported before in the pneéing work.

The study also dealt with the independent factbk$TAAUT as predictors of the user
intention to use the CBIS. Three independent factaamely performance
expectancy, effort expectancy and social influgmmowved to be significant factors of
the users intention to use CBIS as appeared fr@mhipotheses testing in the
previous chapter. Facilitating conditions (FC), lewer, was not supported as tested
by hypothesis H4. The indicators which were use@sbthe FC in the questionnaire
showed lack of helping factors that should fadi#itthe use of CBIS in DMP for
managers. This was dealt with in detail in the ubseon of findings in Chapter 5,

and this was the answer for the third researchtounesf this thesis.

The four moderators: age, gender, experience, aolintariness, did not
significantly moderate the relationship between cpmed expectancy, effort
expectancy, social influence, and facilitating dtinds with the behavior intention
to use the CBIS in this study based on the findifidgs gives the study future
support as the optimal model should be insenstbveariant environmental factors
(the moderators) which will result in unbiased @taace and use for decision

making process models.
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In addition, decision making process, which is fourfive, steps from: identifying
the problem, to implementing the chosen alternatiwt@ch was mentioned, need to

be not far away of the relevant decision makinddiesc

Future Research

This study can be replicated in other private amlip ICT organizations in Jordan.
Furthermore, the study can be applied in the pets@e of other developing
countries and across different organizational odste Varying cultural and
environmental contexts may reveal the identificatmf new factors that can be

incorporated in UTAUT.

Also, other developing countries can grasp the fitsrfeom this research from many
sides such as the instrument, research procestheotechniques. Although, the
facilitating conditions construct was not supporiedhis study, this can open doors
for further investigation of this construct and lséts impact on the actual use of
CBIS in decision making in other developing cowgrwith varying organizational

contexts. Moreover, longitudinal studies can bedoated by future researchers to
have a deeper insight into the issues related eptah and acceptance of CBIS in

decision making.
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Phone

© o NG A0

B
()

12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.

@Your Service

01 Tracks

4P'S Integrated Marketing Communications
Abu Ghazaleh & Co

Accelerator Technology Holdings

Access to Arabia

Adaptive Techsoft

Al Failg for Information Technology

Al Nasher Technical Services

. Al Urdonia Lil Ebda
. Anchor for Project Management Consultancy —

APMC

Arab Academy for Microsoft Technologies
Arab Advisors Group

Arab Web Directory

Arabia Cell

Arabian Office Automation Company
Arabic Pearl Internet Portal

Aramex International Courier

Arco-TT

Artelco

Aspire Services

Beecell-Al-Mutatwera for Mobile Applications
Beladcom

Believe Soft

Blink Communications

(6) 581-7796
(6) 554-1931
(6) 581-9980
(6) 510-0600
(6) 593-9094
(6) 568-6588
(6) 516-2001
(6) 567-7664
(6) 569-4861
(2) 739-1529

(6) 568-7540
(6) 581-9554
(6) 582-8849
(6) 585-4866
(6) 581-0201
(6) 552-2298
(6) 569-2232
(6) 551-5111
(6) 565-4055
(6) 464-7062
(6) 516-3208
(6) 586-1730
(6) 554-3143
(6) 533-5152
(6) 569-0997

Blue Energy for Advanced Technologies BEAT(6) 463-7266

Business Plus Plus
Central E-Commerce Co.Ltd - Jormall.com
Cisco Systems International
Code Name\\Pro
CompuBase International
Computer & Communications Systems
Computer Networking Services
Convergence Consulting & Technology
CRM JO
CrysTelCall
Cubic Art Technologies
Dakessian Consulting
Dama Max
Data Consult
230

(6) 568-5095
(6) 582-3961
(6) 460-4400
(6) 400-2939
(6) 560-1150
(6) 534-4088
(6) 553-5733
(6) 556-0386
(6) 565-4730
(6) 500-1333
(6) 515-0160
(6) 567-6393
(6) 577-7733
(6) 565-2291



41.
42.
43.
44,
45,
46.
47.
48.
49,
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.
79.
80.
81.

Dot.jo

Eastern Networks

Echo Technology

EDATA Technology and Consulting
Electronic Health Solutions
Electronic Source Solutions (eSource)
Elite Information & Systems
Ericsson AB

Esense Software

ESKADENIA Software

Estarta Solutions

E-tech Systems

Extensya

Focus Solutions

Foursan Group

Fourth Dimension Systems

Future Applied Computer Technology
Gate2Play

General Computers & Electronics
Global Technology

Globitel

Grapheast Jordan

High Performance Distribution
Huawei

ibsPoint

Ideation Box

Imagine Technologies

Indma Software

info2cell

Infograph

Information Technology Planet - ITP
Insight Business Solutions
Integrated Standard Solutions
Integrated Technology Group
International Data Exchange
International Turnkey Systems
Intracom Jordan

Iris Guard

IT Security Training and Solutions (ITS2)
Jabbar Internet Group

JADEER Training
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(6) 554-4889
(6) 567-9626
(6) 461-2095
(6) 551-4014
(6) 580-0461
(6) 533-2705
(6) 581-7772
(6) 554-0787
(6) 535-2211
(6) 551-0717
(6) 533-0751
(6) 515-2172
(6) 577-7700
(6) 554-4978
(6) 562-4562
(6) 553-2900
(6) 551-5155
(6) 550-7887
(6) 551-3879
(6) 567-8110
(6) 530-0130
(6) 585-2101
(6) 582-1226
(6) 554-0280
(6) 515-3653
(6) 581-4487
(6) 551-5383
(6) 583-3783
(6) 553-1140
(6) 560-3546
(6) 551-7731
(6) 461-6025
(6) 551-3581
(6) 461-8133
(6) 551-5333
(6) 554-5535
(6) 460-3333
(6) 580-8777
(6) 537-0512
(6) 582-1236
(6) 565-2318



82. Javna Wireless Software Solutions
83. Jeeran for Software Development
84. Jordan Business Systems JBS

85. Jordan Data Systems

86. JOSAFE

87. Ketab Technologies Ltd.

88. KeySoft

89. Khalifeh & Partners

90. Kharabeesh

91. King Abdullah 1l Fund for Development

92. Kinz for Information Technology
93. Kulacom

94. LEMS JORDAN

95. Life-Long Medical

96. Logicom Jordan L.L.C
97. Luminus Group

98. Mada Communications
99. Manaf Soft
100MAYSALWARD (MRD)
101MediaScope
102MenalTech

103 Microsoft

104 Mirsal

105Mixed Dimensions

106 Mobile Interactive Technologies (MIT)

107 MobileCom

108 Modern Scientific & Electronic co
109Motorola Jordan

110Mstart

111 National Company for Employment Services (

Akhtaboot )

112 National Health Insurance Administration Co.-

Nathealth
113National Net Ventures (N2V)
114NCR Corporation
115NewTek Solutions
116 Nuqul Group
1170asis 500
118 Offtec Group

1190mniyat for IT and Business Management

Solutions
1200ptimiza Academy

232

(6) 585-8193
(6) 582-5593
(6) 500-0999
(6) 550-2000
(6) 552-9340
(6) 551-5936
(6) 551-9363
(6) 566-4750
(6) 568-5922
(6) 582-2820
(6) 553-2484
(6) 250-0000
(554) 240-1

(6) 533-5152
(6) 551-3400
(6) 579-9040
(6) 553-2625
(6) 585-3366
(6) 470-8899
(5) 534-029

(6) 554-5314
(6) 550-3444
(6) 581-5707
(6) 533-5152
(6) 552-0750
(6) 460-6722
(6) 585-0386
(6) 553-0643
(6) 582-7334

(6) 577-7500

(6) 551-1010
(6) 582-0515
(6) 500-2044
(6) 516-5300
(6) 465-2688
(6) 580-5460
(6) 464-2724

(6) 537-6537
(6) 515-7193



121 Optimiza Group (6) 562-9999

122 Oracle Systems Ltd (6) 520-0800
1230range (6) 460-6722
124 Oriented Solutions (6) 553-3183
1250rigin Training & Technical Consultancy

(OTrain) (6) 554-3470
126 OutSource (6) 500-7377
127 Parallel Perspective Management Consulting

Company (6) 592-1851
128 Pinnacle Business and Marketing Consulting (6) 554-0856
129 Pioneers Information Technologies Co (6) 551-4127

(77) 777-

130Pixels Media 2050
131 Practech (6) 533-5152
132 Principle Advanced Communication Technologip) 560-4783
133Pro Technology (6) 560-6676
134 ProgressSoft Corporation (6) 562-3000
135Quality Business Solutions (QBS) (6) 569-4884
136 Quirkat (6) 585-8912
137Reach Group (6) 566-3127
138 RealSoft (6) 516-0484
139Right Pixels (6) 566-1783
140Rubicon Holding (6) 582-4953
141 Rubikomm Telecom Solutions (6) 565-6110
142 Sanad Law Group (6) 566-0511
143Savvytek (6) 565-5266
144 Semantic Intelligent Technology "SIT" (6) 568-8462
145Sermon Business Solutions (6) 534-5371
146 Shnoudi Trading Co (STC) (6) 551-6388
147Shoofee TV (6) 461-0070
148 Sigma Soft Inc (6) 551-2921
149 Signal Communications (6) 585-4140
150.Smart Cube Information Technology (6) 592-5604
151 Specialized Data Base Technologies ( Palco ) (6) 582-6602
152 Specialized Technical Services (6) 580-2626
153.Spring Field (6) 565-2317
154 Spring Web Technologies (6) 462-2536
155.SSSProcess (6) 585-7553
156.Stella Design (6) 566-3317
157 Strategic Center for Organizational Performance

Improvement (SCOPI) (6) 551-5993
158 Sukhtian Group (6) 568-8888
159.Synaptic Technologies (6) 552-3638
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160Systems And Electronic Development FZCO
161 TakTek Games
162.TDM Group

163TE Data Jordan
164.Technology Labs for Software Industry-
TEKLABZ

165.Technosys
166.TeleFinity

167.The Online Project - Modern Media
168.Trans Jordan for informaiton Technology &
Development

169.Umniah Mobile Company
170Unicom Technology Services
171United Technology Solutions
172Viacloud Jordan

173Virtecha

174VTEL Holdings Company
175What is Next? for Business Solutions
176 Wheels Express

177Wizards Productions

178 World Software Co.
179Wunderman Digital

180.Yahoo Arabia

181.Y-Consult

182Zain

183Zaki Al Ghul

184 Zurich for Software Development
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(6) 553-3832
(6) 462-0944
(6) 551-7128
(6) 580-0333

(6) 533-5152
(6) 553-8110
(6) 534-9110
(6) 465-8209

(6) 5655112
(6) 500-5000
(6) 566-2932
(6) 552-3638
(6) 585-8711
(6) 552-0750
(6) 566-9834
(6) 533-4478
(6) 551-5150
(6) 464-0648
(6) 524-0119
(6) 553-0421
(6) 550-6120
(6) 585-7720
(6) 554-6666
(6) 516-5632
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QUESTIONNAIRE

Research survey

Dear Sir/Madam:

This is a research in theSystematic Approach to Measure Computer Based

Information System Acceptance in Decision Making for Organizationsin Jordan”,

for a PhD student. Firstly we would thank you faarticipating and your time.

Please respond to all of the questions. We areefgtatvith thankful for your

collaboration, all responses will be only for acaderesearch.

Part A: Demographic Information

1.

2.

Age o 24-34 o 35-45 o 46 and above

Gender : o Male o Female

Education Level : o Undergraduate o Postgraduate

managerial Level : o Top o Middle o Low

your organization sizex Small o Middle o Large

Your experience in this organization or other oigatons:

o 1-4 years o 5-9 years o 10- 14 years o over 14 years

Are you using CBIS in processing your decisioneriganization? o Yes o No
Your using the CBIS in your organization is o voluntary o Mandatory
How many hours per week you are using CBIS in ywganization to make

decisions? o 1-4 Hs 0 5-9 Hs 0 10- 14 Hs o over 14 Hs

Part B: Questionnaire

Please, circle the appropriate number since thevislg guides you:

1= means strongly Disagree 2 FsBgree 3= Disagreengnvhat
4 = Undecided (Neutral) 5gfee Somewhat 6 Agree
7= Strongly Agree
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Part B: Questionnaire

1. | l'would _find_the CBIS u_sefu_l indecisionmaking |1 |2 |3 |4 | 5| 6| 7
processing in my organization.
2. | Using the CBIS enables me to accomplishdecisjagh |2 | 3 | 4| 5| 6] 7
processing more quickly..
Using the CBIS increases my productivity. 1|2 6| 7
PE Using the CBIS will significantly increase the 1123 5| 6| 7
quality of my decisions.
5. | If luse the CBIS, | will increase my chancesof |1 |2 |3 | 4| 5| 6| 7
getting better decisions
6. | | expect my interaction with the CBISwouldbe |1 |2 |3 | 4| 5| 6] 7
clear and understandable.
7. | It would be easy for me to become skillfulangs |1 |2 |3 | 4| 5| 6] 7
EE the (CBIS) system.
8. | I'would find the (CBIS) system easy to use. 112 |3|4|5]| 6| 7
| expect CBIS to be flexible to interact with. 112 3|45 6] 7
10. | Learning to operate the CBIS is easy for me. 112 |3 (4|5 6] 7
11. | Working with the CBIS is not difficult; itisssyto (1 |2 |3 | 4| 5| 6| 7
understand how to use it.
12. | People who influence my behavior thinkthat! (1 |2 |3 | 4| 5| 6| 7
should use the CBIS.
13. | People who are important to me think thatustho |1 |2 | 3 | 4 | 5| 6| 7
Sl use the CBIS.
14. | The senior management of this organizationhags1 |2 | 3 | 4 | 5| 6| 7
been helpful in the use of the CBIS.
15. | In general, the organization has supportediseeof| 1 |2 | 3 | 4 | 5| 6| 7
the CBIS.
16. | | have the resources necessarytousetheCBIS{1 |2 |3 | 4| 5| 6| 7
17. | I have the knowledge necessarytousetheCBI$.1 |2 |3 | 4| 5| 6| 7
18. | The CBIS is compatible with other systemsluse1 |2 | 3 | 4| 5| 6| 7
19. | A specific person (or group) is available for 112 |3|4|5| 6| 7
FC assistance with CBIS difficulties.
20. | Guidance will be available to meintheusageo |1 |2 |3 | 4| 5| 6] 7
CBIS.
21. | lintend to use the CBIS inthe nextfewmenth |1 |2 |3 | 4| 5| 6| 7
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22. | | predict | would use the CBIS inthe next4mtis. | 1 | 2 | 3 5| 6] 7
BIU 23. | | plan to use the CBIS in the next 3 months. 112 6| 7
24. | Assuming | have access to the CBIS, | interusto| 1 | 2 6| 7
it in decision making process.
25. | Given that | have accesstothe CBIS, Ipratat! |1 |2 |3 | 4| 5| 6] 7
would use it in decision making process.
26. | luse the CBIS in processing decisions in my 112 |3|4|5]| 6| 7
organization.
AUS | 27. | luse the CBIS in processing decisions for 112 |3|4|5]| 6| 7
organizational level and non-organizational level
28. | Other users in my organization are usingCBISi|1 |2 |3 | 4| 5| 6] 7
processing decisions.
29. | Decision making Process consists of severpsste 1 |2 | 3 | 4| 5| 6| 7
For each of the following steps (a-e) what you
consider to be valuable for CBIS
DMP a. ldentify problem or issue.
30. | b. Generating alternative courses of action. 112 |3|4|5]| 6| 7
31. | c.Evaluating the outcomes. 112 |3|4|5| 6| 7
32. | d. Ranking the alternatives and choosingone. |1 |2 |3 | 4| 5| 6| 7
33. | e. implementing the chosen alternative. 112 |3|4|5]| 6| 7
34. | Time factor is necessary to be noticedindaeis |1 |2 |3 | 4| 5| 6] 7
making process.
TIME | 35. | Time as a factor in decision making proces,wi|1 (2 [ 3 | 4| 5| 6| 7
help decision makers to achieve decisions betién an
faster.
36. | Including time factor in decision makingproges |1 |2 |3 | 4| 5| 6] 7
brings a lot of benefits.
37. | Cost factor is necessary to be noticedindetis |1 |2 |3 | 4| 5| 6| 7
making process.
COST | 38. | Decision makers, who ignore cost factor for 112 |3|4|5| 6| 7
decision making process, normally have problems
in their organizations.
39. | Including cost factor in decision makingpreces |1 |2 |3 | 4| 5| 6] 7

brings a lot of benefits.
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RISK

40.

High-risk factor is necessary to be noticed in 1

decision making process.

41.

Decision makers, who ignore high-risk factor in | 1
decision making process, normally have problems

in their organizations.

42.

Including high-risk factor in decision making 1

process brings a lot of benefits.

BNFT

43.

Benefits factor is necessary to be noticed in 1

decision making process.

44,

Benefits factor in decision making processltesu | 1

good decisions.

45,

Including benefits factor in decision makinggess| 1

brings a lot of advantages.

RES

46.

Resource factor is necessary to be noticed in 1

decision making process.

47.

Resources as a factor in decision making psoces 1

results good decisions.

48.

Including resources factor in decision making 1

process brings a lot of advantages.

Thank you for your cooperation
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Appendix C

The Arabic Version of the Questionnaire
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Appendix D

The Reliability Tables for items per each Constructrom the Pilot Study
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Time

Time Items questionnaire: Corrected Cronbach's
Item-Total Alpha if Item
Correlation Deleted
TIME34 Time factor is necessary to be noticed in 761 .844
decision making process.
TIME35 Time as a factor in decision making proc 773 .836
will help decision makers to achieve
decisions better and faster.
TIME36 Including time factor in decision making .788 .817
process brings a lot of benefits.
Cost
Cost Items guestionnaire: Corrected Cronbach's
Item-Total Alpha if Item
Correlation Deleted
COST3iCost factor is necessary to be noticed in .612 .801
decision making process.
COST3EDecision makers, who ignore cost factor .684 .730
decision making process, normally have
problems in their organizations.
COST3¢Including cost factor in decision making 713 .706
process brings a lot of benefits.
Risk (High-Risk)
Risk (High-Risk) items questionnaire: Corrected Cronbach's
Item-Total Alpha if Item
Correlation Deleted
RISK40High-risk factor is necessary to be notice .709 .706
in decision making process.
RISK41 Decision makers, who ignore high-risk .609 .810
factor in decision making process, norma
have problems in their organizations.
RISK42Including high-risk factor in decision .690 725

making process brings a lot of benefits.
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Benefits

Benefits items questionnaire: Corrected Cronbach's
Item-Total Alpha if Item
Correlation Deleted
BNFT43Benefits factor is necessary to be noticec .807 .822
decision making process.
BNFT44 Benefits factor in decision making proces 745 877
results good decisions.
BNFT45Including benefits factor in decision maki .801 .829
process brings a lot of advantages.
Resources
Resources items questionnaire: Corrected  Cronbach’s
Item-Total Alpha if ltem
Correlation Deleted
RES4€Resource factor is necessary to be noticed in .825 .869
decision making process.
RES47Resources as a factor in decision making proc T77 912
results good decisions.
RES4¢Including resources factor in decision making .866 .834
process brings a lot of advantages.
Performance expectancy
Cronbach's

Performance expectancy items questionnaire:

Corrected  Alpha if
[tem-Total ltem
Correlation Deleted

PE1 | would find the CBIS useful in decision making pessing
in my organization.

PE2 Using the CBIS enables me to accomplish decision
processing more quickly.

PE3 Using the CBIS increases my productivity.

PE4 Using the CBIS will significantly increase the qgtabf my
decisions.

PES5 If | use the CBIS, | will increase my chances ottigg better
decisions

729

.617

.795
.812

.790

.880

.903

.865
.861

.866
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Effort expectancy

Effort expectancy items questionnaire: Corrected Cronbach’s
Item-Total Alpha if Item
Correlation Deleted
EE6 | expect my interaction with the CBIS woulc .683 .933
be clear and understandable.
EE7 It would be easy for me to become skillful a .848 913
using the (CBIS) system.
EE8 | would find the (CBIS) system easy to use. .824 916
EE9 | expect CBIS to be flexible to interact with. 779 922
EE10 Learning to operate the CBIS is easy for m .874 910
EE11 Working with the CBIS is not difficult; it is .790 .920

easy to understand how to use it.

Social influence

Corrected Cronbach's
ltem-Total Alpha if ltem

Social influence items questionnaire:

Correlation Deleted

SI12  People who influence my behavior think that | skdause the .704 .802
CBIS.

SI13  People who are important to me think that | shaige the 714 797
CBIS.

SI14  The senior management of this organization has bekaful in .681 811
the use of the CBIS.

SI15 In general, the organization has supported thefigee CBIS. .654 .822

Facilitating conditions

Corrected Cronbach's
Item-Total Alpha if Item

Facilitating conditions items questionnaire:

Correlation Deleted
FC16 | have the resources necessary to use the CBIS. .755 .859
FC17 I have the knowledge necessary to use the CBIS. 722 .870
FC18 The CBIS is compatible with other systems | use. .800 .850
FC19 A specific person (or group) is available for atssise .710 .870
with CBIS difficulties.
FC20 Guidance will be available to me in the usage of | .688 .875
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Behavior intention

Behavior intention items questionnaire:

Corrected Cronbach's

Item-Total Alpha if ltem
Correlation  Deleted

BlU21 | intend to use the CBIS in the next few months. .633 .831
BlU22 | predict | would use the CBIS in the next 4 months .662 .819
BIU23 | plan to use the CBIS in the next 3 months. .593 .836
BlU24 Assuming | have access to the CBIS, | intend toituse .783 .790
decision making process.
BIU25 Given that | have access to the CBIS, | predidt tha .660 .818
would use it in decision making process.
Actual use CBIS
Actual use CBIS items questionnaire: Corrected  Cronbach’s
Item-Total  Alpha if ltem
Correlation Deleted
AUS261 use the CBIS in processing decisions in my .694 .796
organization.
AUS271 use the CBIS in processing decisions for .766 .728
organizational level and non-organizational level.
AUS28 Other users in my organization are using CBIS in .670 .821
processing decisions.
Decision Making Process
Decision making process items questionnaire: Corrected Cronbach's

ltem-Total Alpha if ltem
Correlation Deleted

DMP29 Decision making Process consists of several .726

steps. For each of the following steps (a-e) wr
you consider to be valuable for CBIS a. Identil
problem or issue.

DMP30b. Generating alternative courses of action. .697
DMP31c. Evaluating the outcomes. 717

DMP32d. Ranking the alternatives and choosing one. .682

DMP33e. implementing the chosen alternative. 754

.853

.860
.855
.863
.846
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Appendix E

The Reliability Tables for items per each Constructrom the Main Study
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Time

Time Items questionnaire: Corrected Cronbach's
Item-Total Alpha if Item
Correlation Deleted
TIME34 Time factor is necessary to be noticed in .750 .849
decision making process.
TIME35 Time as a factor in decision making .782 .822
process, will help decision makers to
achieve decisions better and faster.
TIME36 Including time factor in decision making .780 .823
process brings a lot of benefits.
Cost
Cost Items questionnaire: Corrected Cronbach's
Item-Total Alpha if Item
Correlation Deleted
COST37Cost factor is necessary to be noticed in 724 .822
decision making process.
COST38Decision makers, who ignore cost factor .753 .795
decision making process, normally have
problems in their organizations.
COST39Including cost factor in decision making .743 .805
process brings a lot of benefits.
Risk (High-Risk)
Risk (High-Risk) items questionnaire: Corrected Cronbach's
Item-Total Alpha if Item
Correlation Deleted
RISK40 High-risk factor is necessary to be notice 762 .824
in decision making process.
RISK41 Decision makers, who ignore high-risk .755 .828
factor in decision making process, norme
have problems in their organizations.
RISK42 Including high-risk factor in decision .765 .819

making process brings a lot of benefits.
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Benefits

Benefits items questionnaire: Corrected Cronbach’s
Item-Total Alpha if Item
Correlation Deleted
BNFT43 Benefits factor is necessary to be noticer .702 .786
decision making process.
BNFT44 Benefits factor in decision making proces .718 770
results good decisions.
BNFTA45 Including benefits factor in decision maki .702 .786
process brings a lot of advantages.
Resources
Resources items questionnaire: Corrected  Cronbach’s
Item-Total Alpha if Item
Correlation Deleted
RES4€Resource factor is necessary to be noticed in .823 .878
decision making process.
RES47Resources as a factor in decision making proc .816 .882
results good decisions.
RES4¢Including resources factor in decision making .837 .865
process brings a lot of advantages.
Performance expectancy
Cronbach's

Performance expectancy items questionnaire:

Corrected  Alpha if
ltem-Total Item
Correlation Deleted

PE1 | would find the CBIS useful in decision making pessing
in my organization.

PE2 Using the CBIS enables me to accomplish decision
processing more quickly.

PE3 Using the CBIS increases my productivity.

PE4 Using the CBIS will significantly increase the gaabf my
decisions.

PES If I use the CBIS, | will increase my chances ottigg better
decisions

(57

.689

.837
.830

.813

.903

916

.887
.888

.891
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Effort expectancy

Effort expectancy items questionnaire: Corrected Cronbach’s
ltem-Total  Alpha if Item
Correlation Deleted
EE6 | expect my interaction with the CBIS would be cle: 770 .939
and understandable.
EE7 It would be easy for me to become skillful at usiheg .859 .928
(CBIS) system.
EE8 | would find the (CBIS) system easy to use. .834 931
EE9 | expect CBIS to be flexible to interact with. .832 932
EE10Learning to operate the CBIS is easy for me. .865 .928
EE11Working with the CBIS is not difficult; it is eadp .803 .935

understand how to use it.

Social influence

Social influence items questionnaire: Corrected ~ Cronbach’s
Item-Total Alpha if Item

Correlation Deleted

S112 People who influence my behavior think that | skdause the 77 .832
CBIS.

SI13 People who are important to me think that | shadd the 765 .837
CBIS.

S114 The senior management dig organization has been helpfu .739 .847
the use of the CBIS.

SI151n general, the organization has supported thefidee CBIS. .682 .868

Facilitating conditions

Facilitating conditions items questionnaire: ~ €orrected ltem-  Cronbach's

Total Alpha if Item
Correlation Deleted
FC16 | have the resources necessary to use the CE .736 .847
FC17 | have the knowledge necessary to use the C .710 .854
FC18 The CBIS is compatible with other systems | .700 .856
FC19 A specific person (or group) is available for 714 .853
assistance with CBIS difficulties.
FC20 Guidance will be available to me in the usage .699 .856

CBIS.
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Behavior intention

Behavior intention items questionnaire: Corrected  Cronbach's
ltem-Total Alpha if ltem
Correlation Deleted
BIU21 | intend to use the CBIS in the next few months. .688 .870
BIU22 | predict | would use the CBIS in the next 4 month 717 .861
BIU23 | plan to use the CBIS in the next 3 months. .687 .868
BlU24 Assuming | have access to the CBIS, | intend toitu .790 .845
in decision making process.
BIU25 Given that | have access to the CBIS, | predidt the 742 .856
would use it in decision making process.
Actual use CBIS
Actual use CBIS items questionnaire: Corrected  Cronbach's
Item-Total  Alpha if Iltem
Correlation Deleted
AUS26 | use the CBIS in processing decisions in my 754 .858
organization.
AUS27 | use the CBIS in processing decisions for .810 .808
organizational level and non-organizational level.
AUS28 Other users in my organization are using CBIS in .769 .845

processing decisions.

Decision making process

Decision making process items questionnaire:

Corrected Cronbach's

Item-Total Alpha if Item
Correlation Deleted

DMP29 Decision making Process consists of several
steps. For each of the following steps (a-e) wt
you consider to be valuable for CBIS a. Identit
problem or issue.

DMP30 b. Generating alternative courses of action.
DMP31 c. Evaluating the outcomes.
DMP32 d. Ranking the alternatives and choosing one.

DMP33 e. implementing the chosen alternative.

671

.655
.758
.766
751

.870

.873
.850
.847
.851
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Appendix F

The Confirmatory Factor Analysis (CFA) Stages befoe the Final Stage
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CFA for the constructs each alone:

chisquare= .000

df= 0

p= \p

normed chisquare= \cmindf
cfi= 1.000

rmsea= \rmsea

66
81 TIME34 @
86 74
TIME35
.86
74
TIME36 @
CFA for TIME

chisquare= .000

df= 0

p= \p

normed chisquare= \cmindf
cfi= 1.000

rmsea= \rmsea

80 COST371-

.84 71
COST38
.83

COST39%=

CFA for COST
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chisquare= .000

df= 0

p= \p

normed chisquare= \cmindf
cfi= 1.000

rmsea= \rmsea

84 RISK40

.83 .69
RISK41

.84 RISK42 |4

CFA for RISK

chisquare= .000

df= 0

p= \p

normed chisquare= \cmindf
cfi= 1.000

rmsea= \rmsea

79 BNFT43le

.82 .67
BNFT44
.79

BNFT45/«

CFA for BENEFITS

chisquare= .000

df= 0
p= \p
normed chisquare= \cmindf
cfi= 1.000
rmsea= \rmsea
77
88 RES46
87 .75
RES47 @
.90 RES48 21 @

CFA for RESOURCES
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chisquare= 71.603

df= 5

p= .000

Normed chisqaure= 14.321
cfi= .950

rmsea= .193

)

(0]
PE1

PE2
(0]

Performance

PE3

~

ot

5

PE4

0

1

PES

9

8

CFA for Performance Expectancy

chisquare= 156.315

df= 9
p= .000
Normed chisqaure= 17.368
cfi= .926
rmsea= .214
.64 e
EE6
EE7 e
77
EES
Effort .75
Expectanc
P Y EEQ
.75
EE10
.80
EE11 @
71

CFA for Effort Expectancy
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chisquare= 3.298

df= 2
p= .192
Normed chisqaure= 1.649
cfi= .998
rmsea= .043
.85 @
Si12 <—‘
.73
) SIi13
Social 71
Influence @
si14 <—‘
- .63

CFA for Social Influence

chisquare= 49.249

df= 5

p= .000

Normed chisqgaure= 9.850
cfi= .951

rmsea= .157

.80
FC16
64

FC17

b

59

Facilitating

FC18

Conditions 57

FC19

o

60

FC20

.57

CFA for Facilitating Conditions
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chisquare= 68.569

df= 5
p= .00O0
Normed chisqaure= 13.714
cfi= 937
rmsea= .188
.69
74
Behavioura -70

Intention
.90

.86

CFA for Behavior Intention to use CBIS

chisquare= .000

df= O

pP= \p

normed chisquare= \cmindf
cfi= 1.000

rmsea= \rmsea

.66
81 AUS26
.90 .81
AUS27
.83
70
AUSZ28 (e3)
CFA for Actual Use of CBIS
chisquare—= 55.012
df—= 5
p= .000
Normed chisgaure= 11.002
cfi= .948

rmsea—

Decision
Making
Process

CFA for Decision Making Process of CBIS
CFA for the independent constructs (Exogenous):
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chisquare= 214.730
df= 62
p= .000
@ 49 le1U21 normed chisquare= 3.463
70 cfi= .946
.55 ’
B|U22 rmsea= .083
51 .
@ BIU23
.79
@ BlU24
72
@ BIU25
.69
AUSZ6
.78
@ AUS27
.69
AU528
.50
DMP29
.49
DMPBO
.66
DMP31
.69
DMP32
.69
DMP33
CFA for the dependent constructs and mediationdtact
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Appendix G

The Facilitating Conditions (FC) Factor in the Find Model
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Appendix H

Other Outputs from SPSS and AMOS for the Study
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Other SPSS outputs for this study:

Descriptive statistics of the respondents (Dgraphics)

Age
Frequency Percent Valid Percent Cumulative Percent

Valid less than 35 162 45.0 45.0 45.0

from 35-45 129 35.8 35.8 80.8

46 and over 46 69 19.2 19.2 100.0

Total 360 100.0 100.0
Gender

Frequency Percent Valid Percent Cumulative Percent

Valid male 247 68.6 68.6 68.6

female 113 314 314 100.0

Total 360 100.0 100.0

Educational Level

Frequency Percent Valid Percent

Cumulative Percent

Valid Bachelor 251 69.7 69.7
Postgraduate 109 30.3 30.3
Total 360 100.0 100.0

69.7
100.0

Managerial Level

Frequency Percent Valid Percent

Cumulative Percent

Valid Low level 164 45.6 45.6
Middle level 112 311 311
Top level 84 23.3 23.3
Total 360 100.0 100.0

45.6
76.7
100.0
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Organization Size

Frequency Percent Valid Percent Cumulative Percent

Valid small 145 40.3 40.3 40.3

meddle 131 36.4 36.4 76.7

large 84 23.3 23.3 100.0

Total 360 100.0 100.0
Experience Level

Frequency  Percent Valid Percent Cumulative Percent

Valid 1-4 years 83 23.1 23.1 23.1

5-9 79 21.9 21.9 45.0

10-14 87 24.2 24.2 69.2

> 14 years 111 30.8 30.8 100.0

Total 360 100.0 100.0

The Actual use Hours of CBIS

Frequency Percent

Valid Percent

Cumulative Percent

Valid 1-4 hours 46
5-9 164
10-14 113
15-19 or above 14 37
Total 360

12.8 12.8
45.6 45.6
31.4 31.4
10.3 10.3
100.0 100.0

12.8
58.3
89.7
100.0

Voluntary/ Mandatory

Frequency Percent

Valid Percent

Cumulative Percent

Valid voluntary 243
mandatory 117
Total 360

67.5 67.5
32.5 32.5
100.0 100.0

67.5
100.0
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Descriptive statistics of the Variables:

Time
TIME34 TIME35 TIME36

N Valid 360 360 360

Missing 0 0 0
Mean 6.13 6.03 6.03
Std. Error of Mean .050 .054 .050
Median 6.00 6.00 6.00
Mode 7 6° 6
Std. Deviation .948 1.022 .950
Variance .899 1.044 .902
Skewness -1.209 -1.153 -1.174
Std. Error of Skewness 129 129 129
Kurtosis 1.626 1.303 1.623
Std. Error of Kurtosis .256 .256 .256
Range 5 5 5
Minimum 2 2 2
Maximum 7 7 7
Sum 2207 2169 2170

a. Multiple modes exist. The smallest value is shown.

Cost
COST37 COST38 COST39

N Valid 360 360 360

Missing 0 0 0
Mean 5.99 5.98 6.00
Std. Error of Mean .049 .050 .047
Median 6.00 6.00 6.00
Mode 6 6 6
Std. Deviation .928 .939 .891
Variance .861 .882 794
Skewness -.973 -1.045 -1.278
Std. Error of Skewness 129 129 129
Kurtosis 1.287 1.591 2.770
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Std. Error of Kurtosis .256 .256 .256

Range 5 5 5
Minimum 2 2 2
Maximum 7 7 7
Sum 2157 2151 2159

Risk (High Risk)

RISK40 RISK41 RISK42
N Valid 360 360 360
Missing 0 0 0
Mean 2.83 2.74 2.87
Std. Error of Mean .084 .076 .077
Median 2.00 2.00 2.00
Mode 2 2 2
Std. Deviation 1.587 1.447 1.467
Variance 2.520 2.093 2.153
Skewness .755 .685 .637
Std. Error of Skewness 129 129 129
Kurtosis -.193 -.253 -.366
Std. Error of Kurtosis .256 .256 .256
Range 6 6 6
Minimum 1 1 1
Maximum 7 7 7
Sum 1019 986 1033

Benefits
BNFT43 BNFT44 BNFT45
N Valid 360 360 360
Missing 0 0 0
Mean 6.06 6.06 6.10
Std. Error of Mean .049 .048 .050
Median 6.00 6.00 6.00

268



Mode 6 6 7
Std. Deviation .926 .918 .955
Variance .857 .843 913
Skewness -.806 - 773 -1.005
Std. Error of Skewness 129 129 129
Kurtosis .031 -.007 574
Std. Error of Kurtosis .256 .256 .256
Range 4 4 4
Minimum 3 3 3
Maximum 7 7 7
Sum 2183 2182 2195
Resources
RES46 RES47 RES48

N Valid 360 360 360

Missing 0 0 0
Mean 6.04 6.02 5.98
Std. Error of Mean .052 .054 .055
Median 6.00 6.00 6.00
Mode 6 7 6
Std. Deviation .985 1.030 1.038
Variance 971 1.061 1.078
Skewness -1.215 -1.100 -1.133
Std. Error of Skewness 129 129 129
Kurtosis 1.838 1.186 1.285
Std. Error of Kurtosis .256 .256 .256
Range 5 5 5
Minimum 2 2 2
Maximum 7 7 7
Sum 2173 2167 2153
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Performance Expectancy (PE)

PE1 PE2 PE3 PE4 PES
N Valid 360 360 360 360 360
Missing 0 0 0 0 0
Mean 5.86 5.85 591 5.88 5.85
Std. Error of Mean .051 .049 .049 .050 .050
Median 6.00 6.00 6.00 6.00 6.00
Mode 6 6 6 6 6
Std. Deviation .969 .924 930 .947 .947
Variance .939 .854 .864  .897 .897
Skewness -1.178 -970 -1.313 -1.185 -963
Std. Error of Skewness 129 129 129 129 129
Kurtosis 2246  2.042 3.121 2.499 1.679
Std. Error of Kurtosis .256 .256 256  .256 .256
Range 5 5 5 5 5
Minimum 2 2 2 2 2
Maximum 7 7 7 7 7
Sum 2110 2105 2129 2117 2106
Effort expectancy (EE)
EE6 EE7 EE8 EE9 EE10 EE11l
N Valid 360 360 360 360 360 360
Missing 0 0 0 0 0 0
Mean 585 5.81 581 5.73 5.79 5.76
Std. Error of Mean .050 .051 .054 .052 .050 .051
Median 6.00 6.00 6.00 6.00 6.00 6.00
Mode 6 6 6 6 6 6
Std. Deviation 947 974 1.023 .981 .947 .967
Variance 897 .948 1.047 .962 .897 .934
Skewness -963 -858 -974 -679 -972 -.753
Std. Error of Skewness 129 129 129 129 129 129
Kurtosis 1.763 1.122 1.401 .842 1.758 1.011
Std. Error of Kurtosis 256 .256  .256 .256 .256 .256
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Range 5 5 5 5 5 5

Minimum 2 2 2 2 2 2
Maximum 7 7 7 7 7 7
Sum 2106 2090 2091 2062 2084 2074

Social Influence (SI)

SI12 SI13 Sl14 SI15

N Valid 360 360 360 360
Missing 0 0 0 0
Mean 5.62 5.56 5.72 5.58
Std. Error of Mean .062 .064 .063 .062
Median 6.00 6.00 6.00 6.00
Mode 6 6 6 6
Std. Deviation 1.184 1.223 1.190 1.177
Variance 1.401 1.495 1.416 1.386
Skewness -1.258 -1.218  -1.455 -1.484
Std. Error of Skewness 129 129 129 129
Kurtosis 2.556 2.092 3.129 3.480
Std. Error of Kurtosis .256 .256 .256 .256
Range 6 6 6 6
Minimum 1 1 1 1
Maximum 7 7 7 7
Sum 2022 2002 2060 2010

Facilitating Conditions (FC)

FCl16 FC17 FC18 FC19 FC20

N Valid 360 360 360 360 360
Missing 0 0 0 0 0
Mean 512 5.04 490 5.11 5.15
Std. Error of Mean .067 .066 .062 .062 .060
Median 500 5.00 5.00 5.00 5.00
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Mode 6 6 5 6 6
Std. Deviation 1.274 1.247 1.180 1.169 1.130
Variance 1.623 1.556 1.392 1.366 1.277
Skewness -.662 -510 -363 -360 -525
Std. Error of Skewness 129 129 129 129 129
Kurtosis 247 057 -135 -.568 .189
Std. Error of Kurtosis 256  .256 .256 .256 .256
Range 6 6 6 5 6
Minimum 1 1 1 2 1
Maximum 7 7 7 7 7
Sum 1844 1813 1765 1841 1855
Behavior Intention to use CBIS
BlU21 BIU22 BIU23 BIU24 BIU25
N Valid 360 360 360 360 360
Missing 0 0 0 0 0
Mean 593 6.08 6.08 5.90 5.90
Std. Error of Mean .050 .045 .046 .043 .043
Median 6.00 6.00 6.00 6.00 6.00
Mode 6 6 6 6 6
Std. Deviation 941 847 872 .820 .822
Variance .886 .717 .760 .672 .675
Skewness -621 -879 -1.008 -723 -.782
Std. Error of Skewness 129 129 129 129 129
Kurtosis -022 .811 1567 910 1.010
Std. Error of Kurtosis .256 .256 .256 .256 .256
Range 4 4 5 4 4
Minimum 3 3 2 3 3
Maximum 7 7 7 7 7
Sum 2134 2190 2187 2123 2124
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Actual use of CBIS

AUS26  AUS27 AUS28
N Valid 360 360 360
Missing 0 0 0
Mean 6.05 6.08 6.04
Std. Error of Mean .053 .055 .056
Median 6.00 6.00 6.00
Mode 6 7 7
Std. Deviation 1.014 1.052 1.054
Variance 1.028 1.107 1.110
Skewness -1.439 -1.509 -1.380
Std. Error of Skewness 129 129 129
Kurtosis 2.836 2.697 2.241
Std. Error of Kurtosis .256 .256 .256
Range 5 5 5
Minimum 2 2 2
Maximum 7 7 7
Sum 2178 2190 2173

Decision making factor (DMP)

DMP29 DMP30 DMP31 DMP32 DMP33

Mean

Std. Error of Mean
Median

Mode

Std. Deviation
Variance

Skewness

Std. Error of Skewness
Kurtosis

Std. Error of Kurtosis

Valid

Missing

360 360
0 0
6.03 6.11
.051 .051
6.00 6.00
6 7
971 .964
943 .929
-1.290 -1.294
129 129
2375  2.189
.256 .256
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360

0
6.14
.053
6.00

7

1.003
1.006

-1.348

129
2.003
.256

360

0
6.02
.056
6.00

7

1.057
1.117
-1.292
129
2.124
.256

360

0
5.96
.058
6.00

1.091
1.191
-1.100
129
1.380
.256



Range 5 5 5 6 6

Minimum 2 2 2 1 1
Maximum 7 7 7 7 7
Sum 2171 2200 2210 2167 2146

Other AMOS outputs for this study:

Analysis Summary:

Date and Time:
Date: 16 -9-2011
Time: 09:38:04-

Title
model_final: 16 -9-2011

AMOS software Version 16.0

In the beginnings the notes here are from th€&O&\$oftware output.
Notes for Group (Group number 1):
Notes refer to single group or group numberl fos imodel.
The model is recursive. In brief mean no vaeahlthe model has effect on itself

Model Generating (360) with Standardized Estimates
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Your model contain the following variables (Group 1)

Final Generated Model

Py
v 17
64
@ 853

€3

() 7 BB

80 _Iompailets—619
i
1

7

chisquare=

NFI= 911

& @

.70

.82

rmsea=

.52

p=
normed chisquare=

804.862
df= 606

.000
1.328

cfi= .976
, TLI= .974
RFI= .902

.67

‘PE4HPE3HPE2HPE1‘

72 ™PMP29 '54
%
69
83 _lAus26 €2)

88 .78

& o AUs28l 4 €23

76
BIU22 #58

7

CACT o

.84

72

.82

[ si4 |

[sns] [snz|

.61

Your model contains the following variables (Groupnumber 1)

Observed, endogenous variables

TIME36
TIME35
TIME34
COST37
COST38
COST39
BNFT43
BNFT44
BNFT45
DMP33
DMP31
DMP30
DMP29
AUS26
AUS27
AUS28

Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
Observed, endogenous
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BlU21 Observed, endogenous

BlU22 Observed, endogenous
BIU23 Observed, endogenous
BlU24 Observed, endogenous
PE4 Observed, endogenous
PE3 Observed, endogenous
PE2 Observed, endogenous
PE1 Observed, endogenous
EE10 Observed, endogenous
EE9 Observed, endogenous
EES8 Observed, endogenous
EE7 Observed, endogenous
Sl12 Observed, endogenous
SI13 Observed, endogenous
Sl14 Observed, endogenous
RISK42 Observed, endogenous
RISK41 Observed, endogenous
RISK40 Observed, endogenous
RES46 Observed, endogenous
RES47 Observed, endogenous
RES48 Observed, endogenous

Unobserved, endogenous variables

Decision making Process (DMP) Unobserved, endogen
Actual use of CBIS (AUCBIS) Unobserved, endogenous
Behavior Intention to use CBIS (BI) Unobserveaaj@yenous

Unobserved, exogenous variables

el Unobserved, exogenous
e2 Unobserved, exogenous
e3 Unobserved, exogenous
ed Unobserved, exogenous
eb Unobserved, exogenous
e6 Unobserved, exogenous
el0 Unobserved, exogenous
Benefits
ell Unobserved, exogenous
el2 Unobserved, exogenous
el6 Unobserved, exogenous
el8 Unobserved, exogenous
el9 Unobserved, exogenous
e20 Unobserved, exogenous
e2l Unobserved, exogenous
e22 Unobserved, exogenous
e23 Unobserved, exogenous
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e24
e25
e26
e27
e35
e36
e37
e38
e39
e40
e4l
e42
Social Influence (SI)
e44
e45
e46
e9
R1
Performance Expectancy (PE)

Time
e8
R2
R3

RISK

Cost

Effort Expectancy (EE)
e’
e47
e48
e49

Resources (Res)

Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous

Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous

Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous

Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous
Unobserved, exogenous

Variable counts (Group number 1)

Number of variables in your model: 88
Number of observed variables: 37
Number of unobserved variables: 51
Number of exogenous variables: 48
Number of endogenous variables: 40

Parameter summary (Group number 1)

Weights Covariances Variances Means Intercepts Total

Fixed 51 0
Labeled 0 0
Unlabeled 36 13
Total 87 13

0 0 0 51
0 0 0 0
48 0 0 97
48 0 0 148
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Scalar Estimates (Group number 1 - Default model)

The Competing Model

Sample Size 360

Maximum Likelihood Estimates (MLE)

Regression Weights: (Group numbebD&fault model)

Estimate S.E. C.R. P
Bl <--- EE .296 .051 5.858 *hx
Bl <--- SI .264 .037 7.117 *hx
Bl <--- PE 290 .051 5.691 *hx
AUCBIS <--- BI 759 .071 10.763 *hx
DMP <--- Time .260 .055 4.682 *hx
DMP <--- AUCBIS 226 .041 5.492 *hx
DMP <--- Benefits 229 .057 4.005 el
DMP <--- RISK -.078 .028 -2.736 .006
DMP <--- Cost 280 .062 4.525 Frx
DMP <--- Res 147 .049 3.000 .003
BNFT44 <--- Benefits 1.000 .067 14.887 Frx
DMP30 <--- DMP .869 .069 12.518 Frx
AUS26 <--- AUCBIS 1.000
AUS27 <--- AUCBIS 1.098 .057 19.263 *rx
AUS28 <--- AUCBIS 1.043 .057 18.211 *rx
BlUu21 <--- BI 1.000
BlU22 <--- BI .890 .061 14.650 Frx
BlU23 <--- BI .883 .063 14.061 *hx
BlU24 <--- BI 915 .058 15.644 *hx
Sl12 <--- Sl 1.000
SI13 <--- Sl 1.062 .060 17.761 *hx
Sl14 <--- Sl 928 .057 16.157 *hx
TIME35 <--- Time 1.062 .057 18.596 *hx
RISK42 <--- RISK 1.000
COST39 <--- Cost 997 .061 16.401 *hx
COST37 <--- Cost 1.000
COST38 <--- Cost 1.058 .064 16.486 *hx
BNFT45 <--- Benefits 1.029 .070 14.768 *hx
BNFT43 <--- Benefits 1.000
DMP33 <--- DMP 1.000
DMP31 <--- DMP 1.000 .072 13.848 el
DMP29 <--- DMP .902 .070 12.906 el
PE1 <--- PE 1.002 .055 18.351 el
PE2 <--- PE .842 .055 15.318 el
PE4 <--- PE 1.000
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Estimate S.E. C.R. P
PE3 <--- PE 1.061 .051 20.909 il
RISK40 <--- RISK 1.072 .061 17.486 il
RISK41 <--- RISK 963 .056 17.280 il
EE10 <--- EE 1.000
EE7 <--- EE 1.059 .049 21.778 il
EES8 <--- EE 1.127 .051 22.285 il
EE9 <--- EE 1.077 .049 22.170 il
TIME36 <--- Time 1.000
TIME34 <--- Time 978 .053 18.433 ok
RES47 <--- Res 1.026 .046 22.139 ok
RES48 <--- Res 1.061 .046 22.995 ok
RES46 <-- Res 1.000
Standardized Regression Weights: (Groupbmar 1 - Default model)
Estimate
Bl <--- EE .329
Bl <--- Sl .362
Bl <--- PE .316
AUCBIS <--- Bl .654
DMP <--- Time .276
DMP <--- AUCBIS 251
DMP <--- Benefits 222
DMP <--- RISK -.127
DMP <--- Cost 273
DMP <--- Res .168
BNFT44 <--- Benefits .806
DMP30 <--- DMP 713
AUS26 <--- AUCBIS .833
AUS27 <--- AUCBIS .882
AUS28 <--- AUCBIS .836
BlU21 <--- BI 72
BlU22 <--- BI .764
BIU23 <--- Bl 737
BlU24 <--- Bl 811
Sl12 <--- Sl .843
SI13 <--- Sl .866
Sl14 <--- Sl 778
TIME35 <--- Time .843
RISK42 <--- RISK .847
COST39 <--- Cost .832
COST37 <--- Cost .801
COST38 <--- Cost .837
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Estimate

BNFT45 <--- Benefits .796
BNFT43 <--- Benefits .799
DMP33 <--- DMP 726
DMP31 <--- DMP .795
DMP29 <--- DMP .736
PE1 <--- PE .820
PE2 <--- PE 722
PE4 <--- PE .837
PE3 <--- PE .904
RISK40 <--- RISK .839
RISK41 <--- RISK .827
EE10 <--- EE .853
EE7 <--- EE .878
EES <--- EE .889
EE9 <--- EE .887
TIME36 <--- Time .854
TIME34 <--- Time .837
RES47 <--- Res .870
RES48 <--- Res .892
RES46 <--- Res .886
Covariances: (Group number 1 - Defamtidel)
Estimate S.E. C.R. P
SlI <--> PE 183 .048 3.786 bkl
Time <--> RISK -.226 .062 -3.623 bkl
RISK <--> Cost -.229 .058 -3.928 bkl
Benefits <--> Cost 194 037 5.243 ok
SI <--> EE 236 .050 4.743 bkl
PE <--> EE 336 .043 7.743 fa
Benefits <--> Time 218 .040 5.476 Fkk
Time <--> Cost 316 .043 7.373 e
Cost <--> Res 295 .044 6.774 e
RISK <--> Res -166 .065 -2.559 .011
Benefits <--> Res .300 .044 6.805 Fkk
Time <--> Res 317 .046 6.836 e
Benefits <--> RISK -.143 .057 -2.502 .012
Correlations: (Group number 1 - Defanibdel)
Estimate
Si <--> PE .233
Time <--> RISK -.225
RISK <--> Cost -.249
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Estimate

Benefits <--> Cost .354
Sl <--> EE .294
PE <--> EE 527
Benefits <--> Time .365
Time <--> Cost .525
Cost <--> Res 457
RISK <--> Res -.153
Benefits <--> Res .466
Time <--> Res .450
Benefits <--> RISK -.156
Variances: (Group number 1 - Default ralpd
Estimate S.E. C.R. P

Benefits

Sl
PE
Time
RISK
Cost
EE
Res
R2
R3
R1
el
e2
e3
e4
eb
e6
elo
ell
el2
el6
el8
el9
e20
e2l
e22
e23
e24
e25
e26
e27

.545
.992
.626
.656

1.

539

.551
.650
.759
.226
407
.208
243
.301
.269
.307
.263
244
.309
.295
.333
521
337
424
.399
314
.246
334
.357
.298
347
229
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.065
107
.066
.068
.164
.064
.066
.073
.031
.049
.033
.028
.033
.029
.031
.031
.028
.034
.034
.037
.047
.034
.038
.037
.033
.032
.035
.033
.027
.031
.023

8.431
9.286
9.496
9.627
9.359
8.666
9.908
10.410
7.289
8.390
6.236
8.621
9.036
9.271
9.763
8.603
8.793
8.986
8.770
9.069
11.065
9.766
11.237
10.919
9.646
7.666
9.555
10.791
10.925
11.315
9.991

*k*k

*k*k

*k*k

*k*k

*k%k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*%k*k

*%k*k

*%k*k

*%k*k

*%k*k

*%k%k

*%k%k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k

*k*k



Estimate S.E. C.R.

e35
e36
e37
e38
e39
e40
e4l
e42
edq
e45
e46
e9

e8

e’

e47
e48
e49

.268
157
408
.307
244
.205
218
217
405
372
.557
.607
.661
744
.209
.258
.220

.026
.021
.034
.029
.023
.021
.023
.022
.049
.051
.054
.074
.073
.087
.024
.028
.026

10.176
7.358
11.965
10.608
10.782
9.746
9.642
10.075
8.327
7.313
10.376
8.199
8.991
8.516
8.637
9.373
8.324

*k*k

*k*k

*k%k

*k*k

*k%k

*k*k

*k*k

*k*k

*%k*k

*k*k

*%k*k

*k%k

*%k*k

*%k*k

*%k%k

*k*k

*k*k

Squared Multiple Correlations(SMC): (Group numberRefault model)

Estimate
Bl 572
AUCBIS 427
DMP 641
RES48 .795
RES47 .756
RES46 .784
RISK40 .704
RISK41 .683
RISK42 717
Sl14 .605
SI13 .750
Sl12 .710
EE7 770
EES 791
EE9 .786
EE10 127
PE1 672
PE?2 521
PE3 .818
PE4 .700
BlU24 .658
BlU23 543
BlU22 584
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Estimate

BlU21 597
AUS28 .698
AUS27 A77
AUS26 .694
DMP29 541
DMP30 .508
DMP31 .632
DMP33 527
BNFT45 .634
BNFT44 .649
BNFT43 .638
COST39 .692
COST38 701
COST37 .642
TIME34 .700
TIME35 711
TIME36 729
Matrices (Group number 1 - Default model):
Total Effects (Group nhumber 1 - Default model)
Res EE Cost RISK Time PE S| Benefits Bl AUCBIS DMP
.000 .296 .000 .000 .000 .290 .264 .000 .000 .000 .000
AUCBIS .000 .225 .000 .000 .000 .220 .200 .000 .759 .000 .000
147 051 280 -.078 .260 .050 .045 229 172 226 .000
Standardized Total Effects (Group number 1 - Defanddel)
Res EE Cost RISK Time PE Sl Benefits Bl AUCBIS DMP
.000 .329 .000 .000 .000 .316 .362 .000 .000 .000 .000
AUCBIS .000 .215 .000 .000 .000 .207 .237 .000 .654 .000 .000
168 .054 273 -127 .276 .052 .059 222 .164 251  .000
Direct Effects (Group number 1 - Default model)
Res EE Cost RISK Time PE S| Benefits Bl AUCBIS DMP
.000 .296 .000 .000 .000 .290 .264 .000 .000 .000 .000
AUCBIS .000 .000 .000 .000 .000 .000 .000 .000 .759 .000 .000
147 000 .280 -.078 .260 .000 .000 229 .000 226 .000
Standardized Direct Effects (Group number 1 - Difanodel)
Res EE Cost RISK Time PE SI Benefits Bl AUCBIS DMP
.000 .329 .000 .000 .000 .316 .362 .000 .000 .000 .000
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Res EE Cost RISK Time PE SlI
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Benefits Bl AUCBIS DMP
AUCBIS .000 .000 .000 .000 .000 .000 .000 .000 .654 .000 .000
DMP .168 .000 .273 -.127 .276 .000 .000 222 .000 251 .000
Indirect Effects (Group number 1 - Default model)
Res EE Cost RISK Time PE S| Benefits Bl AUCBIS DMP
Bl .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
AUCBIS .000 .225 .000 .000 .000 .220 .200 .000 .000 .000 .000
DMP .000 .051 .000 .000 .000 .050 .045 .000 .172 .000 .000
Standardized Indirect Effects (Group number 1 -aD&fmodel)
Res EE Cost RISK Time PE S| Benefits Bl  AUCBIS DMP
BI .000 .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
AUCBIS .000 .215 .000 .000 .000 .207 .237 .000 .000 .000 .000
DMP .000 .054 .000 .000 .000 .052 .059 .000 .164 .000 .000
Model Fit Summary of the Generated mode!:
CMIN
Model NPAR CMIN DF P CMIN/DF
Default model 97 804.862 606 .000 1.328
Saturated model 703 .000 0
Independence model 37 9024.892 666 .000 13.551
RMR, GFI
Model RMR GFI AGFI PGFI
Default model 139 .897 .880 173
Saturated model .000 1.000
Independence model 314 219 175 .207
Baseline Comparisons
NFI RFI IFI TLI
Model Deltal rhol Delta2 rho2 CFl
Default model 911 .902 .976 .974 .976
Saturated model 1.000 1.000 1.000
Independence model .000 .000 .000 .000 .000
Parsimony-Adjusted Measures
Model PRATIO PNFI PCFI
Default model .910 .829 .888
Saturated model .000 .000 .000



Model PRATIO PNFI PCFI
Independence model 1.000 .000 .000
NCP
Model NCP LO 90 HI 90
Default model 198.862 129.184 276.630
Saturated model .000 .000 .000
Independence model 8358.892 8055.422 8668.804
FMIN
Model FMIN FO LO 90 HI 90
Default model 2.242 .554 .360 771
Saturated model .000 .000 .000 .000
Independence model 25.139 23.284 22.439 24.147
RMSEA
Model RMSEA LO90 HI90 PCLOSE
Default model .030 .024 .036 1.000
Independence model .187 .184 .190 .000
AIC
Model AIC BCC BIC CAIC
Default model 908.862 1021.828 1375.814 1472.814
Saturated model 1406.000 1572.442 4137.931 4840.931
Independence model 9098.892 9107.652 9242.678 9279.678
ECVI
Model ECVI LO90 HI90 MECVI
Default model 2.782 2588 2.999 2.846
Saturated model 3916 3.916 3.916 4.380
Independence model 25.345 24.500 26.208 25.370
HOELTER
Model HOELTER HOELTER
.05 .01
Default model 297 308
Independence model 29 30
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Abstract— Computer Based Information System (CBIS) was
discussed by many scholars. In this paper a review was
conducted for the CBIS types from different point views'
scholars. CBIS is important for decision makers (managers) to
make decisions at their different levels. Eighteen managers from
five organizations were interviewed with structural interviews.
The findings showed that only six managers with 33% only are
using CBIS in decision making process (DMP). Thus, this
indicates the need for future research in Jordan to find out, why
CBIS is still not fully adopted by decision makers.

Keywords- Computer Based Information  System, CBIS,
Components, Types, Decision making, Manager, Interview.

I, INTRODUCTION

Due (o changing environment for organizations,
competition, convergence, networked, and costs. Levels of
decision makers decreased in flatted organizations. In this
paper the rescarchers want to know how the Computer Based
Information System (CBIS) plays a role. CBIS which is an
information  system that uses compulers (automated-1S),
consists  of:  hardware, software, dalabases, people,
telecommunications and procedures, configured to colleet,
manipulate, store, and process data into information become
so important and highly needed [1, 2]. Most types of work
require @ high number of people, time and effort to
accomplish. All jobs that were done manually a century ago
have now become easier to do, as a lot of time and cost are
now saved with the development of technology. Similarly,
seeking data and information especially from manual reports
and studies is tedious to scan through to find the necessary

information. Thus, to solve the problem and {o find a suitable

Wan Rozaini Sheik Osman
School of Computing, College of Arts and Sciences
University Utara Malaysia, UUM
06010 UUM - Sintok, Kedah, Malaysia
LY

solution, in particular for an urgent issue could take a very
long time. Later, organizing and indexing were introduced to
help to retrieve these reports easily. With the advancement in
technology, huge information could be organized very well
and casily referred to whenever required. The information
system can be categorized into two groups: (1) manual
systems: the old style that deals with papers and reports, (2)
automated systems:  where computerizing system is used.
There are many types of CBIS, where the transaction
processing system (TPS) is the system used at the operations
level of organizations for routine process. TPS was introduced
in 1950 to suppott the sudden and unexpected needs, hence,
CBIS was required in many organizational levels such as
management  information sysiem (MIS), decision support
system (DSS), group decision support system (GDSS), expert
system (FS), office information system (OIS), execulive
information system (EIS), and intelligence organizational
information system (IOIS) [3, 4]. Another way of
classification described by Mentzas on the CBIS activilies
which is: (1) Information reporting where the best example
here is MIS, (2) communication and negotiation activities
(GDSS), and (3) decision activities (DSS, ES), which support
selection from the available aliematives, which is the main
focus of this research on decision making [3].

CBIS which is information processing systems have

components as follows: hardware, sofiware, dala, people, and
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procedures, These components are organized for specific
purposes [5].

This paper will answer the following two questions:
Q1: What are the roles (functions) of CBIS in decision making
in organizations?
02: Are the CBIS used in the Jordaman organizations by their

decision makers?

II.  PREVIOUS WORK

Scholars looked for the components and types of CBIS
from difTerent perspectives as follows:

In 1985, according to [6], the users of CBIS must have
common knowledge of such systems. Due to the fact that
computers have become more available and much easier to use,
this Mexibility helps in getting information that is needed, the
components of CBIS viewed are: hardware, software, data,
models, procedures, and users. In addition, the CBIS consisls
of four components: hardware; software; people, and data
storage. The purpose of CBIS as an information system with
computers was used Lo store and process data in 1988 [7]. Also,
in 1987 and referring to [8], the problem of end-users
contributed 1o the lack of success in the integration of the CBIS
system of the organizations. Hence, they presented a quick and
powerful solution by means of training the end users to use the
IT (CBIS) system. Afler analyzing several dilferent types of
organizational confliets, in 1990 scholars as [9] suggested that
the group decision support system (GDSS) is an essential ool
to resolve conflicts. They also perceived that CBIS has evolved
from focusing data such as TPS, information such as MIS and
decision such as GDSS and DSS, Hence, CBIS and ils
components are necessary in supporting decision,

In 1994, the components of information processing systems
were noted as follows: hardware, software, data, people, and
procedures. These components are organized for specific
putposes, Furthermore, the rescarcher mentioned five types of
CRIS. from the oldest to the newest, or from more structured o
less structure such as; transaction processing systems (TPS),
management information systems (MIS), decision support
systems (DSS), expert systems (ES) as major type of artificial
intelligence (Al) and executive information systems (EIS).
Transforming process for data can be classified into three steps
such as converting data into information (refining), converting
information  into  decision (inierpreting), and  installing
decisions and changes in the organization (implementing) with
some Lools as word processing report [5].

In 1995, CBIS was more valuable for manager's mental
model for guiding planning, controlling, and operating
decisions, than forming or revising the manager's mental
model of the corporation. The rescarchers also added that the
tools in several studies have shown the most used computer
softwares which were spreadsheets, word-processing and data
hase management, The amount of use was from 1.8 Hr per
week (o 14Hr or more per week, The lowest use was in Saudi
Arabia, while the highest use rate was in Taiwan [10].
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However, in 1994 [3] mentioned that from specific types of
CRIS (e.g. DSS, GDSS, ES) are powerful tools in certain
aspects of the decision making process in the modemn
organizations, but they have limitations. For example, none of
them provide an integrated support. The researcher also made
comparison between the ten types of CBIS (MIS, EIS, ESS,
DSS, GDSS, EMS 0DSS, ES, OIS, and 10IS) to establish and
promote for using the 101§ system in organizations. For the
rolcs of these types of CBIS see Table 1.

TABLE 1. TYPES OF COMPUTER-BASED INFORMATION SYSTEM.
Rales of CBIS Types

Analysis of information, generation of
requested reports, solving of structured
problems,

Evaluation of information in timely
information analysis for top-level
managerial levels in an intelligent manner.
Executlve Support Systems | Extension of EIS capabilities to include
(ESS) support for electronic communications and
organizing facilitics.

Use of data, models and decision aids in the
analysis of semi-structured problems for
individuals.

Extension of DSS with ncgotiation and
eommunication facilities for group.

Types of CBIS System

Management Information
System (MIS)

Exccutive Information
System (EI5)

Decision Support System
(DS5)

Group Decision Support
System (GDS5)

Electronie Meeting Systems | Provision of information systems

(EMS) infrastructure to support group work and the
activitics of participants in meetings

Organizational Decision Support u[‘urganizminnal tasks or decision-

Support Systems (ODSS) making activities that affect several
organizational units

Expert systems (ES) Capluring and organizing corporate

knowledge about an application domain and
translating it into expert advice.

Officc Information System | Support of the office worker in the cffective

(0185) and imely management of office objects.

The goal-oriented and ill-defined office
processes and the control of information
flow in the office.
Assistance (and independent action) in all
phases of decision making and support in
multi participant organizations.

Source: Mentzas (1994).

Mentzas promoted the using of 1018, and considered it as a
perfect solution for supporting decisions in organizations,
which was the only type of CBIS that give a high support in
three dimensions to (individuals, groups and organizations) as
an integration support which is not available in the other nine
types mentioned earlier[3].

Intelligence Organizational
Information System (1015)

In 1997, the types of CRIS were in five subsystems
comprising data processing (DP), office automation (OA),
expert system (ES), decision support system (DSS), and
management  information  system  (MIS).  Whereas, the
researcher promoted for the MIS type to solve the problem in
decisions of organizations [11]. In the beginning of this
Century (in 2003), the CBIS was considered  a vital tool for
managers in making decisions. They also, encouraged CBIS
courses to be given lo the undergraduate students in business
administration (BA) in the U.S system through the second year
to help them in future. In addition, some of the benefits of
CBIS include learning the system design and analysis and
improving the problem solving skills [12].
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In the same year 2003 and according to 4], the CBIS is one
unit in which a computer plays the basic role. She presented
five components for the CBIS systems namely: Hardware
which refers to machines part with input, storages and output
parts, software which is a computer programs that helps in
processing data to useful information, data in which facts are
used by programs o produce useful information, procedures
which are the rules for the operations of a compuler system,
and people or users for the CBIS which are also called end
USCTS.

In 2004, scholars as: Vlahos, Ferral, and Knoepfle found
that the CBIS were accepied i.e. (adopted and used) by German
managers. Besides, results from their survey have shown that
those managers were heavily CBIS users with more than 10 Hr
per week, The researchers encouraged using the CBIS system
¢ it helps in planning, assisting in decision making budgeting,
forecasting, and solving problems. As rescarchers wanied Lo
know how German managers use the CBIS systems, they built
a survey questionnaire to colleet data, Likert seale with 7-point
scale was used; whereas, Combach Alpha was 0.77. This study
provides a new updated knowledge on CBIS use by German
managers, together with looking into the perceived value and
satisfaction obtained from CBIS, in helping managers and
normal users and supporting them to carry out beiter decision
maling [13]

In 2003, according to [14], many decision makers have lack
of knowledge in using the automated CBIS, They gave an
example where a corporate chief executive has to learn how to
use an automated CBIS while his senior managers have limited
computer knowledge and so they prefer only extremely easy (o
use systems. This scenario shows that decision makers want to
learn how to use the CBIS to process better deeision but they
do not know how. In the same year, some scholars as [15] used
the term CBIS and 1S inlerchangeably. He also argued for the
success of CBIS so as to gain benefits by using information
systems (18) and information technology (1T) in organizations.
There 15 o need to deal with the imporiant needed information
with the CBIS to support decision makers.

from the two different years, in 2007 and 2011, Turban,
Aronson, Liang, and Sharda decided that the CBIS are required
to support decisions in organizations for many reasons such as:
works in organizations to rapidly change because of  the
economy needs to follow the case with the automated systems,
1o support the decision making process and to have accurate
information as required, the management mandates the
compulerized decision support, high quality of decision is
required, the company prefers improved communication and
customer  and employee satisfaction; timely information is
necessary, the organization seeks cost reduction, the
organization wants improved productivity, and the information
system department of the organization is usually too busy to
address all the management’s inquiries [16, 17].

In 2007, scholars as [18], noticed that many types of CBIS
developed to support decision making are: decision support
systems (DSS), group decision support systems (GDSS) and
exceutive information systems (EIS). In their study, they used
1S mierchangeably with CBIS, and discussed the difference
hetween USA and other Astan countries holding that  success
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depends on how well IT (CBIS) application 15 adapted to the
decision style of their users.

In 2008, a recommendation was by [19], to look for the
recommendation systems which are another face for CBIS to
support decisions. In his study, he focused on decision DSS,
and how they evolved from aiding decision makers (0 perform
analysis to provide automated intelligent support.

In 2009, a promotion to adopt and use after well-
understanding of the ICT- in the meaning of CBIS- sector
support to give support for the decision making processing by
discussing  the ICT environment in industrial house
construction for six Swedish companies, The interest here was
in processing data in a systematic way as organizing the
resources for collecting, storage, process, and display
information, In these six companies, different 1CT support
decision tools as (ERP, CAD, Excel, and VB-Scripts seawares)
were used. Organizations which did not use ERP system had
problems in information management. Again, using ICT
models with automated systems (tools) will be a good way to
systemize information to reduce cost and save time for the
decision makers [20]. In the same year also (2009), scholars as
[21] argued that the combinations of two types of CBIS as
(DS$ with ES) will be a guidance in the process of grading
wool for the decision makers in this field. They also added that
the NSS has the following advantages. DSS supports decision
making activilies for the area businesses and organizations,
designed 1o help decision-makers to get useful information
after processing raw data. DSS which is an interactive CBIS
system was developed o support solving unstructured
problems to improve decision-making. Maoreover, DSS uses
intelligenl agents to collet data related to online as auctions
which improve decision-making and lastly DSS ulilizes
slatistical analyses that provide the specific and relevant
information. In addition, combining DSS with ES will
complement the two systems and help decision makers in the
decision making process. This will be carried out through a
systematic way and will not replace humans as decision makers
by the machine or any complex systems.

In 2009, other scholars as [22] argued that it is good to
integrate the decision support systems (DSS) which is one lype
of the CBIS as IDSS as a development system. They discussed
more than 100 papers and softwarc systems, and recommended
that 1DSS will be a better support for decision makers in the
decision making process. By looking at literature review,
integration of DSS as a tool for users” decision makers was On-
Line Analytical Processing (OLAP) as a powerful tool that
helps decision makers in processing decisions. Also, in 2009,
Fogarty and Armostrong surveyed 171 organizations in
Australia for the CBIS or the Automated- [S success which is
important for organizations in small business sector and a
model for the following faciors: organization characteristics,
the Chief Exccutive Officer (CEO) characteristics, decision
(Decision Crileria), and user satisfaction. They used the term
“mall business" 1o mean a “small and medium enterprise”
(SME). This calls for mare attention and inlerest in computer
based information systems (CBIS) in organizations to help in
the decision making process [23].
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Managemenl support systems (M3S) which is another face
for CBIS support different managerial roles ie. (he
development of MSS that supports managerial cognition,
decision, and action. While CBIS types include: decision
support syslems D8S), group support syslems (GSS), executive
information systems (EIS), knowledge management systems
(KMS), and business intelligence (B) systems developed to
support the decision making process for managers, On the
other hand, MSS have other features such as modeling
capabilitics, clectronic communieations, and organizing tools.
The researchers here refer o the MSS syslem as [CT-¢nabled
IS in order to support managers to process decisions which was
in 2009 by [24).

In 2010, a comparison by [25] for the traditional-1S with
automated-1S (CBIS) system, where they referred to the CBIS
system as information system auditing that gives support to the
decision makers in their businesses. Computer-based
information system is expected to help businesses achieve their
goals and objectives, and to lend support for making good
decisions by decision makers, They refer to the components of
CBIS such as: hardware, software, database, networks,
procedures, and people. In the same view, also in the same
year (2010), [26] argued that automated system of Customer
Relationship Management (CRM) wall help not only in the
decision making process, but also in reducing costs, and time,
In addition, CRM known as software which helps in integration
of resources, also helps in sharing knowledge between
customers, supports daily decisions, and improves the users’
performance,

Other scholars in the same year (2010) as [2], declared that
there is a need for CBIS:
“High quality, up-to-dute, and well muintained  computer-based

information systems (CBIS) since they are the heart of today s most successful
corporations” (P, 3),

In addition, they gather the components for CBIS system
as o single set of hardware, software, database,
telecommunications, people and procedures, They also
identified the major role software tool of CBIS which consists
of input, processing output, and feedback, The aim is to collect
and process data to provide users as decision makers with
needed information to help them in the decision making
process. One of the examples they gave was SAP software,

In 2010 also, the CBIS can be used {0 help in industrial
process-plants which are important for the cconomy, A
proposed model for determining the financial losses resulting
from cyber attacks on CBIS systems was used. The CBIS
system here was Supervisory Control and Data Acquisition
(SCADA) system. Managers using the SCADA system were
helped with estimation about their financial damages. Here, the
researchers focus on the risk, cost, resources, and benefits as
factors from the decision making (o interest with using the
CRIS (SCADA) by decision makers [27].

To sum up, the previous components of CBIS, Please, see
the following in Table. 2,
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TABLE 2. CBIS COMPONENTS,

CBIS components Researchers
Hardware (1,2,3,4,56&7]
Software [1,2,4,5,6&7]

Data storages [1,2,4,56&7]
Models [3,6]
Procedure [1,2,4,5&06]
Users [1,2,4,56&7)
Knowledge [3]
Cooperation 3]
Support Man-Machine Interaction | (3]
Telecommunications [1,2]

In light of the previous discussion, researchers considered
the components of CBIS from different points of view with
emphasis on, the integration of all to be presented as hardware,
software, people, data storage, model and procedures. Besides |
they consider how CBIS helps in decision making or solving
problems by using CBIS in the decision making process in
organizations, which evolved from TPS, MIS, DSS, GDSS, ES,
ERP, SCADA and MMS. For the first research question the
previous scholars emphasized the importance and necessity of
CBIS for decision makers. The researcher is interested to find
weather decision makers use CBIS in organizations in Jordan,
The preliminary study was done and interviews were
conducted in Jordan in October 2009.

IIl.  INTERVIEW PART

The aim of this interview is only (o help the researcher to
identify the use of CBIS of his research in Jordan, and to test
factors for the decision making process of CBIS. A face to
face interview was used as a tool to collect preliminary data
only. The scope for this interview was limited to decision
makers al different levels in the organizations, in using
information communication technology in their work in Jordan,
Structured interview or whal known also as standardized
interview is a qualitative approach method, which ensures each
interview is done with exacly the same questions in the same
order. For this structured interview was considered to be more
reliability and validity from the un-structured interviews |28,
29, 30, 31 & 44]. Also, structured interview method was used
in a study conducied in five Arab countries [32].

The lack of use of CBIS was observed in many countries in
decision making, A study held in Saudi Arabia by [36]
confirmed the lack of CBIS use and the need for heavily use for
MIS which is one type of CBIS in decision process. Up to the
knowledge, no exist for researches done to explore or identify
CBIS use for decision makers in organizations in Jordan.
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A The Instrument (Interviews).

Face-to-face interviews were conducted, each starting with
greeting and enveloped with politeness. An introduction was
given about the research for 3-5 minutes. The researcher took
notes without biasing the interviewees to any answer and made
sure that the time was not too long i.c. each interview lasted
between 1015 minutes and cnded with thanking (he
participants.  Afier one paragraph of the topic title and the
rescarcher name and universily, two parts were asked to the
interviewees, firstly demographic information, and  then
followed by four open ended questions; scc Appendixes A, B
please.

B Population and Sampling

The researcher tried to do the interview through ten
organizations, from the framed population registered ICT
organizalions which were 170 organizations, afier calling the
human resources in each organization from the sample, only
five of them agreed. Agreement by telephone calling was
resulted from five organizations. For non-probability design, it
is recopnized for two catcgorics: Convenience sampling and
purposive sampling and the purposive sampling has two major
types: judgment and quota sampling. Tn this interview a
judgment sampling was used [44].

C. Methodology

Face-lo-face  interviews were  conducled,  structured
inferviews as mentioned before have more reliability and
validity over the un-structured interviews, and qualitative
approach with a judgment type from purposive sampling
technique was used for the specific respondents i.c. decision
maker using CBIS in organization. Notes were taken by the
researcher; (his issue was discussed by Sekaran [44] she
mentioned:

“The interviews can be recorded in tape if the respondent has no
objection. However, taped interviews might hias the respondents” answers
becanse they know their voices are being recorded” (P. 231),

The interview technique was used for each starting with
greeting and enveloped with politeness. An introduction was
given about the research for 3-5 minutes. The researcher took
notes without biasing (he inferviewees: cach interview lasted
between 10-15 minutes and ended  with  thanking  the
participants.

Translation process was after confirming the questions from
specialist from the Computing School from UUM Universily as
follows:

o An academic translation center in Irbid - City in north
part of Jordan from English to Arabic and checked for
understandability of meaning,

o Translation was then made from Arabic to English
and was compared for possible differences.

¢ Finally, the corrections needed were made to have the
final version in Arabic fo insure the reliability and
validity [33, 34 & 35].
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D, Datacollection and Analysis

Despite the richness information that can be collected from
qualitative methods, there are some issues and problems to deal
with qualitative data [45]. Gathering (association) same
answercd-questions, after that tabulating data in table was
made [42, 4], data was grouped and tabulated to make a sense.
A simple descriptive analysis was made for the frequencies of
the participants” answers. For the demographic and actual use it
is good to he analyzed within descriptive analysis. Whereas,
rest of the questions, was good fo look out for them nearly from
the point of views of Morgan and Smircich in [46] as
ontologies or epistemologies i.e. keywords in the beginning of
papers or common frequent words in content analysis after
tabulating the same answers.

E. Findings

1) Demographic information:

From 18 respondents only 2 were females with (11%)
and 16 males with (89%), the youngest respondents
age was 29, while the eldest age was 55 with Age-
Average age 39.8 years for the respondents. The
respondents managerial levels was § low-level with
(33%) and 9 middle-levels with (50%), while, only
3(17%) only were from top-levels,

2) Computer-hased information system Use:
From 18 participants only 6 with (33.3%) of them
declared they are using the CBIS in processing their
decisions in their organizations, which means 12 with
(66.7%) of the managers are not using CBIS in
decision processing in those five organizations.

3) Advaniages of CBIS:
For the third question, the answers of the CBIS-Uscrs
(managers), they mentioned the following words:
“Rasily, help, fast, useful, and integrated”. While, for
the managers who did not use CBIS, they mentioned
words as; “no need, do not know about, think will be
good in future, and good to use future™.

4) Decision making faciors:
The associated answers words for this question were
“lime, reduce cost, risk, benefits, and resource”, and
less appearance for “rules, customer, and data™

5) Softwares and tools of CBIS:
For the managers who are using CBIS the appearance
was for “Spreadsheets, dashboard, business objecl,
integrated system, oracle, and service oricnled
architecture™,

A summary of the demographic information and {he
answers for the use part are categorized in the following table,
3, It is important to mention here that the interviews were in
Arabic and what is mentioned in English the language of
publication. In addition, based on Talji [43] the findings were
categorized.
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TABLE 3, DEMOGRAPHIC INFORMATION AND CRIS USE,

Participants of Managerial | CBIS
organizations | Gender | Age Level Use

Participant 1 male 3 Middle Yes
Participant 2 male 40 Middle No
Participant 3 | female | 39 Low Mo
Participant4 | malc 3 Low Mo
Participant 5 | male 45 Middle Yes
Participant 6 | malc a6 Top Yes
Participant 7 | male 43 Low Ho
Participant8 | male 45 Middle NO
Participant 9 | Male 2 Low Yes
Participani 10 | Male 3 Middle No
Participant 11 | Male 36 Low No
Participant 12 | Male 29 Low Yes
Participant 13 | Male | 55 Top NO
Participant 14 | Female | 34 Low NO
Participant 15 | Male 39 Middle Yes
Participant 16 | Male | 41 Low NO
Participant 17 | Male 46 Top NO
Participant 18 | Male 1 Middle NO

£ Results and Discussion

The purpose of these interviews was to identify the Use of

CBIS in decision making in organizations in Jordan, and 1o test
some factors in a proposed model. The researcher ensured that
all the participants arc decision makers (managers) al any level,
and that, all the randomly selected organizations are inclined
towards information and communication technology (ICT) i.c.
they are using the facility of the technology or have the lowes
level of technology. For example, the organization has a
websile, or uses the intemet, and /or the employees have Pc's
n their workplace.

Decision making factors as: time, cost, risk, benefits, and
resources are wanted in any try to introduce model for the
decision makers, these factors were review by Ashakkah and
Rozaini [37]. In addition, the appearance of these factors was
recognized with the decision makers whom are users of CBIS
answers. CBIS is encouraged to be adopted and used for its
benefits as culting cost, saving fime, and making the work
easier. And for the tools of CBIS, spreadsheets appeared as a
low level while dashboard was for top levels of decision
makers. Returning back to the aim of this paper, the CBIS

Vol. 9, Na. 10, October 2011
adoption and use need future researches to explore its roles for
decision makers, up to the knowledge of the researcher no
previous reaches was done in the CBIS in decision making in
organization in Jordan. Whereas, for the ICT area asserted that
ICT in Jordan need more interest, in order to develop country
like Jordan, there is an increasing need to give more interest in
ICT development area [38]). Which implies the CBIS use for
the decision makers in Jordan interest also is needed, since the
CBIS need ICT infrastructure availability as a basic root in
organizations.

V. CONCLUSION AND FUTURE RESEARCH

From the Interviews conducted in five organizations in
Jordan with the decision makers (managers) in different
managerial levels, the aim was o collect a Preliminary data to
find issues about CBIS in decision making in organizations in
Jordan, and to help the researcher to test some factors in the
proposed model. The researcher conducted 18 face-to face
interviews in five ICT organizations through which he was
keen not (o be biased with the participants in any answer. All
along, the participants were assured that their answers would
only be used for the research purposes, including names of
people and organizations that were promised not to be declared.
Lastly, many factors were found to affect the CBIS in decision
making from the results of the 18 interviewees, only 6 of them
were using the CBIS, Which mean the adoption and use of the
CBIS system in decision making in Jordanian organizations
still nceds more focus and further rescarch.

These interviews have some limitations as the sample size
and the self reporting, in all, other view by Delone and Mclean
(40, 41] for the updated 1S success model, it was a revised for
the “Use” to e “intention to use and use™ and to put the
“benefits” as an output, so it is good to adapt a technology
theory which involves the Use and Intention to Use in a future
research model, this open the door for researchers to do more
researches with this view.

ACKNOWLEDGMENT

The authors wish to acknowledge the reviewers in ICSIS
technical commitiee for valuable comments, and thank them
for their efforts.

REFERENCES

1] R. Swir und G. Reynolds, “Principles of Information Sysrems,” Tth ed,
Boston, MA: Thomson Course Technology, 2006,

(2] R. Stair and G. Reynolds, *Principles of Information Systems,” 9th ed.
Boslon, MA: Thomson Course Technology, 2010.

[3] G. Mentzas, “A functional taxonomy of computer based information
systems” Infernational Journal of Information Management. Vol. 14,
Na. 6, PP, 397410, 1994,

[4] F. Mahar, “Role of information technology in transaction processing
system”, in  Pakistan Journal of Information and Technology, Vol. 2,
No. 2, PP. 128-134, 2003.

[5] F. Fuller and W. Manning, * Computer and Information Processing”,
USA: International Thomson Publishing, 1994,

292



(LICSIS) International Journal of Computer Science and Information Security,

[6] T. I Mumay, “ Computer Based Information Systems” USA:
HomeWood, [linios, 1985, P, 12,

1. W, Walker, “Computer Based Information Systems: An imtroduction,”
Australia: Pergamon Press , 1988,

R. R. Nelson and H, P. Chency, "Educating the CBIS User : A Case
Analysis," Dafu Base, Vol. 18, No. 2, PP. 11-16 . Winter 1987,

H. B, Eom, 8. M. Lee and E-H. Sub, * Group decision support systems:
An essential tool for resolving organizational conflicts,”  International
Journal of Information Management, Vol. 10, No.3, PP. 215227,
1990,

[10] G. E. Viahos and T.W, Fermait, “Information technology use by
managers in Grecee lo support decision making: Amount, perceived
value, and satisfaction,” Mformation & Management, Vol. 29, No. 6,
PP, 305-315. 1995,

[11] C. Goodwin, “ The impact of a computer based information sysiem
(CBIS) on foreign investments opportunities,” in Proceedings of |
Amual Conference of the International Academy for Information
Management. USA, PP, 362-367, 1997,

[12] ). Wong and T. Du, * Project-centered teaching on CBIS to 1BBA
stdents in Hong Kong," SIGCSE Bulletin Vol. 35, No. 4, PP, 35-38,
2003,

[13] G. E. Viahos, T, W, Ferrait and G. Knocpfle, “The use of computer-
hased information systems by German managers to support decision
making,” Information & Management, Vol. 41, No. 6, PP. 763-779,
2004,

[14] K. C. Laudon and 1. P, Laudon, * Essential of Management Information
Systems: Managing the Digital Firm,” sixth cd. New Jersey; Frentice-
Hall, Pearson, 2005,

[15] G, Dhillon, “Gaining benefits from ISAT  implementation:
Interpretations from casc studics”, /nternational Journal of Information
Management, Vol. 25, PP, 502-515, 2005.

[16] E. Turban, J. Aronson, T. Liang and R. Shards, * Decision Support and
Business Intelligence Systems” 8" ed. New Jersey: Prentice-Hall,
Pearson, 2007.

17] E. Turban, J. Aronson, T. Liang and R. Sharda, * Decision Support and

‘ E o
Buginess Intelligence Spstems” 0" ed, New Jersey: Prentice-Hall,
Pearson, 2011.

[18] M. G. Martinsons and R. M. Davison, “Stratigic decision support
systems: comparing American, Japanese and Chinese management,”
Decision Support Systems, Yol, 43, No, 1, PP, 284-300, 2007,

[19] T. Liang, * Recommendation systems for decision support: An editorial
introduction,” Decision Support Systems, Vol, 45, PP. 385386, 2008,

[20] S. Persson, L. Malmgren and H. Johnsson, “Information management
in industial housing design and manufacture,” Journal of Information
Technology in Construction (ITcon), Vol, 14, PP, 110-122, 2009,

[21] N. Dlodlo, L. Hunter, C. Cele, F. A, Botha and R, Mctelerkamp, “A
decision support system for wool classification,” AUTEX Research
Journal, Vol. 9, No. 2, PP. 42-46, 2009.

[22] 5. Liu, B. H. A. Duffy, I R. Whitficld and M. L. Boyle, “Integration
of decision support systems to improve decision support performance,”
in Knowledge and Information Systems, Springer London. Vel 22, No.
3, PP, 261-286, 2009,

[23) ). G, Fogarty and B. Armstrong, “Modeling the interactions among
factors that influcnce successful computerisation of small businesses,”
Australasion Journal of Information Systems, Vol. 15, No. 2, pp. 73-89,
2009,

[24] A. 5, Carlsson, 5. Hrastinski, 5, Henningsson and C. Keller, “An
approach for designing management support system: the design science
rescarch process and its outcomes,”  Progeedings of the 4th
International Conference on Design Science Rescarch in Information
Systems and Technology, 2009,

[25] M. M. N. Al-ahmad Malkawi, N. M. Alraja and T, Alkhayer, "
Information systems auditing applied study at banks listed in the
Damascus stock cxchange Syria,” Ewropean Journal of Economics,
Finance and Administrative Sciences, No. 21, pp. 119132, 2010,

[26] H-5. Kim, Y-G. Kim and C-W. Park, “Intcgration of firm's resource
and capability to implement enterprise CRM: A case study of & retail

i
[8]
191

293

Vol. 9, No. 10, October 2011
bank in Korea," Declston Support Systems, Vol. 48, No. 2, PP. 313-
322, 2010,

[27] §. Patel, J. Zaver, “A risk asscssment model for cyber attack on
information system,” Joumnal of Computers, Vol. 5, No. 3, pp. 352
159, 2010.

[28] M. A. Campion, E. P. Furscll and B, K. Brown, "Structured interview :
Raising the psychomeric properitics of the employment interview,”
Personnel Psychology, Vol. 41, PP. 2542, 1988,

[29] M. A. Campien, D. K. Palmer and J. E. Campion, “A review of struciure
in the selection interview : Raising the psychomeric properitics of the
employment interview,” Personnel Psychology, Vol. 50, PP. 655-702,
1997

[30] P. E Lowry, “The structurcd interview: An alternative to the
agsessment center?,” in Public Personnel Management, Vol. 23, No. 2,
PP. 201-215, 1994

[31] M. A. Campion, D. K. Palmer and J. E. Campion , “A review of
structure in the selection interview,”  Persomnel Psychology, Vol. 50,
PP. 655-702, 1997.

[32] C. E Hill, K. D. Loch,D. W. Straub and K. El-Sheshai, “ A
qualitative assessment of Arah culture and information technology
transfer,” Journal of Global Information Mancagement, Vol. 6, No.3,
PP. 29-38, 1998,

[33) R.  Brislin, “Comparative research methodology: Cross-cultural
studics,” International Journal of Psychalogy, vol. 11, no. 3. pp. 215-
229, 1976,

[34] E. Abu-Shanah and M. Pearson, “Internet banking in Jordan: An arabic
instrument validation process,” The International Arab Journal of
Infarmation Technolagy, Vol. 6,No, 3, PP, 235-246, July 2009.

[35] E-S. Cha, K. H. Kim,andJ. A. Erlen," Translation of scales in cross-
cultural rescarch; Issucs and techniques,” Journal of Advanced Nursing,
Vol. 58, No. 4,PP. 386-395, 2007.

[36] 8. Al-Zhrani, “ Management information systems role in decision-
making during crises: ease study,” Journal of Computer Science, Vol 6,
No. 11, PP, 1247-1251, 2010,

[37] M. 8. AL-Shakkah and W. Rozaini, “Empirical study of evolution of
decision making factors from 1990-2010,"  International Journal of
Computer Seience and Information Security, Vol 9, No. 9, PP. 59-66,
2011, USA.

[38] 5. Mofleh, M. Wanous and P. Strachan, * Developing countries and
ICT initiatives: Lesson learnt from Jordan's expericnce. Electronic
Journal of 1S in Developing Countries, Vol, 34, No. 5, PP, 1-17, 2008,

[39] . AlJaghoub and C. Westrup, “Jordan and ICT led development:
toward a cometition state,” Information Technology and People, Vol. 16,
No. 1, PP. 93-110, 2003,

[40] W. H. DeLone and E, R, McLean, “The DeLene and McLean model of
information systems success: A Ten-Year update, Joumal of
Munagement Information Systems, Vol. 19, No. 4, pp. 9-30,2003.

[41] W. H. DeLone and E. R. McLean, “Information systems success: The
quest for the dependent variable,” Informatian Systems Research , Vol.
3,No.1, pp. 60-95, 1992,

[42) R k. Yin, “The case swdy crisis: Some answers,” Adminisirative
Science Quarterly. Val. 26, No. 1, PP. 58-65, 1981,

[43] S. Talja, “ Analyzing qualitative interview data: The discourse analytic
method,” Library & Information Sclence Research, Yol. 21, no. 4, PP,
459-477,1999.

[44] U. Sckaran, “Research Methods for Business: A Skill Building
Approach,” (Fourth Ed ), USA: John Wiley & Sons, Inc. 2003,

[45] M. B. Matthew, “Qualitative data as an attractive nuisance: The
problem of analysis” Administrative Science Quarterly, Vol. 24, No. 4,
pp. 390-601, 1979,

[46] G. Morgan and L. Smircich, "The case for qualitative research,”
Academy of Management Review, Vol. 5, No. 4, PP, 491-500, 1980.



(LICSIS) International Journal of Computer Science and Information Security,

APPENDIXES

APPENDIX. A Questions for Structured Interview English Version.

Vol 9, No. 10, Octaber 2011
AUTHORS PROFILE

Mohammed Suliman Al-Shakkah Received the B.Sc degrees in
Maths from yarmouk university in 1998, MSc in Information

Hesuareh Infersien
e S Mindem

1o Ity o ihe Rl of Uamputor ased etoeuiion $5ste0t (LAIS) A Devishon)

bt o D student fren: VUM Univeonsy |

¢ panisipaten and g

e thmw, Ploase reml

i il Tt sard pia 4l responses will ke oy orl

Ve oy

% Whap are the s vangges of el e CBIR ) D s Ak s i

04 b the deviren s aiaiie s (ie magor lueiors or e or!

(4 Witih (e 4t arfousime et vod seea in el oo devielons? (17 it e A UBIR i)

ik Yeni

APPENDIX B. Questions for Structured Inlerview Arabic Version

i35 i

p Aadlagad f il

PRI PP PR T (RS Ry (P LR TS

Akl Saphs f o

A -2 fal 0 mail NF
Ll i
R | do g2 _,‘\...', _\,_&.m_,_.ﬂ il

LI OSSP WU DI PO NG, 1Y

12 it

e R e R P

Bobnba da gl by o ) bt b e b e A

(s e ol AT B Y e e pathd e B

gl o AL

294

Technology (IT) from Universiti Sins Malaysia (USM) in 2007, he is
vice-dean and lecturer from (2009-2011) in Alghad International Colleges for
Health and Medical Sciences in Kingdom of Saudi Arabia, He is 2 candidate
PhD student in the final stage, started in 2007 Universiti Utara Malaysia
(UUM), interested in decision support system (DSS),  decision
processing for managers in organizations with structuaral equation modeling
(SEM) technique, adoption, acceptance and barriers use of computer-based
information system (CBIS) in developing countries,

Dr. Wan Rozaini Received the B.Sc degrees in Physics from
Universiti Sins Malaysia (USM) in 1982, PG Diploma in Systems
Analysis for public Sector from Universiti of Aston in 1983 in UK.
She received MSc, ORSA at UK in 1984, PHD, MIS from Universiti
of Salge in UK 1996. Now she Associate professor in Universiti
Utara Malaysia and Director of ITU- UUM, ASP COE for Rural ICT
development



Appendix J

The Preliminary Work for study of Decision making Factors with the
years 1990-2010

(Published Paper)

295



(LICSIS) International Journal of Computer Science and Information Security,

Vol. 9, No. 9, September 2011

Empirical Study of Evolution of Decision Making
Factors from 1990-2010.

Mohamined Suliman Al-Shakkah*
Sehool of Computing, College of Arts and Sciences
University Utara Malaysia, UUM
06010 UUM-Sintok, Kedah, Malaysia
alshakkah | Lz yahoo.com

alshakkahiegmail.com

Abstract—The intense competition make DM process important
for their survival. There are many factors that affect DM in all
types of organizations, especially business. In this qualitative
study the result has come out with new view for the decision
making processing through (observing) analyzing the nine
decision making Tactors from 1990-2010 from 210 papers which
were selected randomly from the available resources. Seven
partitions were made for the time period of three years and 30
papers for each period. Qualitative method was used here. By
analyzing figures and chart with Microsoft excel, the nine
decision making factors were categorized into two groups. The
main group consists of five factors: time, cost, risk, benefits, and
resources. While the second group of the factors consists of four:
{inancial impact, feasibility, intangibles, and ethics. However,
time was the most relevant factor at all. Mare researches in
decision muking are needed to solve the problems in
organizations and in different scopes related to decisions.

Keywords- Decision making (DM); decision making process
(DMP); decision support system (DSS).

I INTRODUCTION

Decisions affect a lot of life activities and they are needed
by many people in different levels [1]. Information System
(1S) is an important area, a teview in 1S research showed its
effect on decision making and the success of organizations [7],
[8].  In addition to, IS has several subsets such as Decision
Support Sysiems (DSS). A DSS 1s a compuier based system
(an  application  program) capable of analyzing an
organizational data and then presents it in a way that helps the
decision makers (o make business decisions more efficiently
and cffectively. Besides that, organizations are so dependent
on IS, that is urgent attention are focus on those factors that can
help decision makers in processing their decisions efficiently
and effeetively [9].

This importance of decisions gave motivation to see how
to improve decision making in organizations. The purpose of
this study 1s to shed a light on what affects decision making
process. Studying decision making factors will increase the
understanding of this process of making decisions. In this
paper, the frequency of decision making factors is counted over
a period of twenty years. More clear vision of decision making
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will presented through answering the following two questions:
follow.

¢ What are the factors that are important in decision
making processing which previously?

¢  What are the relevant factors in decision making for
the period 1990-20107

Before we start discussing these questions, it is good Lo
know that in the perspective of information system
management field, the programmers and researchers had
created the decision support system (DSS) o help in making
decisions without consultant or detailed analysis [2], DSS
firstly created 1o support decision makers in organizations.
However, in the large context such as organization, technology
would become a good enabler to support distributed decision
making [3].

I, DECISION MAKING

A, Decision Making Factors

Many examples of bad decisions cost organizations a lot of
money [4]. A suggestion for instructions and steps that
improves the quality of decisions, hence resulls in better
decisions. Also [4] asserted nine decision making factors that
were presented as; Time, cost, risk, benefits, resources,
financial impact, intangibles, ethies and feasibility, For this the
rescarcher reviewed other rescarches for these factors in the
following section.

B.  Previous work

In the beginning from the previous faclors, it is good to start
by time which was intended as time for implementing the
alternative and the effect of delay [4]. This factor is very
important and is needed in dynamic decision making [10]. In
addition, time is so important for managers through their
singular decision making, they face unstructured problems
which need to be processed quickly [11].

Cost meant 10 be cost of the alternatives and its suitability
o the budget [4]. Other researcher as [12] proposed algorithm
to make the optimal decision making with intelligent decision
making systems, cost-benefit analysis was used and trials was
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done to reduce cost with the same benefit. In the same meaning
of lowest cost was by [13] in automation 2.0, Also, a case
study was applied for the decision support system courses on
documentation of the web-based cost estimator for application
Al-Sawaf Trading Center [14].

Risk is related to this alternative |4], where risk is inherent
in every activity made by the person, and risk insight with to
help decision makers in their decision making process [15]. A
affect which is as a feeling-state that from good to bad help in
decision making for the manager to care with their choices
[16].  For the benefit factor which is the profits from
implementing this alternative [4], some of the recommendation
systems can modalize the customer decision making with high
level of decision variable benefits for in the decision making
process [17]. Also, using question answering which is related
with ontology technique and the data warehousing through
application business intelligence bring a lot of benefits for the
decision makers [ 18].

Resources which is for each aliernative, the required
resources arc available [4], In the other hand, using analytical
hicratical process (AHP) in decision making process through
the available resources help decision makers for better
decisions [19]. Also, discussing the key concepts of the IT
process management will centralize and control the available
resources in organizations [20].

Financial impact which mean the effect of costs with time
[4]. In the other hand, financial impact of data accuracy on an
inventory system is very important. This will lead through
using technology to quantify investment in tracking system and
many benefits will be gained in decision making process [21].
Also, some other examples of the computer- based information
system as enterprise resource planning (ERP) and supply chain
management (SCM) are useful in information technology
nvestment for 1T managers to reduce time and cost within
processing decisions i.c. which give a strong financial impact
for decision makers [22].

Ethics factor is to see if this legal or not [4]. Other
researcher revealed the ethical side of using internet technology
[23], for human values as ethics, they are increasingly used and
still in use as a concept in different fields [24]. Also, the ethical
multiplicity for different code of ethic through organizations
was discussed [23].

Intangible is for what other unrecognized or sudden
variables [4]. In addition, mntangible and tangible financial
resources operated by organizations are very important [26],
for helping decision makers, creating many alternatives can
help in processing decisions, even these options related to
tangible or intangible resources [27). Also, enterprise
information technology costs a lot of money and risky, so
information technology asset for this sei of tangible and
intangible for operation considered [28].

Feasibility which in the mean those altermatives can be
implemented realistically [4]. Tn addition, there is one method
of DSS as multi-aliernative decision making properties the
alternatives, and the feasibility of applying objective technique
in order to maximize numbers of alternatives which help in
DMP [29]. Also, the benefit-cost deficit model was proposed

This work i3 sponsored hy University Utara Malaysia
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o explain and predict barrier removal was feasibility; this will
help decision makers in their DMP [30]). To sum up, for the
nine factors mentioned it will be worthy if the decision makers
in organizations look for in their DMP.

The first question done, now for the second research
question: What are the most important factors in decision
making for any field? This and all these same meaning
questions will be answered in this paper with a qualitative
empirical study. The study was carried out on all the available
resources to study the decision making factors and how they
change with time, from the year 1990 until 2010,

C. Processing the Decision Making

Rescarchers as [5] studied the old decision making
methods. They found that in the old method, the decision
making was arl of the managers and it requires (alents,
experiences and intuitions, rather than a systematic method.
While, in the modern method, there are four steps in decision
making: (1) Define the problem (difficulty or opportunity). (2)
Construct a model that describes the real-world problem. (3)
Identify the possible solutions to model the problem and
evaluate the solutions. (4) Compare, choose and recommend
potential solutions to a problem. It has to be ensured that
sufficient alternative solutions are considered. Also in this book
Simon's steps were  presented in four steps to process decision
making as: (1) Intelligence. (2) Design. (3) Choice. (4)
Implementation. While, [4] gave five steps of decision making
process are stated as; (1) Establish a context for success. (2)
Frame the issuc properly. (3) Generate allernatives. (4)
Evaluate the alternatives, (5) Choose the best alternative.

In addition to, [6] clarified steps to the decision-making
process also by other researches were as: (1) Identify the
problem or issue, (2) Generate alternatives. (3) Ranking the
alternatives and select one of them. (4) Implement the selceted
aliernative, (5) Evaluale the oulcomes.

However many researchers call for using the systematic
way und they browse different steps, either if it is three, four, or
five steps the focus in all is the choosing stage which is the
meaning of decision, with this also the need become more and
more to understand the important attributes (factors) from the
nine attributes mentioned previously in the processing decision
making to help all types of decision makers to better decisions.
for this paper intend to reveal (hese important an more
interested in factors and how it changes with time, in the next
seclion more details about how the work done.

IIl.  METHODROLOGY

Since the interest is Lo count each factor is its frequency in
each year {he qualitative method used in this paper, now the
important thing appear how this will be done? The systematic
way for this comes in the next sub-sections.

A, Implementation of the Methodology

Here some steps were followed in this study as follows:
Firstly in this study papers related for decision making factors
were selected randomly from the available resources, after that
specify the search (advance search) from the year 1990 until
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2010, since technology change faster, the periods were divided
to seven periods and every period three years as follows:

First period will be as [1990, 1991, 1992], for the second
period will be as [ 1993, 1994, 1995], for the third period will
be as [1996, 1997, 1998], for the fourth period will be as
11999, 2000, 2001], for the fifth period will be as [2002, 2003,
2004, for the sixth period will be as [2005, 2006, 2007], and
for the last period will be [2008, 2009, 2010].

Sceondly from the related work in section 1.1 the nine
factors stated, after that fables prepared and from counting the
times for the frequency for each factor, the randomly chosen
samples were (hirty for cach period, data was resulted for each
period and the range was from zero to thirty for each factors in
cvery period,

TABLEL, YEARS FOR THE PERIOD: [ , , |

> B EE
#meésggggggégé
b "
1
2
Toul -

Thirdly after tabulating dala we go for representation the
data in an understandable, easy effective way, here we use
Microsoft excel to represent data by columns, lines, and scctors
here are the results: The data for nine factors and the seven
periods were mseried.

In brief all the work in section two was Lo gel the data
which is the basic thing needed from the resources for the
decision makers o process to support their decisions, afler {hat
the analysis by any simple tool can analyze the data which is
followed in the next section.

IV.  ANALYSIS

Through the descriptive analysis a lot of figures were
resulted since the work has seven periods with nine factors; so
simple caleulation it will be 63 figures if we want to browse at
least in two different chart types it will be 126 figures in taking
cach variable alone, for the beneficial better to compare the
factors together 1o judge which is the more important for this
from the initial work some relevant figures will be browse here
for the purpose of this work, the comment aboul the figures
will in the next section.

V. RESULTS AND DISCUSSION

As mentioned previously we will browse and comment
on the important figures; for that will put it in the following
sub-scctions:
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Figure 1. The nine decision making factors m the first period 1990-1992.

Based on Figure 1 the factors for decision making take
vary. The number of frequency for time is highest than other
factors followed by resources, until lowest number of
frequency such as cthics and intangibles. Therefore the first
five factors with higher number of [requencies can be
considered as: time, cost, benefits, risk, and resources,
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Figure 2. The nine decisions making factors for the year from 1993-1995,

From Figure 2 to rank descending the factors of decision
making related to their frequencies it will be as: time, cost,
benefits, while risk and resources equal in the fifth position,
then the rest of factors.

numberof fr

Figure 3. The nine decisions making factors for the year from 1996.1998,

Here in Figure 3 the factors representation obvious as the
previous results taking steps shape from time followed by cost
then benefits, then the rest of the attributes.
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Figurc 4; The nine decision making factors for the year from!999-2001.

Based to Figure 4 the time became as second factors while
fhe cost is the first one, in common the same slylc the first five
ﬁequuu. s still to the following factors: cost, time, benefits,
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Figure § The mine decisions making factors for the years from 2002-2004,

Another support to the near conclusion here by Figure 5 the
rank descending for the factors comes out as: time, benefits,
cost, tesources, risk, financial impact, ethics, feasibility, and
intangibles. Also it can be noticed here the same five factors
appear again; which is the same results from the following
Figure 6 for the period with years from 2005-2007.
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Figure 6, The nine decision making factors for the years from 2005-2007,

For the last period 30 papers will be selected from the
available resources for the decision making factors survey,
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mumber of frequency

iggure 7. The nine decision making factors for the years 2008-2010.

Descriptive analysis for papers for the years [2008,2009,
20101, in addition to what mentioned plevmusly the same
result appeared again onc look to the prewous figures will
conclude the same five factors appear again and this will be a
powerful guide to the conclusion in this research paper.
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Figurc 8: The ning factors in the seven periods with all the periods.

number of Frequency
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Based on Figure 8 which is considered a comprehensive
figure, for cach factor seven columns which represent the seven
periods for the years from 1990 until 2010, which indicates
also to another suppart for the previous result the descending
rank for the actors still grouping the previous five factors as
the more interested and wanted to the decision makers from the
other factors. Another representation may be preferred to give
it in bars some like to see things while comparing in (many
views) horizontal view followed here in Figure 9.

More easily view in the following figure o the previous
Figure 9 and as a good result the representation in averages for
the nine factors for the seven periods as follows in Figure 10,
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Figure 10. The average of frequency for the nine decision making factors from
1990-2010.
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From the figures presented previously and discussion the
factors of decision making can be categorized into two groups:
the major group one which consists of five factors: cos, time,
risk, resources, and benefits, while the second group consists of
four factors: financial impact, feasibility, intangibles, and
ethics.

For anyone who will wonder from these five factors which
is the more frequently and more redundant with all the years
from 1990 until 2010. To give the answer for this wondering
we need restart the previous work with partial data from the
previous data for the five factors in group one.

However, as mentioned before, no meaning from analyzing
the time alone or any other factors, for that the comparison will
be hetween the five factors all in every period from the seven
previously mentioned periods then lastly all together.
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Figure 1. The five decision making factors from 1990-1992.

Based to Figure 11 it represents the first period (1990-
1992) clearly fime with the most frequency from all the five
presented factors, then comes resources, follows by (wo
attributes in the same level: cost and benefits, and at last one is
the risk factors.
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Figure 12. The five decision making factors from 1993-1995.

Here in the second period (1993-1995) hased to figure 12, it
is casy 1o notice them as they look like steps, lime is the
highest, fellows by cost, then benefits, and lastly risk same
Jevel as resources,
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Figure 13, The five decision making factors from 1996-1998.
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In the third period (1996-1998) based to Figure 13 time is
the highest frequency, the second factors cost, then the third
the benefits factors, the resources here is the fourth, and the
lowest factor is the risk.

In the following figure has change from the previous style.
A fast look for Figure 14 you will see time didn’t come in the
first stage, so the cost factors come with the highest frequency,
but followed by time in the next stage, then the benefits factor
after that the resources, and at the end came the risk, see Figure
14,
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Figure 14. The five decision making factors from 1999-2001,

To reach to meaningful result from the coming figure the
focus will be for time to verify is it still the highest, whereas for
risk is it still the last one, sce Figure 15 the following one, and
for the ather three factors they varies in different ways.
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Figure 15, The five decision making factors from 2001-2004.

For the sixth period with the years (2005-2007) the time
factor retumn back fo be the highest of all the fifth factors, and
he other four factors in different high representation for their
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frequencies. in the last period the important to track the lime
factors behavior and ignore the other factors to avoid
misleading the issue to come with beneficial result. See the
following Figure 16
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Figure 16, The five decision making factors from 2005-2007.

For the last period for the years 2008-2010, it is obvious the
fime is the highest column which represents the frequency from
the hased Lo the following figure, see Figure 17
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Figure 17, The five decision making factors from 2003-2007,

It is good before coming out with ~conclusion to have
another support, for which is the highest factors o the more
relevant one from the five resulted attributes from the initial
nine factors , for that the following will be representation 1o
the five factors together in all the seven periods. For this see
the following Figure 18
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Figure 18. The five decision making factors from 2008-2010.
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Based to Figure 18 in looking to the seven columns time

obviously is the highest factor. In sum, from all the mentioned

and presented here the time is the more important factors, but

before we go to the final conclusion it is morc better and

powerful to present this in a small model since one look equal
thousand ( a lot of words) this followed in the next seetion,

For the seven periods from 1990-2010 time and cost factors
appeared to be more significant of the DMP, (here is a say
“Time is Gold". Whereas, for looking for all the DM factors:
Time, cost, benefits, risk and resources, were the more
important than other factors, which give the decision makers a
eood idea about inserting and not ignoring those relevant
factors in DMP, This will not mean forgetting the other factors,
if the decision makers can look for all nine factors it will be
better, but if they want to process their decision with the
relevant ones only, they ean choose what mentioned before and
presented in the figures 11,12,13,14,15,16,17 and 18.

V|, PROPOSED MODEL FOR THE DECISION MAKING FACTORS

From all the previous sections a proposed model can be
presented for the nine attributes, while this needs other
rescarches o insure it. The model will be in two groups for the
factors as independent variables relating to the process of
decision making, which s another issue that will help the
decision makers in different levels to support them to come
with better decisions,

Note: the important group for the five decision making
factors linked with normal row, while the second group linked
in discrete row in the following Figure 19.
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Figure 19. The proposed model for the decision making factors.

VII. CONCLUSION AND FUTURE RESEARCH

Basically researchers help decision makers in decision
support systems (DSSs) and had  noticed that the decision
making processing is (he gap in making bad decistons in
organizations, for that they presented  different ways in
processing decisions and referring it (o the use of systemaic
way, Before the processing, this research focus the light on the
decision making factors in order to come out with better
decisions for multi-decision makers (different level of
management and normal users).
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Fitstly from this qualitative study the factors of decision
making are very important in decision making processing, and
vatluable to the decision makers.

Secondly the factors of decision making can be categorized
into two groups: the major (important) group which consists of
five factors; cost, time, risk, resources, and benefits, whereby
the second group consists of four factors: financial impact,
easibility, intangibles, and ethics.

However the most important factors in s the time, but to
rank these factors is not casy here and need other researches
which can lead us 10 end this work with the uture researches.

Decision making factors still need more research 1o be
conducted, a comprehensive model verifying all the faciors as
it help in decision making processing and produce more
powerful results, beside using the technology systems as the
compuler-based  information systems  (CBIS) in decision
making in organizations which will help all humanity to adapt
the solution to another arcas.
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