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ABSTRACT (BAHASA MALAYSIA)


ABSTRACT (ENGLISH)

In recent years, neural networks have received an increasing amount of attention among macroeconomic forecasters because of their potential to detect and reproduce linear and nonlinear relationships among a set of variables. This study provides an introduction to neural networks and its establishment to standard econometric techniques. An empirical results in forecasting macroeconomic variables to GDP growth in Malaysia was initially introduced. For both the in-sample and the out-of-sample periods, the forecasting accuracy of the neural network is found to be superior to a well established linear regression model, with the error reduction ranging 8 per cent to 57 per cent.

A thorough review of the literature suggests that neural networks are generally more accurate than linear models for out-of-sample forecasting of economic output and various financial variables such as stock prices. However, the literature should still be considered inconclusive due to the relatively small number of reliable studies on the macroeconomic forecasting. The full potential of neural networks can probably be exploited by using them in conjunction with linear regression models. Hence, neural networks should be viewed as an additional tool to be included in the toolbox of macroeconomic forecasters.
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CHAPTER 1
INTRODUCTION

1.1 Overview

Macroeconomic forecasting is a very difficult task due to the lack of an accurate, convincing model of the economy. The most accurate models for economic forecasting, "black box" time series models assume little about the structure of the economy (Moody, 1995). Recent research suggests that neural networks may prove useful to forecast volatility financial variables that are difficult to forecast with conventional statistical methods, such as exchange rates (Verkooijen, 1996) and stock performance (Refenes, Zappranis and Francis, 1994). Neural networks have also been successfully applied to macroeconomic variables such as economic growth (Tkacz, 1999), industrial production (Moody, Levin and Rehfuss, 1993) and aggregate electricity consumption (McMenamin, 1997).

Most of these applications would benefit from the inclusions of nonlinearity in the forecasting function. However, nonlinear time series forecasting is not straightforward and theory does not guide the model building process by suggesting a functional relationship between relevant lags and the response variable. Within sample fit criteria are less effective in choosing a nonlinear rather than a linear model, and the best fitting nonlinear model may not produce the most accurate out-of-sample forecast.
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