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Abstrak

Dalam menguji kesamaan sukatan lokasi, ujian klasik seperti ujian-t dan analisis
varians (ANOVA) masih lagi di antara prosedur yang biasa dipilih. Prestasi
prosedur ini adalah terbaik jika andaian kenormalan data dan kehomogenan varians
dipenuhi. Sebarang ketidakpatuhan andaian boleh menjejaskan hasil ujian klasik
tersebut. Walau bagaimanapun, dalam kehidupan sebenar, andaian ini sering tidak
dipatuhi, oleh yang demikian prosedur teguh menjadi pilihan. Kajian ini
mencadangkan dua prosedur teguh dengan mengintegrasikan statistik H bersama
min terpangkas suai menggunakan penganggar engsel, HQ dan HQ;. Prosedur yang
dicadangkan masing-masing ditandai sebagai HT"HQ dan HTHQl. Statistik H dikenali
dengan keupayaannya mengawal kadar Ralat Jenis | manakala THQ dan THleuIa
adalah penganggar lokasi teguh. Kaedah min terpangkas suai memangkas data
menggunakan kaedah pemangkasan asimetrik, dengan hujung taburan dipangkas
berdasarkan ciri-ciri taburan tersebut. Untuk mengkaji prestasi (keteguhan)
prosedur, beberapa pemboleh ubah dipergunakan untuk menghasilkan keadaan yang
dapat menyerlahkan kekuatan dan kelemahan prosedur. Pemboleh ubah tersebut
adalah jumlah pemangkasan, bilangan kumpulan, saiz sampel yang seimbang dan
tidak seimbang, jenis taburan, keheterogenan varians dan sifat pasangan. Kaedah
Bootstrap telah digunakan untuk menguji hipotesis disebabkan taburan statistik H
adalah tidak diketahui. Integrasi antara statistik H dan min terpangkas suai
menghasilkan prosedur teguh yang mampu menangani masalah ketidakpatuhan
andaian. Hasil kajian menunjukkan prestasi prosedur yang dicadangkan adalah
terbaik dalam mengawal kadar Ralat Jenis | dengan jumlah pangkasan yang
berbeza; prestasi HTy, adalah terbaik dengan pangkasan 20%, manakala 15%
adalah terbaik untuk HT“HQl. Di samping itu, kedua-dua prosedur terbukti lebih
teguh jika dibandingkan dengan ujian parametrik klasik (ujian-t dan ANOVA) dan
ujian tak berparameter (Mann Whitney dan Kruskal-Wallis).

Kata kunci: Statistik teguh, Statistik H, Penganggar engsel, Kadar ralat jenis I,
Pemangkasan asimetrik.



Abstract

In testing the equality of location measures, the classical tests such as t-test and
analysis of variance (ANOVA) are still among the most commonly chosen
procedures. These procedures perform best if the assumptions of normality of data
and homogeneity of variances are fulfilled. Any violation of these assumptions
could jeopardize the result of such classical tests. However, in real life, these
assumptions are often violated, and therefore, robust procedures may be preferable.
This study proposed two robust procedures by integrating H statistic with adaptive
trimmed mean using hinge estimators, HQ and HQ;. The proposed procedures are
denoted as HTHQ and HTHQl, respectively. H statistic is known for its ability to
control Type | error rates while Ty, and Ty, are the robust location estimators.
The method of adaptive trimmed mean trims data using asymmetric trimming
technique, where the tail of the distribution is trimmed based on the characteristic of
that particular distribution. To investigate on the performance (robustness) of the
procedures, several variables were manipulated to create conditions which are
known to highlight its strengths and weaknesses. Such variables are the amount of
trimming, number of groups, balanced and unbalanced sample sizes, type of
distributions, variances heterogeneity and nature of pairings. Bootstrap method was
used to test the hypothesis since the distribution of H statistic is unknown. The
integration between H statistic and adaptive trimmed mean produced robust
procedures that are capable of addressing the problem of violations of the
assumptions. The findings showed that the proposed procedures performed best in
terms of controlling the Type | error rate with different trimming amounts; the
HTyo performed best with 20% trimming, while 15% was best for the HTy,,. In
addition, both procedures were also proven to be more robust than the classical tests
of parameteric (t-test and ANOVA) and non-parametric (Mann Whitney and
Kruskal-Wallis).

Keywords: Robust statistics, H statistic, Hinge estimator, Type | error rates,
Asymmetric trimming.



Acknowledgement

TV
e
3
)
. ot

5 o

Alhamdulillah, praised to Allah S. W. T for giving me this opportunity to complete
this thesis. This journey gave me priceless experiences, helped me to know myself

better and improve myself in so many aspects.

This thesis would not have been materialized without the support of several
individuals. First, 1 am deeply indebted to my supervisor Associate Prof. Dr.
Sharipah Soaad Syed Yahya for her patient, support, guidance and encouragement
regarding my work. She has been most helpful throughout my entire study. I also
like to thanks my co supervisor Dr. Suhaida Abdullah who gave me advices and

critical review on my works.

| also like to take this opportunity to express my gratitude to those who always
support me from behind, especially my father; Muhammad Di Ishak, my siblings;
Wijyawati, Rosmanizam, Noorfarizan and my beloved sister, Allahyarhamah
Norfaidatul Akma. Without support from them, | will never have the courage to

complete this work.

Last but not least, my appreciation goes to Universiti Utara Malaysia and the
individuals and parties that involves directly or indirectly throughout this study.

Thank you very much.



Table of Contents

PErMISSION 10 USE.....oiiitiitiiiiiiieiieie ettt ettt bbb i
ADSIIAK ..ttt bt e nneane e re e i
N 0L = Tod SO PRRPR ii
ACKNOWIBAGEMENL.......eeiiieiecec et sre e e snaeee s iv
Table OF CONENLS ..o bbb %
LISt OF TaDIES.....eeiee ettt nre s viii
LISE OF FIQUIES ... bbbt X
LiSt OF APPENAICES .....ovieiiceiccie et et nas Xi
GlOSSANY OF TEIMS ....cviieii ettt reeee e e nreas Xii
LiSt OF ADDIEVIATIONS. .....c.viiiieieiie e Xiv
CHAPTER ONE

INTRODUCTION . ...ttt srae e e e e s nre e e e naeeanes 1
1.1 INEPOTUCTION ..ottt bbb ene e e 1
1.2 Problem STAteMENT .........ooiiieie et 1
1.3 ODJECTIVES. ...ttt bbbttt sttt 5
1.4 Significance OF the STUY .......c.ooeiiiiiii s 6
1.5 Organization 0f the TNESIS .......cceciiiiiiiicc e 6
CHAPTER TWO

LITERATURE REVIEW........coiiiiiiieeee st 8
2.1 INEFOTUCTION ...ttt sttt nre e enes 8
2.2 RODUSE STALISTICS ... eovveveeieeie ettt nre e enes 8
2.3 THIMMEU MEAN ... .eoiiiiiiiiee ettt e e aeenaesreeaeaneenrens 10
2.4 Adaptive Robust Estimator: Hinge EStIMators .........ccccccvvvveevieiii v, 11
2.5 H STALISTIC ...ccuviieiiieeeie ettt nreas 13
2.6 Criterion 0f RODUSINESS........ccviiieicie e 14



CHAPTER THREE

METHODOLOGY ...ttt e e e ssae e e e e e naeeanneeas 16
K200 [ 1 oo 0 od o] o OSSOSO 16
3.2 H Statistic with Hinge Estimators, HQ and HQ1 ....ccocoevveiiiiiiiicecc e, 18
3.2.1 HTq PrOCEAUIE. ... 18
3.2.2 HTjq, PrOCEUUNE.........oooieieieeeesecec e 20
3.3 Variable Manipulated............ccviieiieiicc e 22
3.3.1 Amount of THMMING.....cccoiiieiiece e 23
3.3.2 NUMDET OF GIOUPS ....cvviiiiiieicieeie e 24
3.3.3 Balanced and Unbalanced Sample Sizes .........cccooveieieneneneniiieeee, 24
3.3.4 Types of DiStribULION ........ccviieiicce e 25
3.3.5 Variance Heterogeneity.........cccccveieeieiieie e 26
3.3.6 NALUIe OF PAITINGS .....cveiiiiiiiitiiieeeee e 26
3.4 DeSIgN SPECITICALION .....c.viiiiiiiiiisic et 28
3.5 Data GENEIALION .....ecvieiieiieieiie ettt et st sttt r e nee s 29
3.6 BOOtstrap Method...........cc.ooiiiiii s 32
3.7 Measure Of RODUSENESS .........ccviieiieiieiesie st nee e nnees 34

CHAPTER FOUR

FINDINGS ... e et e e et e e e na e e ennaeeeneeeas 35
0 L1 0o [ od o] o SRS SS PSRRI 35
4.2 Results Tor TWO groups (J = 2) coeeieeieeeeceecie ettt anees 36
4.2.1 Balanced Sample SIZES ......cocveiieiieeiecceee e 37
4.2.2 Unbalanced Sample SIZES .........ccoiiiiiiiiiiiee e, 40
4.3 ResUlts TOor FOUr GrouPs (J = 4) ..o 44
4.3.1 Balanced Sample SIZES ........covviiieiiiiic e 45
4.3.2 Unbalanced Sample SIZES ........ccoveiiiiiiiiie s 48
4.4 OVErall RESUILS ......veiiei et nneas 52
4.4.1 Results for each Condition...........ccocveveiiienieie e 53

Vi



CHAPTER FIVE

CONGCLUSION. ..ottt ettt ste st ane e ne e e e s 58
5.1 INTFOTUCTION ..ttt st et r e sbeeneesneenreas 58
5.2 The PropoSed PrOCEAUIES .........ccueiieiieeieceecie s ste et sae e nneas 58
5.3 Comparison among the Best Trimming Procedures ..........cccoccevvveveevieieesesieennn, 60

5.3.1 TWO GrOUPS (J = 2) cueeueeiueeieieiiesieeieseesieesie sttt ssee e saesneesree e snessaeeeesnes 60

5.3.2 FOUI GrOUPS (J = 4) ettt 63
5.4 IMPICALIONS ... ettt et re e te e e re e b e aneenreas 65
5.5 Suggestion for FUtUre RESEAICH ...........cceiieiiiie i 67
REFERENCES. ...ttt bbb 68

vii



List of Tables

Table 3.1: Tests and the Central MEASUIES ..........coceveririnieieiese e, 17
Table 3.2: Description of Variable Manipulated..............ccooeieiiiiniiiiiiicieee, 23
Table 3.3: Balanced and Unbalanced Sample Sizes ..o, 25
Table 3.4: Pairing for Unbalanced Sample SizeS (J = 2) ..ccccoevviveiieveeie e, 27
Table 3.5: Pairing for Unbalanced Sample SizeS (J = 4) .ccccvecvivevieiececeece e, 27
Table 3.6: Design SPeCITICALION .........cccuiiiiiieieieic e 28
Table 3.7: Location Parameters with Respect to Distribution ............cc.ccocvviiiineneen, 31
Table 4.1: Presentation 0f the RESUILS..........covviiiiiiiiiiiceee e 35
Table 4.2: Comparison of Tests forJ=2and J=4......c.cccoveviiieiiiiiie e, 36
Table 4.3: Type | Error Rates of HTHQ for Balanced Sample Sizes (J = 2)............... 38
Table 4.4: Type | Error Rates of HTHQ1 for Balanced Sample Sizes (J = 2)............. 39
Table 4.5: Type | Error Rates of t-test and Mann-Whitney for

Balanced Sample SIZES ........ccooiiiiiiiiiiieee e 40
Table 4.6: Type | Error Rates of HTHQ for Unbalanced Sample Sizes (J =2).......... 41

Table 4.7: Type | Error Rates of HTHQ1 for Unbalanced Sample Sizes (J = 2)........ 42
Table 4.8: Type | Error Rates of t-test and Mann Whitney for

Unbalanced Sample SizeS (J = 2) .oovveieiieiece e 43
Table 4.9: Type | Error Rates of HTy;q for Balanced Sample Sizes (J = 4)............... 45
Table 4.10: Type | Error Rates of HTHQ1 for Balanced Sample Sizes (J =4).......... 46
Table 4.11: Type | Error Rates of ANOVA and Kruskal Wallis for

Balanced Sample SizeS (J = 4) ..o 47
Table 4.12: Type | Error Rates of HTHQ for Unbalanced Sample Sizes (J =4) ........ 49
Table 4.13: Type | Error Rates of HTHQ1 for Unbalanced Sample Sizes (J = 4)......50
Table 4.14: Type | Error Rates of ANOVA and Kruskal Wallis for

Unbalanced Sample SizeS (J = 4) .o, 51
Table 4.15: Percentages of Robustness for HTyq and HTjq, ocvoevevreeceeiniieniieninns 52
Table 4.16: Percentages of Robust Conditions under Amount of Trimming ............ 53
Table 4.17: Percentages of Robust Conditions under Type of Distributions............. 54

viii



Table 4.18: Percentages of Robust Conditions under Degree of
Variance HEterogeNEItY ........cccucveieiirieieseses e 55
Table 4.19: Percentages of Robust Conditions under Balanced and

Unbalanced Sample SIZES.........ccccveviiieiieie e 56
Table 4.20: Percentages of Robust Conditions under Number of Groups................. 56
Table 4.21: Percentages of Robust Conditions under Nature of Pairings.................. 57

Table 5.1: Percentages of Robustness for HTy;q and HTyq, with

Respect to Trimming AMOUNL...........ccoveiiiieiieie e 59
Table 5.2: Comparisons for Balanced Sample Sizesfor J =2.........cccoovevvvieiviienen, 61
Table 5.3: Comparison for Unbalanced Sample Sizesfor J=2......cccccocvvvviiiviennn, 62
Table 5.4: Comparisons for Balanced Sample Sizesfor J=4.........ccccvvviiiiiiiienn, 63
Table 5.5: Comparisons for Unbalanced Sample SizesforJ =4 .......c..ccooviviieienn. 64



List of Figures

Figure 1.1: Example of Real Data

(Distribution of Ship’s Service Time before Privatization)..............c....... 2
Figure 1.2: Example of Real Data
(Distribution of Ship’s Service Time after Privatization).............c.cceennnee. 3

Figure 3.1: Procedures Proposed



List of Appendices

Appendix A

Manual Calculation for HTzq and HTHg, «cveeeeeevreeeereeineeiereiieseisesessessseseseeseeonns

Appendix B

SAS/IML Programming for HTyq .

Appendix C
SAS/IML Programming for HTyq,

Xi



Glossary of Terms

Analysis of Variance (ANOVA): A statistical technique which helps in making
inference whether three or more samples might come from populations having the
same mean.

Bias: A systematic (not random) deviation from the true value.

Bootstrapping: Bootstrapping is sampling with replacement from observed data to
estimate the variability in a statistic of interest.

Classical Tests: In statistical inference procedures (hypothesis tests and confidence
intervals), classical tests are those that incorporate assumptions about population
parameters.

Estimator: A statistic, measure, or model, applied to a sample, intended to estimate
some parameter of the population that the sample came from.

Heteroscedasticity: Heteroscedasticity generally means unequal variation of data,
e.g. unequal variance.

Homoscedasticity: Homoscedasticity generally means equal variation of data, e.g.
equal variance.

Kruskal-Wallis Test: Nonparametric test for finding if three or more independent
samples come from populations having the same distribution.

Kurtosis: Kurtosis measures the "heaviness of the tails" of a distribution (in
compared to a normal distribution).

Mann Whitney Test: Nonparametric test for finding if two independent samples
come from populations having the same distribution.

Mean: For a population or a sample, the mean is the arithmetic average of all
values. The mean is a measure of central tendency or location.

Nonparametric Tests: In statistical inference procedures (hypothesis tests and
confidence intervals), nonparametric procedures are those that are relatively free of
assumptions about population parameters.

Normal Distribution: The normal distribution is a probability density which is
bell-shaped, symmetrical, and single peaked. The mean, median and mode coincide

Xii



and lie at the centre of the distribution.

Robustness: The robustness of a statistical method is its insensitivity to departures
from classical test assumptions.

Skewness: Skewness measures the lack of symmetry of a probability distribution.

t-test: A statistical technique which helps in making inference whether two samples
might come from populations having the same mean.

Trimmed Mean: The trimmed mean is computed by sorting all the N discarding
the percentages of the smallest and percentages of the largest values, and
computing the mean of the remaining values.

Type | Error: Type | error is the error of rejecting the null hypothesis when it is
true.
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ANOVA

H

MOM

SAS

SAS/IML

SPSS

List of Abbreviations

Analysis of Variance

Robust test to measure the equality of central tendency
One-step M-estimator

Statistical Analysis Software

Statistical Analysis Software/ Interactive Matrix Language

Statistical Package for Social Science
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CHAPTER ONE
INTRODUCTION

1.1 Introduction

In recent years, there have been extensive studies regarding the test on the equality
of central tendency measures in terms of their robustness. However, researchers in
the field of social sciences, economics, and business for example are still attached to
the classical tests which are available in all the statistical packages in the market.
When testing the differences between groups, t-test and Analysis of Variance
(ANOVA) will be the most commonly chosen methods. ANOVA and t-test have
several assumptions that need to be fulfilled before the procedure can be applied.
The main assumptions are such that the data should be normally distributed and
variances are homogeneous. Unaware to most of them, these tests are unreliable and
produce misleading results when there are any violations in the assumptions

(Mantalos, 2010).

1.2 Problem Statement

As mentioned in previous subsection, ANOVA and t-test have underlying
assumptions that need to be fulfilled. In real situation, these assumptions are often
violated and to obtain the ideal data which satisfy all the assumptions are hardly
achieved (Wu, 2007). Figure 1.1 and Figure 1.2 depicts the example of violations of
the classical assumptions in real life. Figure 1.1 is the distribution of the ship’s
service time before privatization with mean 14.48 hours. Figure 1.2 is the
distribution of the ship’s service time after privatization with mean 15.95 hours. To

test the equality of central tendency measures between the two groups, t-test is an
1
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