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Abstrak 

Algoritma Blowfish (BA) adalah sifer blok simetri yang menggunakan rangkaian 

Feistel untuk melakukan fungsi penyulitan dan penyahsulitan yang mudah. Kunci 

BA adalah pelbagai dari bit 32 ke 448 untuk  memastikan  tahap keselamatan yang 

tinggi. Walau bagaimanapun, kotak penggantian (Kotak-S) dalam BA mengambil 

peratus ruang memori yang tinggi dan mempunyai masalah keselamatan, 

terutamanya dalam kerambangtarikan output bagi teks dan fail imej yang 

mempunyai rentetan besar  dan mempunyai bait yang serupa. Dengan demikian, 

objektif kajian ini adalah untuk mempertingkatkan BA bagi mengatasi masalah ini.  

Kajian ini melibatkan tiga fasa; reka bentuk algoritma, pelaksanaan, dan penilaian. 

Dalam fasa reka bentuk, Kotak-S 3D dinamik, Kotak Pilih Atur (Kotak-P) dinamik, 

dan Fungsi Feistal (Fungsi-F) direkabentuk.  Pembaikan ini melibatkan integrasi 

sistem koordinat silinder (CCS) dan Kotak-P dinamik.  BA yang dipertingkatkan 

dikenali sebagai algoritma Ramlan Ashwak Faudziah (RAF).  Fasa pelaksanaan 

melibatkan pengembangan kunci, penyulitan data, dan penyahsulitan data. Fasa 

penilaian meliputi mengukur algoritma dari segi memori dan keselamatan.  Dari segi 

memori, keputusan menunjukkan RAF menggunakan 256 bait, iaitu kurang daripada 

BA (4096 bait).  Dari segi kerambangtarikan pada teks dan fail imej yang 

mempunyai rentetan besar dan mempunyai bait yang serupa, kadar purata 

kerambangtarikan untuk 188 ujian statistik memperolehi nilai lebih daripada 96%.  

Ini bermakna RAF mempunyai kerambangtarikan tinggi yang menunjukkan bahawa 

ianya lebih terjamin. Dengan demikian, keputusan ini menunjukkan bahawa 

algoritma RAF yang mengintegrasikan CCS dan dinamik Kotak-P adalah satu 

pendekatan berkesan yang dapat mengurangkan ingatan dan mengukuhkan 

keselamatan. 

 

Kata kunci:  Sistem Koordinat Silinder, Kotak-S dinamik, Kotak-P dinamik,  

Algoritma Blowfish 
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Abstract 

The Blowfish Algorithm (BA) is a symmetric block cipher that uses Feistel network 

to iterate simple encryption and decryption functions. BA key varies from 32 to 448 

bits to ensure a high level of security. However, the substitution box (S-Box) in BA 

occupies a high percentage of memory and has problems in security, specifically in 

randomness of output with text and image files that have large strings of identical 

bytes. Thus, the objective of  this research is to enhance the BA to overcome these 

problems. The research involved three phases, algorithm design, implementation, 

and evaluation. In the design phase, a dynamic 3D S-Box, a dynamic permutation 

box (P-Box), and a Feistal Function (F-Function) were improved. The improvement 

involved integrating Cylindrical Coordinate System (CCS) and dynamic P-Box.  The 

enhanced BA is known as Ramlan Ashwak Faudziah (RAF) algorithm. The 

implementation phase involved performing key expansion, data encryption, and data 

decryption. The evaluation phase involved measuring the algorithm in terms of 

memory and security.  In terms of memory, the results showed that the RAF 

occupied 256 bytes, which is less than the BA (4096 bytes).  In terms of randomness 

of text and image files that have large strings of identical bytes, the average rate of 

randomness for 188 statistical tests obtained values of more than 96%. This means 

that the RAF has high randomness indicating that it is more secured. Thus, the 

results showed that the RAF algorithm that integrates the CCS and dynamic P-Box 

serves as an effective approach that can consume less memory and strengthen 

security.    

 

Keywords: Cylindrical Coordinate System, Dynamic 3D S-Box, Dynamic P-box, 

Blowfish Algorithm. 
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CHAPTER ONE 

                                           INTRUDUCTION 

1.1 Background 

The advancements in technologies have changed the way people communicate with 

each other. Technologies have accelerated communications, resulting in an 

exponential information exchange, especially in digital landscape.  Hence, it allows 

people, regardless of the places they are at and the time zone they are in to 

communicate and transfer information extensively in a borderless manner.  In this 

kind of situation, the protection of transmitted data is very important. This is because 

in such landscape, the possibility of data theft is high, and eventually results in data 

loss. More importantly, the attacked data could be manipulated by the attackers for 

undesirable purposes (Verma, Agarwal, Dafouti, & Tyagi, 2011). 

In order to ensure that transmitted data are safe, cryptography has been popularly 

used Rolf (2005). Cryptography techniques encrypt and hide information. This means 

that the original information will not been tampered and the information can only be 

accessed in pieces and not as a whole (Menezes, Van Oorschot, & Vanstone, 1997). 

Existing popular cryptographic algorithms on block cipher include DES, RC2, IDEA, 

CAST, Rijndael, Twofish, RC6, MARS, Serpent, and Blowfish. The limitations of 

these algorithms except Blowfish are not highly secured and slow.  

As mentioned, one of the popular cryptographic algorithms is the Blowfish Algorithm 

(BA).  BA is a symmetric-key block cipher, designed in 1993 by Bruce Schneier and 
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included in a large number of cipher suites and encryption products. BA provides a 

good encryption rate in software and it is more suitable and efficient for hardware 

implementation; no license is required as it is unpatented. The key of the BA is a 

variable from 32 bits to 448 bits, so it requires 2
448

 combinations to examine all the 

keys, thus ensuring safety of the data (Milad et al., 2012; Sindhuja, Logeshwari, & 

Sikamani, 2010; Li n  & Lin, 2000). On top of that, a variable-length key would make 

the process of cryptanalysis more difficult for possible attackers (Milad et al., 2012). 

Other advantages of BA include no effective cryptanalysis of it has been found to 

date and an effective cryptanalysis on the full-round version of BA too has not been 

discovered (Cody, Madigan, Donald, and Hsu, 2007; Meyers and Desoky, 2008; 

Sindhuja et al., 2010, Kumar and Baskaran, 2010, and Kiran et al., 2013). 

However, the algorithm has some limitations. According to Vaudenay (1996) a 

known-plaintext attack requires 2
8r+1

 known plaintexts to break, where r is the 

number of rounds.  He also found a class of weak keys that can be detected and 

broken by the same attack with only 2
4r +1

 of known plaintexts. However, this attack 

cannot be used against the regular Blowfish, because it assumes knowledge of key-

dependent S-Boxes.  

Other drawbacks are it computes all subkeys and S-Boxes dynamically before the 

beginning of an encryption; thus causing overhead in the computation.  This results in 

roughly the equivalent of encrypting an additional four kilobytes of data per data file 

which could be an issue for small devices with limited memory. Hence, BA is more 

applicable for applications that   rarely change the key value and for applications that 

encrypt or decrypt large streams of data (Cornwell, n.d.; Wang, Graham, Ajam, & 
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Jiang, 2011; Zhang & Chen, 2008; Chandrasekaran, Subramanyan & Raman, 2011; 

Milad et al., 2012). 

In short, although the BA is considered as better than other algorithms in terms of 

securing sensitive information, it still faces limitations. However, the limitation can 

be overcomes by enhancing the algorithm.  In this research the BA will be enhanced 

to address the limited memory issue and security.  

1.2 Problem Statement  

Among the existing cryptography algorithms, the BA is one of the earliest algorithms 

that have been accepted as a strong encryption algorithm (Schneier, 1996; Mahdi, 

2009; Hashim et al., 2009; Milad et al., 2012). This is due to several reasons: it is 

faster in data encryption, suitable for hardware implementation, and has a variable 

key length that inhibits successful attacks. However, the algorithm has some 

drawbacks.  It utilizes a large computational space from the result of using four S-

Boxes. Four S-Boxes occupies a large memory (Schneier, 1994; Cornwell, n.d.; 

Zhang & Chen, 2008; Wang et al., 2011; Chandrasekara et al., 2011; Milad et al., 

2012), thus, is inefficient in terms of memory and cost. Another problem is its 

incompatibility with image and text files that involve large strings of identical bytes. 

Specifically, the problem is related to the randomness of encrypted text file outputs 

and encrypted image file outputs (uncompressed and lossless compressed images). 

BA was also found to have less resistance against differential and linear attacks when 

the key dependent of S-Box is known.  
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There have been various previous attempts to enhance  BA in different directions 

such as performance in terms of complexity time and memory (Krishnamurthy, 

Ramaswamy & Leela, 2007; Chandrasekaran et al., 2011;  Vaidhyanathan et al., 

2010; Mahdi, 2009; Hashim et al., 2009; Manikandan, Kamarasan, Rajendiran & 

Manikandan, 2011b; Manikandan et al., 2012a) and enhance security (Schmidt, 2006; 

Al-Neaimi & Hassan, 2011a; Manikandan, Sairam, & Kamarasan, 2012b; Halagali, 

2013; Mahdi, 2009; Hashim et al., 2009; Manikandan, Kamarasan, Rajendiran, & 

Manikandan, 2011b; Manikandan et al., 2012a).  

In cryptography, confusion and diffusion are the guiding principles in a cipher design 

(Shannon, 1949). Substitution Box (S-Box) is examples of "confusion" and 

permutation box (P-Box) are examples of "diffusion".  An S-Box is a basic 

component of symmetric key algorithms, which performs substitution. S-Box plays 

an important role in block cipher algorithms and several weaknesses in S-Box can 

therefore lead to a cryptosystem which can be easily broken. Much security of block 

cipher based on feistel network depends on the properties of  S-Box that are used in 

round function and improvement to an S-Box will in turn enhance to the block cipher 

system. 

 Several previous works have focused on improving S-Box. Among these are using 

single S-Box (Hashim et al., 2009), two S-Boxes (Mahdi, 2009), Chaos theory 

(Chandrasekaran et al., 2011), and replacing the pi initialization (in the algorithm) 

with a random number generator (Halagali, 2013).  
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Hashim et al., (2009) were not able to improve the situation as the single S-Box still 

requires a large memory (65543 bytes) to improve Blowfish of 128 bits. In addition, 

randomness and the security of the new S-Box were not conducted. Thus, the 

methodology cannot be confirmed. Mahdi (2009) suggested reducing four S-Boxes to 

two S-Boxes with 259 bytes. The total size of the two S-Boxes is 518 bytes.  

Similarity with Hashim et al. (2009), this study did not test for randomness and 

security of S-Box. Later, Chandrasekaran et al. (2011) managed to decrease the time 

complexity over the original algorithm in the key generation of subkeys and S-Boxes. 

But they were not able to reduce the memory requirement. Their work required a 

memory space of 2 to the power 32 bytes. Halagali (2013) the proposed modification 

only change initial values of   subkeys and S-Boxes. But did not address the problem 

of memory requirements and still used four S-Boxes with large memory.  

Another attempt to improve block cipher was the use of 3D block cipher such as 

cubic (Nakahara, 2008; Suri and Deora, 2011; Ariffin, 2012) and these attempts 

together with byte permutation gave good diffusion results without compromising on 

the security of the original algorithm. 

On the other hand, the P-Box unlike S-Box is meant to reorder or permute the 

elements.  The fixed P-Box is open to differential and linear attacks.  However, the 

dynamic P-Box in which the content is based on secret keys did not have a fixed 

structure. As a result, dynamic P-Box is more secure than fixed P-Box. Thus, in this 

research adapts dynamic P-Box to diffuse the output of S-Box. 
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Thus, using the idea of 3D S-Box with byte permutation, our research attempts to 

reduce memory requirement in BA. Specifically, the work used a single 3D S-Box 

with 256 bytes. Byte permutation requires multi secret keys to design a dynamic 3D 

S-Box. These keys can be generated by different approach such as taking the last byte 

from the keys generated from each round, performing XOR between all bytes of  keys 

(Juremi et al., 2012; (Krishnamurthy and Ramaswamy, 2009),  taking the remainder 

using the formula  MOD 4 (Stoianov, 2011), and random selection (Suri and Deora, 

2011; Mahmoud, Hafez, Elgarf, and Zekry, 2013). Among these, the random 

selection is better. The method is able to generate unpredictable keys during an 

encryption process. As results, resistance indirectly, can be increased.   

In order to render any 3D space, a Cartesian coordinate system (rectangular 

coordinates), can be used to represent graphs and indicate the points on a 3D space 

(xyz-space). When Cartesian coordinates are not appropriate for a problem under 

consideration, another coordinate system is needed.  Among these are cylindrical 

coordinate system,  spherical coordinate system, and bipolar coordinate system,  

However, the cylindrical coordinate system is suitable for this research work because 

a dynamic S-Box is required to perform byte permutation and byte permutation 

depends on the rotation around x axis. In addition the Cubic is not appropriate to 

present S-Box (256 bytes) in 3D array. 

In summary, based on the problems related to memory and security on BA, this 

research presents an enhanced BA cryptography algorithm. The algorithm is named 

as the RAF. It incorporates the Cylindrical Coordinate System (CCS) in the round 

function with Dynamic Permutation Box to solve the limitation of BA. It utilizes less 
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memory space, and is more secure in terms of randomness and has a high resistance 

against attacks. 

1.3 Research Questions 

The study intends to answer the following research questions (RQ):  

     RQ1-How can the memory requirement of BA be reduced? 

     RQ2-Can the use of dynamic 3D S-Box and CCS rectify the memory requirement 

problem? 

     RQ3-Can the use of multi secret keys enhance the security of BA? 

     RQ4-Can the use of dynamic P-Box enhances the security of BA? 

     RQ5-How can the security of BA be improved? 

     RQ6-Is the enhanced algorithm computationally efficient?  

1.4 Research Objectives  

The main objectives of this study are to enhance BA in terms of reducing memory 

requirements, and increasing security.   

Specifically, this study aims to achieve the following sub-objectives: 

1. To design a dynamic 3D S-Box based on CCS that aims to reduce memory 

requirements 
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2. To generate multi secret keys during the encryption process by using the 

random function 

3. To design a dynamic P-Box so that the security can be enhanced 

4. To design a new F-Function. 

5. To determine the computational efficiency for the enhanced BA. 

1.4 Scope of Research 

This research study focuses on enhancing BA in terms memory and security. The 

range of data used includes Cipher Block Chaining Mode, and Random 

Plaintext/Random 128-bit keys. Image files used are in different formats (gif, jpeg 

png, tiff, and bmp), Data in ".txt" format was used for the text document and “.flv" 

and ".wmv" for the video files. 

1.5 Contribution of the Study 

The main contribution of this research study is the enhanced BA. This enhanced 

algorithm occupies smaller memory space and can be applied on any type of data 

even has large string of bytes such as text, image files, and it has good resistance 

against the attacks.  

Below are specific contributions: 

 Design a new round function (CCSDPB). 
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 Incorporate CCS in a 3D S-Box design. 

 Design a dynamic 3D S-Box by employ two procedures of byte permutation 

based on multi secret keys. 

 Design a dynamic P-Box to diffuse the output of 3D S-Box.   

 Generate multi secret keys during encryption process from random function 

that its seed based on variables; one of them is sequence of plaintext to 

enhance randomness of the algorithm as well as increase resistance to the 

attack. 

1.6 Organization of the Thesis 

This whole thesis is organised into seven chapters. Chapter One introduces the 

research study through the discussion of concepts in cryptography, types of 

cryptography, advantages and disadvantage of each type, as well as advantages and 

disadvantages of BA. It also formulates the problem statement, research questions 

that require urgent answers, objectives that need to be fulfilled, scope, and 

significance of the study.  

Chapter 2 presents the literature review in three parts, basic concepts of cryptography, 

concepts on coordinate systems and transformations, and past works related to the 

study.   

Next, Chapter 3 describes the research methodology.  It details the works to be 

carried out in order to achieve the research objectives.  
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Chapter 4 introduces a new cryptography algorithm. It is based on the Blowfish 

design and adapts an F-Function in CCS. This chapter also covers the definitions, 

notations and conventions, mathematical models, and algorithm specifications. 

Chapter 5, which presents the experimental results of the security 3D S-Box in RAF 

using Avalanche Criterion, Strict Avalanche Criterion, and Bit Independence 

Criterion, and correlation coefficient s of 3D S-Box with different keys are also 

presented. 

Chapter 6 presents a detailed discussion of the results and analysis of the security test 

of the proposed cryptography algorithm, output of randomness, correlation 

coefficient, avalanche text, and cryptanalysis. 

Finally, Chapter 7 provides the conclusion of the whole research study and put 

forward some recommendations for future work. 
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 CHAPTER TWO 

LITERATURE REVIEW 

This chapter consists of three parts. The first and second parts discuss the basic 

concept of cryptography, and presents concepts on coordinate systems and 

transformations. The third part discusses on past works related to the study.   

2.1 Basic Concepts of Cryptography 

A block cipher is a type of symmetric key cryptography that transforms a fixed length 

block of plaintext data into a block of ciphertext data of the same length. In this 

cipher, the transformation occurs when the user provides the secret key. Decryption is 

performed using reverse transformation on the ciphertext block with the same secret 

key. The fixed length block is known as the block size, which is typically 64 bits or 

more in the block cipher system. 

In mathematical terms, a block cipher is described as an equation with two parts: an 

encryption E and a decryption      . If k is the key, m is the plaintext, and c is the 

corresponding ciphertext, then 

               c= Ek (m) and Dk=  (c) =   (Ek (m))                                               (2.1) 

Block ciphers use simple operations such as rotation, shift, XOR, and substitutions 

(S-Boxes). These operations are continuously applied for n iterations, where n is 

between 4 and 32. The iteration is called a round, and the simple operations applied in 

every round are called a round function. The length of the plaintext determines 
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whether the plaintext should be expanded to a multiple of the block size. Different 

modes are used to encipher multiple blocks in a block cipher (Braeken, 2006; Meiser, 

2007; Mollin, 2007; Tamimi, 2008).  

Basically, the two different designs are the Feistel structure and Substitution-

Permutation Network (SPN) (Preneel et al., 2003). The Feistel structure is a class of 

SPNs with a special structure invented by Horst Feistel. A Feistel structure modifies 

only half of the data in every round, whereas an SPN structure modifies the whole 

data in every round. An interesting characteristic of a Feistel structure is that 

encryption and decryption algorithms are structurally the same, except for the round 

keys that work in reverse order. The advantage of SPN is its inherent parallelism, 

whereas its disadvantage is that it requires two different algorithms; the inverse 

algorithm is required for the decryption algorithm may vary from that required for the 

encryption algorithm (Keliher, 1997; Zhang & Chen, 2008; Naganathan, 

Nandakumar, & Dhenakaran, 2011). Examples of a Feistel cipher include DES 

(National Institute of Standard and Technology or NIST, 1999) and BA (Schneier, 

1994), whereas an example of an SPN cipher is AES (Daemen & Rijmen, 2002). 

2.1.1 Mode of Operation 

This section explains the two most common modes of operations in block cipher 

system: Electronic Codebook (ECB) and Cipher Block Chaining (CBC). Schneier 

(1996) posits that system security can be strengthened by several modes of 

operations, namely, ECB, CBC, Cipher Feedback (CFB), Output Feedback (OFB), 

and Counter (CTR) modes. This study is concerned with the ECB and CBC modes of 
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operation. In ECB mode, each block is encrypted on its own without any other 

addition. Meanwhile, CBC mode uses the cipher block from the previous step of 

encryption to the current one to form a chain-like encryption process (Tamimi, 2008; 

Ariffin, 2012).  

2.1.1.1 Electronic Codebook (ECB) Mode 

In ECB mode, data is divided into blocks. Each block of data is encrypted 

individually. The different blocks are totally independent of each other, indicating 

that if data is transmitted over a network or a phone line, transmission errors would 

only affect the erroneous blocks. Among the modes of operation, ECB is the weakest 

because it has no additional security measures aside from the basic algorithm. 

However, ECB is the fastest and easiest to implement (Thakur & Kumar, 2011). 

ECB mode is defined as follows:  

ECB Encryption:  

                  𝐶𝑗  𝐶𝐼𝑃𝐻𝑘 (𝑃𝑗)                                                                                     (2.2)                 

ECB Decryption:  

                  𝑃𝑗  𝐶𝐼𝑃𝐻𝑘
  (𝐶𝑗),            𝑓𝑜𝑟 𝑗  1…𝑛                                                 (2.3) 

In ECB encryption, the forward cipher function is applied directly and independently 

to each block of the plaintext. The resulting sequence of the output blocks is the 

ciphertext.  

In ECB decryption, the inverse cipher function is applied directly and independently 

to each block of the ciphertext. The resulting sequence of output blocks is the 
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plaintext. Figure 2.1 illustrates the ECB mode (Dworkin, 2001). 

 

Figure 2.1. ECB mode 

2.1.1.2 Cipher Block Chaining (CBC) Mode 

In CBC encryption, the first input block is formed by exclusive-ORing (XORing) the 

first block of the plaintext with the initial vector. Forward cipher function is applied 

to the first input block, and the resulting output block becomes the first block of the 

ciphertext. This output block is then XORed with the second plaintext data block to 

produce the second input block, and forward cipher function is applied to produce the 

second output block. Afterward, the output block, which is the second ciphertext 

block, is XORed with the next plaintext block to form the next input block. Each 

successive plaintext block is XORed with the previous output/ciphertext block to 

produce a new input block. Forward cipher function is then applied to each input 

block to produce the ciphertext block. CBC decryption begins with the application of 

the inverse cipher function to the first ciphertext. The resulting output block is 
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XORed with the initialized vector to recover the first plaintext block. Inverse cipher 

function is then applied to the second ciphertext block, and the resulting output block 

is XORed with the first ciphertext block to recover the second plaintext block. In 

general, inverse cipher function is applied to the corresponding ciphertext block to 

recover any plaintext block (except for the first), and the resulting block is XORed 

with the previous ciphertext block. When data over a network or phone line 

transmission error (i.e., addition or deletion of bits) occurs, the error would be carried 

forward to all subsequent blocks because each block depends on the previous block. 

If the bits are modified in transit, as in most common cases, the error would only 

affect the bits in the changed block and corresponding bits in the following blocks. 

The error stops propagating further. Thus, this mode of operation is more secure than 

ECB because of the extra XOR steps that add another layer to the encryption process. 

Figure 2.2  illustrates the  CBC mode (Dworkin, 2001; Thakur & Kumar, 2011). 

 The following steps demonstrate the CBC mode:   

CBC Encryption:     

                       C1 = CIPHK (P1  IV)                                                                        (2.4) 

                       Cj = CIPHK (Pj  Cj-1)                                                                        (2.5) 

CBC Decryption: 

                       P1 = CIPH
-1

K (C1)  IV                                                                      (2.6) 

                       Pj = CIPH
-1

K (Cj)  Cj-1      for j = 2 … n.                                           (2.7)  

 

where 

 Pj is the j
th

 plaintext block. 

 Cj is the j
th 

ciphertext block. 
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 CIPHK is the forward cipher function of the block cipher algorithm   

with the key K that is applied to the data block.           

 CIPH
-1

K is the inverse cipher function of the block cipher algorithm 

with the key K that is applied to the data block. 

 

Figure 2.2. CBC mode 

2.1.2 Cryptographic Security Requirements 

Most of the requirements of contemporary cryptographic security were introduced by 

Shannon (1916–2001). Shannon (1949) deduced the theoretical principles of 

confusion and diffusion. He posited that both confusion and diffusion are in a 

computationally secure cryptosystem. At present, the concepts of confusion and 
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diffusion are still the guiding principles in cipher designs. Confusion is designed to 

obscure the relationship between the plaintext and the ciphertext, with the objective 

of frustrating the adversary who uses ciphertext to find the key. S-Boxes are excellent 

examples of confusion. Diffusion is supposed to spread the statistics of the plaintext 

through the ciphertext, with the aim of frustrating the adversary who uses the 

statistics of ciphertext to find the plaintext. If a cipher has a good diffusion property, 

then flipping one bit of the input changes every bit of the output with an approximate 

probability of ½. Permutation is a technique used in conducting diffusion (Menezes et 

al., 1997; Stamp, 2006; Maximov, 2006; Rapeti, 2008; Al-Hazaimeh, 2010; 

Chandrasekaran et al., 2011). 

2.1.2.1 Permutation Box (P-Box) 

Classical transposition involves the reordering of elements. A single transposition is 

the simple exchange in the positions of two elements within a message or vector and 

is the simplest form of permutation. 

Mathematically, a cryptographic permutation process generates a permutation of the 

input data, that is, the data is simply rearranged. For example, if the block has n 

different elements, the first element can be positioned in (n) possible places, the 

second in (n˗1), the third in (n˗2), and so on, for a total of (n)(n˗1)(n˗2)…1, or n!  

possibilities. If a block has 26 different elements, then there exist approximately 26! 

different ways to permute that block. In the permutation process, every block or 

message cipher is permuted in exactly the same way. If an opponent acquires multiple 
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messages, a single permutation that makes both ciphertexts readable and identifies the 

correct permutation may be found (Ritter, 1990). 

2.1.2.2 Substitution Box (S-Box) 

Classical simple substitution replaces each letter of the alphabet with one fixed 

substitute. Simple substitution is a very weak cryptographic operation because it 

cannot obscure the letter-frequency distribution of the plaintext. For a particular 

language, a statistical analysis of the enciphered data matches the general statistic for 

that language.  

An S-Box can be regarded as a mini substitution cipher. An S-Box is an m × n 

substitution unit, where m and n are not necessarily the same. An S-Box may or may 

not be invertible. In an invertible S-Box, the number of input bits should be the same 

as the number of output bits. 

S-Boxes carry out the confusion concept where non-linear transformation can provide 

the confusion property. In this form of transformation, the output is not directly 

proportional to its input. During this process, each input bit is substituted for another 

output bit (El-Ramly et al., 2001; Maximov, 2006; Ariffin, 2012). 

Block ciphers are cascades of diffusion and confusion layers. Confusion layers are 

usually formalized as the application of S-Boxes defined by lookup tables. In theory, 

confusion alone is sufficient for security; however, the problem is that a large lookup 

table, which consumes much memory, is required. In embedded systems, such as 

smart cards with limited memory resource, conducting confusion on small blocks of 4 
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to 8 bits is necessary. However, the confusion is considered a weak substitution in 

this case because of the small block size that permits cryptanalytic cataloguing. 

Permutation is a form of linear transformation, which makes it weak. Nevertheless, a 

strong cipher is possible with a combination of substitution and permutation in one 

round in an appropriate way. 

DES is a good example of combination. In the DES algorithm, the expansion 

permutation and P-Box perform diffusion, whereas the S-Boxes perform confusion. 

The expansion permutation and P-Box are linear transformations, whereas the S-

Boxes are nonlinear transformations. The operations of each of these transformations 

are simple on their own, but the performance is enhanced once they work together 

(Ayoub, 1982; Kruppa & Shahy, 1998; Junod & Vaudenay, 2004; Paar, 2005; Al-

Hazaimeh, 2010). 

A block cipher operates on multiple rounds of similar operations to support the 

concepts of confusion and diffusion. Examples of such operations include bit-

shuffling (P-Boxes), linear mixing (which usually uses the XOR operation), and 

nonlinear functions (S-Boxes) (Maximov, 2006; Rapeti, 2008; Ariffin, 2012). 

A block cipher that mixes confusion with diffusion techniques is preferred to obtain a 

high level of security in ciphers (Zhang, Sun, & Zhang, 2004; Paar, 2005; Maximov, 

2006;  Meiser, 2007). For this reason, both the diffusion and confusion concepts are 

included in this study. 
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2.1.2.3 Dynamic P-Box and Dynamic S-Box  

Dynamic permutation extends to classical transposition, which combines two data 

sources into complex results; one data source is accumulated into a block, whereas 

the other is used to rearrange that block (key) (Ritter, 1991). 

The fixed P-Box is open to differential and linear attacks. Diffusion alone can usually 

be broken without much effort (Kruppa & Shahy, 1998; Zhang & Chen, 2008). 

In a dynamic P-Box, the content of its base on secret keys does not have a fix map. 

An example is DSDP (Zhang & Chen, 2008). In dynamic permutation, each block 

permutes independently. Thus, the dynamic permutation completely voids the 

previous attack on the fix permutation. The shuffle algorithm is a convenient way of 

constructing one of the many possible re-arrangements at random (Ritter, 1990; 

Ritter, 1991). 

Dynamic substitution is a type of extended substitution that is similar to simple 

substitution; however, it has a second data input that rearranges the contents of the S-

Box. The S-Box can be changed under the control of a separate data stream, usually 

originating from a pseudo random sequence generator. This process can be performed 

after each element is substituted. Random elements exchange of substitution is based 

on the permutation algorithm (Ritter, 1990). A fixed or static S-Box has no relation 

with a cipher key, and their contents are not related to the content of the secret key. 

The role of the secret key is to make changes only on the address of such S-Boxes. 

Thus, the structure of the key generator is mainly fixed. The only changeable 
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parameter is the secret key. Therefore, a static or fixed S-Box indicates that the same 

S-Box would be used in every round.  

The main problem in implementing any block cipher system is the elements of the 

fixed structure of S-Boxes. An example of a fixed S-Box is S-Boxes in DES. A fixed 

S-Box allows attackers to study the properties of the S-Box and locate its weak 

points. A dynamic S-Box changes every round depending on the key. An S-Box 

translates each data value into a substituted value; after each substitution, the S-Box is 

reordered. Compared with fixed S-Boxes, dynamic S-Boxes are more resistant to 

differential and linear cryptanalysis. Given that the structure of the dynamic S-Box is 

completely hidden from the cryptanalyst, the attacker faces difficulty in conducting 

any offline analysis of an attack of a particular set of S-Boxes. A dynamic S-Box is 

also easier to implement and less susceptible to arguments of “hidden” properties. 

This S-Box can be created when they are required, thereby decreasing the need for 

the storage of large data structures within the algorithm. However, the overall 

performance of S-Boxes in terms of security and speed has not been sufficiently 

addressed and investigated (Schneier, 1994; El-Ramly et al., 2001; Ali, 2009; Ritter, 

1990; Juremi, Mahmod, & Sulaiman, 2012). The most well-known S-Box is BA, 

which uses the cryptosystem itself to generate an S-Box (Schneier, 1994; Kazlauskas 

& Kazlauskas, 2009). Elkamchouchi and Makar (2004) stated that ciphers with 

dynamic S-Box are general and more secure than those with fixed S-Box.  

Dynamic S-Box may be considered as a black box with two inputs (i.e., data in and 

random in) and one output (Ali, 2009; Ritter, 1990). The S-Box starts out as 

completely unknown. When data is translated through the S-Box, the particular 
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substitution is at least potentially known. Nevertheless, this substitution value is 

immediately changed, thereby making the S-Box completely unknown again. The S-

Box arrangement is complicated and makes cryptanalysis more difficult (Ritter, 

1990).  

2.2 Basic Concepts of Coordinate Systems and Transformations 

This section discusses the concepts of several well-known coordinate systems and the 

main focus being CCS. The definitions and properties of CCS needed for dynamic 3D 

S-Box (3D array) construction are also presented in this section. 

2.2.1 Coordinate Systems 

A coordinate system is meant to determine the unique position of an object or a point 

in space. “Space,” literally means physical space, but generally refers to “variable-

space,” where each dimension corresponds to one variable. For instance, a graph of 

stock prices has variables of “time” and “value,” such that the graph is in a time-value 

space. The coordinate system for the time and value of each object or point in any 

equation has to be clearly specified. 

The number of parameters needed to specify a coordinate system is related to the 

concept of independent and dependent vectors. All points in a 3D object cannot 

possibly be obtained with only two independent vectors, just as it is impossible to 

specify data in three variables with only two parameters. However, any three 

independent variables will span 3D space.  
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Coordinate systems can broadly be classified into two categories: orthogonal and 

non-orthogonal coordinate systems. When coordinates are mutually perpendicular, 

they are said to be orthogonal; otherwise, they are non-orthogonal. Non-orthogonal 

systems are difficult to handle and have little or no significant use. Thus, orthogonal 

systems will be the focus of this study. Examples of orthogonal systems include the 

Cartesian or rectangular, the cylindrical, the spherical, the elliptical cylindrical, the 

parabolic cylindrical, the conical, the prolate spheroidal, the ellipsoidal, and so on. 

However, the most common coordinate systems are the Cartesian, the cylindrical, and 

the spherical.  

A Cartesian coordinate system is the most commonly used coordinate system. 

However, in some applications where rotation is considered, a special form of 

Cartesian coordinate based on a circle is used. The polar coordinates consist of two 

parameters: the radial, which is distance between the point and the origin, and  , the 

angle between the point and the positive  -axis.  

The cylindrical coordinates (3D) are an extension of the polar coordinate (2D). These 

coordinates comprise a radial distance  𝑟 and an angle   in one plane, similar to polar 

coordinates, and a distance   perpendicular to this plane. The relationship between 

cylindrical and Cartesian coordinates is identical to that between polar and Cartesian 

coordinates, with the addition of     (Kalnins, 2009; Collins, 1989; Brannon, 2004; 

Brougham, n.d.). 

The choice of coordinate is often dependent on the physical problem. The Cartesian 

coordinates are useful for problems with translational invariance, whereas the 
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cylindrical coordinates are useful for problems that are invariant under rotations 

around a fixed axis. The choice of an inappropriate coordinate system usually results 

in increased complexity because a hard problem in one coordinate system may be 

easier in another system, such that a reasonable amount of work and time may be 

saved by choosing the appropriate coordinate system for a given problem. Hence, 

when Cartesian coordinates are inappropriate for a problem under consideration, 

another coordinate system is required. The reason why coordinates are introduced is 

that a “good choice” of coordinates can substantially simplify a problem. For 

example, polar coordinates in the plane are very useful in planar problems with 

rotational symmetry. Certain shapes, including circular ones, cannot even be 

represented as a function in Cartesian coordinates. These shapes are more easily 

represented in polar (in plane 2D) and cylindrical (in space 3D) coordinates 

(Brougham, n.d.; Kalnins, 2009; Lautrup, 2011). The three common coordinate 

systems are briefly explained in the subsequent section. 

2.2.1.1 Cartesian Coordinate System 

A Cartesian coordinate system, also called rectangular coordinates, provides a method 

of rendering graphs and indicating the positions of points on a 2D surface or in 3D 

space. Each point is uniquely specified in a plane by a pair of numerical coordinates, 

which are the signed distances from the point to two fixed perpendicular directed 

lines, measured in the same unit of length. Each line is called a coordinate axis or axis 

of the system and the point where they meet is its origin, usually at ordered pair (0, 

0). The Cartesian plane is also known as the xy-plane, whereas a Cartesian three-

space, also is called xyz-space, has a third axis, oriented at right angles to the xy-

http://whatis.techtarget.com/definition/3-D-three-dimensions-or-three-dimensional
http://en.wikipedia.org/wiki/Point_%28geometry%29
http://en.wikipedia.org/wiki/Plane_%28geometry%29
http://en.wikipedia.org/wiki/Number
http://en.wikipedia.org/wiki/Positive_and_negative_numbers
http://en.wikipedia.org/wiki/Perpendicular
http://en.wikipedia.org/wiki/Unit_length
http://en.wikipedia.org/wiki/Origin_%28mathematics%29
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plane. This axis, usually called the z-axis, passes through the origin of the xy-plane 

(Wrede & Spiegel, 2002; Deakin, 2004; Lambers, 2009). Figures 2.3(a) and 2.3(b) 

show different Cartesian coordinate systems. 

 

 

 

2.2.1.2 Spherical Coordinate System 

Any point (P) in spherical coordinate systems can be represented as (𝑟,  ,  , ) (see 

Figure 2.4), where r is defined as the distance from the origin to point P or the radius 

of a sphere centered at the origin and passing through P,   (called the colatitude) is 

the angle between the  -axis and the position vector of P, and   is measured from the 

 -axis (the same azimuthal angle in cylindrical coordinates) (Brougham, n.d.). 

According to these definitions, the ranges of the variables are as follows: 

   𝑟    

      

       

  
 

Figure 2.3(a). Cartesian coordinate               Figure 2.3(b). Cartesian coordinate 

system for xy-plane                system for xyz-space 
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Figure 2.4. Spherical coordinate system 

2.2.1.3 Cylinder Coordinate System 

To understand the cylinder coordinate system, several definitions are first explained.  

An overview of the CCS is also further elaborated. 

 Cylinder 

A cylinder is a prism-shaped solid with bases that are closed graphs. A prism with 

bases that are regular polygons begins to approach being a cylinder when the number 

of sides is large (Kern & Bland, 1948). 

 Cross Section  

A cross section of a solid is a plane Figure obtained when the solid intersects with a 

plane. 

 Circular Cylinder 

A circular cylinder is a solid circular cross section in which the centers of the circles 

all lie on a single line (Brannon, 2004). 

 

http://mathworld.wolfram.com/Solid.html
http://mathworld.wolfram.com/Plane.html
http://mathworld.wolfram.com/Solid.html
http://mathworld.wolfram.com/CrossSection.html
http://mathworld.wolfram.com/Circle.html
http://mathworld.wolfram.com/Line.html
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 Right Circular Cylinder  

When the two bases of a cylinder are exactly over each other, and the axis is right 

angle to the base or when the segment joining the centers of the circles of a cylinder 

is perpendicular to the planes of the bases, the cylinder is a right circular cylinder; 

otherwise, the cylinder is said to be oblique (Zwillinger, 2003). Figures 2.5(a) and 

2.5(b) show these two types of cylinders.  

The unqualified term “cylinder” is also commonly used to refer to a right circular 

cylinder. 

 

Figure 2.5(a). Right Cylinder                            Figure 2.5(b). Oblique Cylinder 

   Cylindrical Coordinate System 

A cylindrical coordinate system can conveniently deal with problems having 

cylindrical symmetry. A point (P) in a cylindrical coordinate system is represented as 

( ,  ,  ), where that   is the radius of the cylinder passing through P or the radial 

distance from the  -axis,   is the angle between the  -axis and the projection of the 

point ( ,  ,  ) onto the   -plane, and   is the same as that in a Cartesian system 

(Figure 2.6) (Brougham, n.d.). 
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Figure 2.6. Cylindrical Coordinate System 

The ranges of the variables are as follows: 

                

                      

                 

The level surface of points, such as z = zp , define a plane. A few contours that have 

constant values of   can be drawn. These “level contours” are circles. By contrast, if 

   were not restricted to      , as in Figure 2.7the level surfaces for constant values 

of   would be cylinders coaxial with the  -axis. 

 

Figure 2.7. Level surfaces for the coordinate   
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In Figure 2.8, all points that lie on a ray from the origin to infinity passing through P 

have the same value of  . For any random point,   can take on values from 0     

2 . In Figure 2.8, “level surfaces” for the angular coordinates are drawn. The 

coordinates ( ,  ) in the plane      are called plane polar coordinates (MIT, 2005). 

 

Figure 2.8. Level surfaces for the angle coordinate 

2.2.2 Coordinate Transformations 

A transformation associates each point ( ,  ) to a different point or itself in the same 

coordinate system ( ,  )   ( ,  ). 

For example, translating down by a distance d is achieved by ( ,  )  ( ,    )  

Thus, the transformation on a point can be computed immediately. 

The equation of the transformed object has the inverse transformation ( ,  )  

 ( ,  ), which is defined by  ( ( ,  ))  ( ,  ) and  ( ( ,  ))  ( ,  ). The circle 

with equation       1 and translating down by a distance   , the inverse 

transformation is ( ,  )  ( ,    )  (translating up), and the equation of the 

translated circle is     (   )  1 (Zwillinger, 2003). 
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2.2.2.1 Transformation of Cartesian coordinate system  

To show how a Cartesian coordinate system transforms using a rotation, a running 

example is given below. Two Cartesian systems( ,  ) and (  ,  ) are related as 

follows: they have the same origin, and the positive   -axis is obtained from the 

positive  -axis by a (counter clockwise) rotation through an angle (Figure 2.9). If a 

point has coordinates ( ,  ) in the unprimed system, its coordinates (  ,   ) in the 

primed system are the same as those in the unprimed system of a point that undergoes 

the inverse rotation, that is, a rotation by an angle       

 Accordingly, the transformation is as follows: 

( ,  )  [
        𝑛 
   𝑛   𝑜  

] ( ,  )  (  𝑜      𝑛 ,    𝑛    𝑜  )                   (2.8)                            

The right-hand side of Equation (3.1) is equivalent to 

                 =   𝑜      𝑛 ,                                          

                 =    𝑛    𝑜  ,                                                                                 (2.9) 

The transformation the primed system to an unprimed system is defined as follows: 

        𝑜      
 
  𝑛 ,                                                                             (2.10) 

     =     𝑛     
 
 𝑜  . 

The  -axis is obtained from the   -axis by a rotation through an angle   and  -axis is 

obtained from the   -axis. 
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Similarly, two Cartesian coordinate systems ( ,  ) and (  ,   ) differ by a translation 

   to    and    to   . The first system is translated to the second system by the point 

(  ,  ). The coordinates ( ,  ) and (  ,   ) are as follows (Zwillinger, 2003; Gill, 

2003). 

        ,         , 

        ,         , 

 

Figure 2.9. Change in coordinates by a rotation 

2.2.2.2 Transformation of Polar Coordinates by a Rotation 

Cartesian coordinates are versatile, but for some applications including many curves, 

rotations, and complex numbers, a coordinate system based on the circle is simpler to 

use.  

These systems have polar coordinates (2D), and two parameters r, radial distance 

between the point and the origin, and   , which is the angle between the point and the 

positive x-axis. A pole has infinitely many polar coordinates of the form (𝑟,  ), where 

  can be any value. A positive   indicates counter-clockwise rotation, whereas a 

negative    indicates clockwise rotation. Thus, the same point can have several polar 

coordinates, such as ( ,   ) and ( ,     )  (Kalnins, 2009; Gill, 2003). 
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2.2.2.3 Transformation of Cylindrical Coordinate System 

The relationship between Cartesian and cylindrical coordinate systems is the same as 

that between Polar and Cartesian coordinate systems. In addition, the transformation 

used for the polar coordinate system can be used for the cylindrical coordinate 

system. 

2.2.3 Relations among Coordinate Systems 

Substitution is another concept that relates a point in one coordinate system to the 

same point in an entirely different coordinate system. By contrast, transformation 

relates a point to a different point or itself in the same coordinate system.  

Transformation is suitable for problems in the physical space because it can associate 

a different point to a point in such space. 

The relation among the coordinate systems can be better understood through an 

example. The following example is given to explain various relations (Zwillinger, 

2003): 

The point in Cartesian (x, y, z), cylindrical (ρ, ϕ, z), and spherical coordinate systems 

(r, θ, ϕ) are related as follows: 

C 𝑟     𝑛  𝐶   𝑛 𝑟      {
     𝑜   
      𝑛  ,
   ,          

                                 {

  √      

       
 

 
      

     ,                  

 

𝐶   𝑛 𝑟     𝑝  𝑟      { 
  𝑟     , 
  𝑟      ,
                 

                                 {

𝑟  √       

        
 

 
       

        ,                  
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 𝐶 𝑟     𝑛    𝑝  𝑟     {
  𝑟      𝑜   
  𝑟   𝑛     𝑛  ,
                   

                       

{
 
 

 
 𝑟  √          ,

       
 

 
    ,              

    
       

 

√        
               

    

 

 The relations among the three coordinate systems are shown in Figure 2.10. 

 

 

 

 

 

 

Figure 2.10. Relationship among the three coordinate systems   

2.3 Past Related Works 

The related works are presented in three parts. The first part includes a brief 

explanation on stream cipher, and popular pre-eSTREAM cryptography algorithms.  

The second part presents the pre-AES cryptography algorithms, while, the third part 

discusses on BA and related works. 

 2.3.1 Pre-eSTREAM Cryptography Algorithms  

A stream cipher is a symmetric key cryptography that encrypts an individual 

character (i.e., one bit at a time) and consists of two major components: a keystream 

Cartesian 

Coordinate 

System 

 

Spherical 

Coordinate 

System 
 

Cylindrical 

Coordinate 

System 

 

 

http://en.wikipedia.org/wiki/Cartesian_coordinate_system
http://en.wikipedia.org/wiki/Cartesian_coordinate_system
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generator and a mixing function. The keystream generator is dynamic, that is it varies 

with time, and the mixing function is usually an XOR function. The keystream 

generator is the main component in a stream cipher. If the keystream generator 

produces a series of zeroes, the output (cipher) would be identical to the original 

plaintext. All stream ciphers aim to achieve the properties of a cipher similar to the 

One-Time Pad cipher. 

Figure 2.11 shows the diagram of a stream cipher. The One-Time Pad (or Vernam 

scheme), which is the simplest and most secure keystream, uses an addition of 

modulo two keys with the plaintext to produce the ciphertext. The main weakness of 

this scheme is its key length. Its minimum length is as long as the length of the 

plaintext, thus making the schema an unpractical one. Nevertheless, many of the 

recently proposed stream ciphers promote the use of the One-Time Pad that uses a 

short key to generate a random keystream. 

 

Figure 2.11. Stream Cipher 
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One of the earlier stream ciphers is RC4.  RC4 is a popular stream cipher generating a 

small size (8 bit) keystream block to XOR with 8 bits of plaintext. RC4 is a software 

stream cipher and is currently, the standard encryption used in SSL and WEP wireless 

applications. However, RC4 is still vulnerable to attack due to its random nature and 

thus,  is not recommended for the use in new applications which require higher levels 

of security (Al-Hazaimeh, 2010). 

As a response to the lack of efficient ciphers, two recent European projects that have 

had influence in this direction are the NESSIE and eSTREAM projects. NESSIE was 

a project within the Information Society Technologies Programme of the European 

Commission from 2000–2003.  Its main objective was to put forward a portfolio of 

strong cryptographic primitives, including stream ciphers. However, weaknesses were 

found in all stream cipher submissions, and therefore no stream cipher made it to the 

final portfolio. After NESSIE came to an end, the eSTREAM project was initiated by 

the European Network of Excellence for Cryptology, ECRYPT, to identify new 

stream ciphers that might be suitable for widespread adoption. ECRYPT is a 

European research initiative and was launched on February 1st, 2004. The project was 

completed in four years. One of the projects of ECRYPT is called eSTREAM, and 

consists of two groups (better known as profiles):  

Profile 1: „Stream ciphers for software applications with high throughput 

requirements.‟ 

 

Profile 2: „Stream ciphers for hardware applications with restricted resources such as 

limited storage, gate count, or power consumption.‟  
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The timeline of the project is divided into three main parts called phases. Phase 1 

started immediately after the deadline for submission in April 2005. Phase 1 was 

aimed on general analysis of all (34) submissions with the goal of determining a 

subset of interesting candidates to build the Phase 2 cipher list.  Phase 1 ended in 

February 2006 and 5 months later Phase 2 began. The candidates of Phase 2 were 

scrutinized using criteria like performance, resistance against improved attacks and, 

of course, deeper cryptanalysis. Phase 3 ended 15 April 2008, with the announcement 

of the candidates that had been selected for the final eSTREAM portfolio. The 

selected Profile 1 algorithms were: HC-128, Rabbit, Salsa20/12, and SOSEMANUK. 

The selected Profile 2 algorithms were: F-FCSR-H v2, Grain v1, Mickey v2, and 

Trivium (Meiser, 2007; Mattsson, 2006; Hakala, 2007).  

Below are summaries of the final eSTREAM portfolio for Profile 1: 

 SOSEMANUK  is a stream cipher that was developed by Berbain, Billet, 

Canteaut, Courtois, and Gilbert in 2008. It is asynchronous software-oriented stream 

cipher that corresponds to Profile 1 of the ECRYPT. Its key length varies between 

128 and 256 bits. Any key length is claimed to achieve 128-bit security. 

SOSEMANUK cipher uses some basic design principles from the stream cipher 

SNOW 2.0 and some transformations derived from the block cipher SERPENT. 

SOSEMANUK aims at improving SNOW 2.0 both from the security and from the 

efficiency points of view. Most notably, it uses a faster IV-setup procedure. It also 

requires a reduced amount of static data, yielding better performance on several 

architectures (Berbain et al., 2008;  Babbage et al., 2008). 

http://en.wikipedia.org/wiki/Stream_cipher
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Salsa 20  is a family of 256-bit stream ciphers designed by  Bernstein in  2008. The 

20-round stream cipher, Salsa 20/20 is consistently faster than AES and is 

recommended by the designer for typical cryptographic applications.  It is built on 

a pseudorandom function based on 32-bit addition, bitwise addition (XOR) 

and rotation operations, which maps a 256-bit key, a 64-bit nonce, and a 64-bit stream 

position to a 512-bit output (a version with a 128-bit key also exists). This gives Salsa 

20 the unusual advantage that the user can efficiently seek to any position in the 

output stream in constant time. It offers speeds of around 4–14 cycles per byte in 

software on modern x86 processors, and reasonable hardware performance. Salsa 

20/12 is cipher offers a simple, clean, and scalable design. As well as supporting 128-

bit and 256-bit keys in a very natural way, the simplicity and scalability of the 

algorithm has undoubtedly contributed to it receiving much cryptanalytic attention. 

Eight and twenty round versions were also considered during the eSTREAM, but 

Salsa 20/12 offers the best balance, combining a very nice performance profile with 

what appears to be a comfortable margin for security. The fastest known attacks use  

approximately 2153 simple operations against Salsa 20/7, approximately 2249 simple 

operations against Salsa 20/8, and approximately 2255 simple operations against 

Salsa 20/9, Salsa 20/10, etc. (Bernstein, 2008; Bernstein, 2006;  Babbage et al., 

2008). 

 Rabbit was designed by Boesgaard, Vesterager, Pedersen, Christiansen, and 

Scavenius in 2003. Rabbit was first presented at the Fast Software Encryption 

workshop in 2003. The Rabbit algorithm can briefly be described as follows. It takes 

a 128-bit secret key and a 64-bit IV (if desired) as input and generates for each 

iteration an output block of 128 pseudo-random bits from a combination of the 

http://en.wikipedia.org/wiki/Pseudorandom_function
http://en.wikipedia.org/wiki/Bitwise_operation#Rotate_no_carry
http://en.wikipedia.org/wiki/Bit
http://en.wikipedia.org/wiki/Key_size
http://en.wikipedia.org/wiki/Cryptographic_nonce
http://en.wikipedia.org/wiki/Cycles_per_byte
http://en.wikipedia.org/wiki/X86
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internal state bits. Encryption/decryption is done by XOR'ing the pseudo-random 

data with the plaintext/ciphertext. The size of the internal state is 513 bits divided 

between eight 32-bit state, eight 32-bit counters and one counter carry bit. The eight 

states are updated by eight coupled non-linear functions. The counters ensure a 

lower bound on the period length for the states. Rabbit was designed to be faster than 

commonly used ciphers and to justify a key size of 128 bits for encrypting up to 2
64

 

bytes of plaintext. This means that for an attacker who does not know the key, it 

should not be possible to distinguish up to 2
64

 bytes of cipher output from the output 

of a truly random generator, using less steps than would be required for an 

exhaustive key search over 2
128

 keys (Boesgaard et al.,  2003; Boesgaard, Pedersen, 

Vesterager, & Zenner, 2004; Babbage et al., 2008). 

 HC-256 is a stream cipher  designed by Wu in 2004 to provide bulk 

encryption in software at high speeds while permitting strong confidence in its 

security. A 128-bit variant was submitted as an eSTREAM and has been selected as 

one of the four final contestants in the software profile. HC-256 is considered as 

reliable software for stream ciphers. The conceptual process of this software aims to 

generate keystream with 256-bit secret key and the initialization vector of 256-bit. It 

includes of two secret tables, each one with a fundamental elements of 1024 32-bit. 

The process establishes during the update of the fundamental elements for each table 

with non-linear function. With 2048 steps, it leads to update all the tables‟ elements. 

From the other hand, each step in the HC-256 produces one 32-bit output based on 

the utilization of the 32-bit-to-32-bit mapping, which involves two phases 

initialization process and generation process (Wu, 2004).  

http://en.wikipedia.org/wiki/Stream_cipher
http://en.wikipedia.org/w/index.php?title=Hongjun_Wu&action=edit&redlink=1
http://en.wikipedia.org/wiki/Bulk_encryption
http://en.wikipedia.org/wiki/Bulk_encryption
http://en.wikipedia.org/wiki/Software
http://en.wikipedia.org/wiki/ESTREAM
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2.3.2 Pre-AES Cryptography Algorithms  

DES, Triple DES, RC2, Blowfish, IDEA, CAST, Seal, and AES are other examples 

of symmetric key cryptography.  Among these, the DES has been widely deployed by 

the U.S. Government and banking industry. 

Data Encryption Standard (DES) was developed by IBM during 1970's. The DES 

employs a short 56-bits key length K and 64-bits block size as mentioned previously 

and is a simple Feistel block network cipher. It was used as the standard by the 

United States and other parts of the world, before it was cracked in less than 24 hours 

with little force. For this reason DES is no longer appropriate in this security-

conscious generation since it can be easily hacked (Elminaam, Kader, & Hadhoud, 

2009). 

The same company, IBM, then developed 3DES as an improvement over DES in the 

late 1970's. The 3DES varies from the typical DES in the sense that it runs three times 

the succession in the latter. 3DES caters for the problem arising from the shortness in 

the length of DES (56-bits key length) with its 168-bits. This improves the 

complexity of the algorithm and in turn makes it difficult for attackers to break. 3DES 

is still widely used by financial institutions for various financial transactions for 

security purpose (Kellerman, 2008). 3DES uses 48 rounds of transposition and 

substitution functions and such makes it highly resistant to differential cryptanalysis, 

this notwithstanding, the extra effort required of 3DES in terms of long computation 

time 3DES makes it too slower than DES and unsuitable for real-time applications 

(Schneier, 1994; Al-Hazaimeh, 2010). 
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In the late 1980‟s, the "Rivest Cipher 2," or RC2 encryption algorithm was developed 

and named after its developer, Ron Rivest. The algorithm uses a 64-bits block size 

and variable key length with a source-heavy Feistel network with 16 rounds. As an 

early cipher it was good for its time and remained a secret for a few years before it 

became publicly available via the internet. RC2 is vulnerable to attack using 2
34

 

chosen plaintexts. RC2 is seen as a fairly easily cracked cipher and not an optimal 

solution for today's encryption needs (Kellerman, 2008; Elminaam et al., 2009). 

IDEA is developed by Lai and Massey in 1991. It utilizes key of a 128-bit and block 

size is 64-bit. IDEA uses both confusion and diffusion. The design philosophy behind 

the algorithm is one of “mixing operations from different algebraic groups”. Three 

algebraic groups are being mixed, and they are all easily implemented in both 

hardware and software. The key can recovered with a computation complexity of 2
126

 

using narrow Bicliques. This attack is computationally faster than full brute force 

attack (Schneier, 1996; Khovratovich, Leurent, Rechberger, 2012). 

In 1993, Bruce Schneier developed the BA, which is a symmetric key block cipher 

with a 64-bits block size and variable key length. The key in BA varies from 32-bits 

to 448-bits in length. BA has four dynamic S-Boxes. BA is a highly secured one of 

the fastest block ciphers developed in the recent time.  

An effective cryptanalysis on the full-round version of BA has not yet been 

discovered as of year 2013 (Cody, Madigan, Donald, & Hsu, 2007; Meyers & 

Desoky, 2008; Sindhuja et al., 2010; Kumar & Baskaran, 2010; Kiran et al., 2013). 

According to Vaudenay (1995), a chosen-plaintext attack requires 2
48

 chosen 
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plaintexts to break the key against a number of rounds reduced to eight. However, this 

attack cannot be used against the full 16-round of BA as it assumes knowledge of 

key-dependent S-Boxes. BA has several advantages. First, no license is required as 

BA is unpatented. The BA key is a variable ranging from 32 bits to 448 bits; 

therefore, BA requires 2
448

 combinations to examine all the keys, ensuring data safety 

(Lin & Lin, 2000; Sindhuja, Logeshwari, & Sikamani, 2010; Milad et al., 2012). A 

variable-length key would make the process of cryptanalysis more difficult for 

possible attackers (Milad et al., 2012). However BA has significant problem. It has 

four S-Boxes required large memory (4096 bytes). 

Based on its high secure property, BA is chosen in this study. However, because of 

the limitation in terms of consuming a large memory space, the study attempted to 

decrease the memory consumption by introducing a new design. Past works related to 

improving memory consumption were found to be unsuccessful.   

CAST (Adams and Tavares, 1996) was similar to BA, which consists of key-

dependent S-Boxes, a non-invertible F-Function, and a Feistel network. It uses a 64-

bit block size and a 64-bit key. The algorithm uses six S-Boxes with an 8-bit input 

and a 32-bit output. Construction of these S-Boxes is implementation-dependent and 

complicated based on bent functions, key-dependent rotations, modular addition and 

subtraction, and XOR operations. There are three alternating types of round function, 

but they are similar in structure and differ only in the choice of the exact operation 

(addition, subtraction or XOR) at various points. CAST used six S-boxes which mean 

that these S-Boxes consume a large memory space (6144 bytes). Wagner, Kelsey, 

and Schneier in 1997 have discovered a related-key attack on the 64-bit version of 

http://en.wikipedia.org/wiki/Stafford_Tavares
http://en.wikipedia.org/wiki/Bent_function
http://en.wikipedia.org/wiki/Modular_arithmetic
http://en.wikipedia.org/wiki/XOR
http://www.cs.berkeley.edu/~daw/
http://www.counterpane.com/schneier.html
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CAST that requires approximately 2
17

 chosen plaintexts, one related query, and 2
48 

offline computations. Other members of the CAST family are CAST-128 and CAST-

256 (Schneier, 1996;   Kelsey, Schneier, Wagner, 1997).  

In 1997, the National Institute of Standard and Technology (NIST) US (an agency of 

the U.S Department of Commerce‟s Technology Administration) initiated a process 

to select a symmetric key encryption algorithm to be used to protect sensitive Federal 

information and adopted as the Advance Encryption Standard. This new algorithm 

will replace previous and outdated standard DES. In 1998, NIST announced the 

acceptance of fifteen candidate algorithms and requested assistance of the 

cryptographic research community in analyzing the candidates.  NIST reviewed the 

results of this preliminary research and selected MARS, RC6
TM

, Rijndael, Serpent 

and Twofish as finalists (Nechvatal, Barker, Bassham, Burr, & Dworkin, 2000; Ali, 

2009). Having reviewed further public analysis of the finalists, NIST has decided to 

propose Rijndael (Daemen et.al., 1999) as the as Advance Encryption Standard (AES) 

(Nechvatal et al., 2000).  

Below is a summary of each of the final candidates: 

 Rijndael uses a block size of 128-bits with a variable key length of 128-bit to 256-

bit. Rijndael employs a substitution-permutation network that accounts for its fast 

speed in both software and hardware applications. Rijndael can be used for either 

classified or non-classified government information today as being practically 

crack-proof. While the algorithm is considered to be theoretically attackable, it is 

not a realistic threat with today's level of technology. Brute force attacks against 

http://www.counterpane.com/schneier.html
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Rijndael have proven ineffective to date. Side channel attacks, which try to attack 

the taking care of the cipher implementations rather than the cipher itself, this has 

proven that an attack of Rijndael is possible but not of a Practical  concern unless 

the attack is taking place on the same server as the encryption is happening on (Pub, 

2001; Kellerman, 2008).    

  Twofish (Schneier et al., 1998)  is a Feistle network with 16 rounds. The Feistel 

structure is slightly modified using 1-bit rotations. The round function acts on 32-bit 

words with four key- dependent 8x8 S-Boxes, followed by a fixed maximum 

distance separable matrix over GF (2
8
), a pseudo-Hadamard transform, and the key 

addition (Carter, Kassin, & Magoc, 2007). 

  RC6 (Rivest et al., 1998) is a Feistel network. The round function of RC6 uses 

variable rotations that are regulated by a quadratic function of the data. Each round 

includes 32-bit modular multiplication, addition, XOR. And key addition. Key 

addition is also used for pre- and post-whitening (Rivest, Robshaw, Sidney, & Yin, 

1998). 

  MARS (Burwick, 1999) has several layers: key addition as pre whitening, 8 rounds 

of unkeyed forward mixing, eight rounds of keyed forward transformation, 8 rounds 

of keyed backward transformation, eight rounds of unkeyed backwards mixing, and 

key subtraction as post-whitening. The 16 keyed transformations are called the 

cryptographic core the unkeyed round uses two 8×32 bit S-Boxes, and the XOR 

operation. In addition to those elements, the keyed rounds use 32-bit key 

multiplication, data-dependent rotations, and key addition. Both the mixing and the 
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core rounds are modified Feistel rounds in which one fourth of the data block is 

used to alter the other three fourths of the data block. MARS is said to be vulnerable 

to the some new techniques for the attacks that is developed by (Kelsey et al., 

1997). 

 Serpent (Anderson et al, 1998) is a substitution-linear transformation network     

consisting of 32 rounds. Serpent has a block size of 128 bits and supports a key 

size of 128, 192 or 256 bits. The round function consists of three layers: the key 

XOR operation, 32 parallel applications of one of the eight specified 4×4 S-Boxes, 

and a linear transformation. All known attacks are computationally infeasible. 

However linear cryptanalysis attack breaks 11 round Serpent (all key sizes) with 

2
116

 known plaintexts. 2
107.5

 time and 2
104 

memory (Nguyen, Wu, & Wang, 2011) 

Table 2.1 shows the comparison made on the popular block cipher algorithms.  

 

 

 

 

 

 

http://en.wikipedia.org/wiki/Block_size_(cryptography)
http://en.wikipedia.org/wiki/Key_size
http://en.wikipedia.org/wiki/Key_size
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Table 2.1 

Comparison the basic information of the most popular block cipher algorithms 

Algorithm Created  

  by 

year Key 

Size 

Block 

Size 

Algorithm 

Structure 

Rounds Security 

Is 

attacks? 

Security 

(Existing 

Attacks) 

Memory 

Requirement 

(S-Box) 

DES 

 

 

 

 

 

 

IBM 

 

 

 

 

 

 

1975 56-bit 

 

 

 

 

 

 

64-

bit 

 

 

 

 

 

Feistel 

Network  

 

 

 

 

 

16 

 

 

 

 

 

 

Yes 

 

 

 

 

 

 

Different

ial  and 

linear 

cryptanal

ysis, 

Davies‟ 

attack 

8 S-Boxes 

totally 256  

bytes 

 

 

3 DES 

 

 

 

 

IBM 

 

 

 

 

1978 128-bit 

or 168-

bit 

 

 

64-

bit 

 

 

 

Feistel 

Network 

 

 

 

48 

 

 

 

 

No 

 

 

 

 

Theoreti

cally 

Possible 

 

 

8 S-Boxes 

totally 256  

bytes 

RC2 

 

 

 

 

 

 

Rivest 

 

 

 

 

 

 

1987 8-128 

bit in 

steps of 

8-bit, 

64-bit 

by 

default 

64-

bit 

 

 

 

 

 

Source 

Heavy  

Feistel 

Network 

 

 

 

16 

Mixing  

2 

Mashing 

 

 

 

Yes 

 

 

 

 

 

 

Related 

key 

attack 

 

 

 

 

 

No has S-

Box 

 

 

 

 

 

IDEA 

 

 

Lai and 

Massey 

 

1991 128-bit 

 

 

64-

bit 

 

Lai-

Massey 

Scheme 

8.5 

 

 

Yes 

 

 

Bicliques 

 

 

No has S-

Box 

 

Blowfish Schneier 1993 32-448 

bit 

64-

bit 

Feistel 

Network 

16 

 

No 

 

Different

ial  and 

linear 

cryptanal

ysis 

4 S-Boxes 

totally 

24096  

bytes 

CAST 

 

 

 

 

 

Adams 

and 

Tavares 

1996 64-bit 64-

bit 

Feistel 

Network 

8 Yes 

 

 

 

 

 

Related 

key 

attack 

 

 

 

6 S-Boxes 

8×32 bit 

totally 

6144 bytes 

Rindeal 

 

 

 

Daemen 

and 

Rijmen 

 

1998 128-bit 

192-bit 

256-bit 

 

128-

bit 

 

 

Substitut

ion 

Permutat

ion 

Network  

10 

12 

14 

 

No 

 

 

 

Side 

channel 

attack 

 

1 S-Box 

 

 

 

Twofish 

 

 

 

 

Schneier 1998 128-bit 

192-bit 

256-bit 

 

 

128-

bit 

 

 

 

Feistel 

Network 

16 

 

 

 

 

No 

 

 

 

 

Truncate

d 

differenti

al 

cryptanal

ysis 

4 S-Boxes 

totally 

1024 bytes 

RC6 

 

 

Rivest et 

al. 

 

1998 128-bit 

192-bit 

256-bit 

128-

bit 

 

Feistel 

Network 

20 

 

 

No 

 

 

Linear 

attack 

 

No has S-

box 

 

MARS 

 

 

 

Burwick 

 

 

 

1999 128-bit 

192-bit 

256-bit 

 

128-

bit 

 

 

Type 3 

Feistel 

Network 

32 

 

 

 

Yes 

 

 

 

Attacks 

that is 

develope

d by 

2 S-Boxes 

8×32 bit 

totally 

2048 bytes 
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Significant effort has been exerted on analyzing block ciphers. Block ciphers are 

generally more applicable to a wide range of applications than stream ciphers. The 

vast majority of network-based conventional cryptographic applications use block 

ciphers (Meiser, 2007; Rapeti, 2008).  

As a result, the breaking of a stream cipher is easier than the breaking of a block 

cipher with a similar key length (Schmidt, 2006; Nie & Zhang, 2009; Vaidhyanathan, 

Manikandan, & Krishnan, 2010; Nie, Song, & Zhi, 2010; Manikandan, Manikandan, 

Rajendiran, Krishnan, & Sundarganesh, 2011a; Pandey, Manoria, & Jain, 2012; 

Manikandan et al., 2012).  

Block ciphers can be used to design stream ciphers with a variety of synchronization 

and error extension properties, one way hash functions, message authentication codes, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(Kelsey 

et al., 

1997) 

Serpent 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 1998 128-bit 

192-bit 

256-bit 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

128-

bit 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Substitut

ion 

Permutat

ion 

Network  

 

 

 

 

 

 

 

 

 

 

 

 

 

32 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Yes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

All know 

attacks 

are 

computat

ional 

infeasibl

e. Linear 

cryptanal

ysis 

breaks 

11 

rounds 

(all key 

sizes) 

with 2116 

know 

plaintext

s.  

 And 

2107.5 

time and 

 2104 

memory  

8 S-Boxes 

4×4 bit 

totally 64 

bytes 
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and pseudo-random number generators. Because of this flexibility, they are the 

workhorse of modern cryptography (Schneier et al., 1998).  

The large size of the blocks in block cipher provides more security and reduces the 

success rate of any type of man-in-the middle and differential attacks (Menezes et al., 

1997).  Recently, the PC1 Security Standards Council has announced the insecurity of 

WEP in Wi-Fi devices. It seems there are demands for a stream cipher algorithm, 

which acquires its security by combining it with block cipher algorithms (Lashkari, 

Danesh, & Samadi, 2009). Therefore this study focuses on block cipher algorithms. 

2.3.3 Blowfish Algorithm 

The Blowfish Algorithm was invented to replace DES.  The cryptographic 

community needs to provide a new encryption standard because DES, which has been 

the workhorse encryption algorithm for the past 35 years, is nearing the end of its 

useful life. Its 56-bit key size is already vulnerable to brute-force attack, and recent 

advances in differential cryptanalysis and linear cryptanalysis indicate that DES is 

vulnerable to other attacks as well (Halagali, 2013). 

Schneier designed BA in 1994 to replace DES. BA is a symmetric block cipher that 

uses a Feistel network and iterates simple encryption and decryption 16 times. BA 

can be divided into key expansion and data encryption (Schneier, 1994;  Kumar,  

Pradeep, Naveen, & Gunasekaran, 2010; Cornwell, n.d.).  

The following sections explain the key expansion and data encryption of BA. 

 



 

48 

 

Key Expansion 

Key expansion starts with the P-array and S-Boxes utilizing many subkeys, which 

have to be precomputed before data encryption or decryption. The P-array consists of 

18 32-bit subkeys (i.e., P1, P2… P18). 

This section describes how key expansion is conducted. A key with a maximum of 

448 bits is converted into several subkey arrays up to a total of 4168 bytes. 

Each of the four 32-bit S-Boxes has 256 entries.  

S1,0, S1,1,..., S1,255 

S2,0, S2,1,..., S2,255 

S3,0, S3,1,..., S3,255 

S4,0, S4,1,..., S4,255 

The calculation of these subkeys is explained below. 

1. The P-array is first initialized, followed by initializing the four S-Boxes with a 

fixed string that has the hexadecimal digits of Pi. 

2. XOR P1 has the first 32 bits of the key, whereas XOR P2 has the second 32 

bits. This condition is repeated up to P14. The cycle is iterated through the key 

bits until the entire P-array has been XORed with key bits. 

3. BA is then used to encrypt the all-zero strings, employing the described 

subkeys in steps 1 and 2. 

4. P1 and P2 are replaced with the output of step 3. 

5. The output of step 3 is then encrypted with BA with the use of modified 

subkeys.  

6. P3 and P4 are replaced with the output of step 5.  
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7. The procedure is continued until all the elements of the P-array are replaced, 

followed by all four S-Boxes being replaced with the output continuously 

changing. 

Schneier (1994), Hashim et al. (2009), and Mahdi (2009) stated that a key expansion 

procedure preserves the entire entropy of the keys and distributes the entropy 

uniformly throughout the subkeys. This procedure is designed to distribute the set of 

subkeys randomly throughout the domain of possible subkeys. In BA, the algorithm 

itself generates the S-Boxes without additional requirements or algorithms 

(Kazlauskas & Kazlauskas, 2009). In this study, the same procedure was used to 

perform key expansion in cryptographic design (RAF). 

Data Encryption 

Data encryption begins with a 64-bit block element of plaintext transforming into a 

64-bit ciphertext. The input is a 64-bit (X) divided into two 32-bit halves: XL and XR. 

XOR is then implemented between the first 32-bit block segment (XL) and the first P-

array (P1). The obtained 32-bit data is moved to the F-Function that permutes the 

data to form a 32-bit block segment, which is XOR'ed with the second 32-bit segment 

(XR). Segments XL and XR are then swapped. This process is repeated for 16 rounds. 

Segments XL and XR are then swapped. XR is next XORed with P17, whereas XL is 

XORed with P18. Figure 2.12 illustrates the encryption process in BA with 16 

rounds. 
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Figure 2.12. Encryption process in BA 

The F-Function of BA is the most complex part of the algorithm, which is also the 

only part that utilizes the S-Boxes. The input of the F-Function is 32-bit, and its 

output is 32-bit. The input splits into four equal quarters. Every quarter (8-bit) is 

substituted into a 32-bit in their corresponding S-Boxes. These 32 bits are then 

combined (XOR or addition modulo 2
32

). Figure 2.13 describes the architecture of the 

F-Function (Schneier, 1996; Bagad & Dhotre, 2008; Tilborg & Jajodia, 2005; 

Cornwell, n.d.). 
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Figure 2.13.  F-Function architecture 

Data Decryption 

Decryption is similar to encryption, but P1, P2... P18 are used in the reverse order. BA 

is significantly faster than DES when implemented on 32-bit microprocessors with 

large data caches, such as Pentium and powered PC (Halagali, 2013). However, BA 

does not fulfill all the requirements for a new cryptographic standard and is only 

appropriate for applications where the key is not often changed, such as in a 

communication link or an automatic file encryptor. BA is inappropriate for smart 

cards that have small memory. Despite the dynamic structure of the S-Box in BA, the 

S-Box is not changeable in every round. This condition allows an attacker to try 

building relations between rounds. For this reason, this study modified the S-Box in 

BA, such that its dynamic properties are enhanced in terms of security and its 

memory requirements are decreased. 



 

52 

 

Previous studies that attempted to modify the S-Box in BA include Hashim et al. 

(2009), Mahdi (2009), and Chandrasekaran et al. (2011). Hashim et al. (2009) 

proposed improving BA to encrypt 16 bytes with the use of a variable key length that 

varies from 8 bytes to 144 bytes. The improved algorithm can decrease the memory 

requirement by using a single S-Box of 259 bytes (64 bits) and 65,543 bytes (128 

bits) instead of four S-Boxes with 4096 bytes (64 bits) and 2097152 bytes (128 bits) 

without compromising security. However, the results of the randomness test are not 

presented and S-Box security is not verified. The 65,543 bytes (128-bits) still has a 

large memory requirement. Mahdi (2009) proposed a 128-bit block cipher (B-R 

algorithm) that combines BA with the RC6 algorithm to increase security and 

enhance performance. BR used two S-Boxes, each having a size of 259 bytes, instead 

of four S-Boxes in BA. However, the results of the randomness test were not 

presented and S-Box security was not verified. 

Chandrasekaran et al. (2011) proposed a new method for the design of S-Boxes based 

on Chaos Theory to decrease the time complexity of S-Box and P-array generation. 

The results reveal that the modified design of key generation continued to offer the 

same level of security as the original BA, but with a less computational overhead in 

key generation. Despite the decrease in the original algorithm‟s time complexity, the 

memory requirement increases where the modified design requires memory 

17179869184 bytes for the tabulation of all key possibilities. The results of the 

randomness test are also not presented. 

Based on these previous studies, the attempts to improve security and decrease 

memory have not been successful.  
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Table 2.2 shows the comparison between previous studies on S-Box in BA. 

Table 2.2 

Comparison made between previous studies on S-Box in BA  

2.3.3.1 Related Works on BA 

Many studies related to BA focused on security and performance. The following 

section presents these studies. 

2.3.3.1.1 Security Enhancement 

Several methods that were proposed to enhance the BA security include extending the 

BA architecture (Schmidt, 2006), replacing the old XOR in both sides by a new 

Authors  Year Techniques Objectives Block  
Size 

Key 
length 

No  
of Rounds 

Size of 
memory of 

S-Box 

Weakness 
 

Hashi

m et al.     

2009 -Single 

S-Box 

With 

overlappi

ng 

-g entries 

New F-

Function 

-Reduce 

memory 

-Increase 

security 

64bits  

or 

128 bits 

 

32 

bits- 

576 

bits  

or 64 

bits- 

1152 

bit 

16 

 

 

 

 

 

 

 

-259 in 

case 64 bit 

block size. 

-65,543 

bytes in 

case 128 

bits block 

size 

-Large 

memory in 

case 128 

bits. 

-S-Box not 

test 

-Not test 

Randomness 

of whole 

algorithm 

Mahdi 

et al.     

2009 -Two 

Single S-

Box 

With 

overlappi

ng 

-g entries 

New F-

Function 

-Reduce 

memory 

-Increase 

security 

128 bits 

 

64 

bits to 

1024 

bits 

16 

 

518 bytes 

 

- S-Box 

Not test 

- Randomnes

s of whole 

algorithm 

Chandr

asekara

n et al.  

2011 

 

Chose 

theory 

Reductio

n time 

complexi

ty 

64 bit 

 

32bit 

-448 

bits 

16 

 

No has S-

Boxes 

 

-Large 

memory 

(171798691

84 bytes). 

-Not 

Randomness 

test 
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operation, generating multiple keys by Cellular Automata (Al-Neaimi & Hassan, 

2011a, 2011b), using an iterative model to encrypt and decrypt different types of data 

(Manikandan et al., 2012b), modifying the sub-keys generated by replacing Pi 

initialization with a linear congruential generator (Halagali, 2013), and combining the 

good features of BA and the CAST-128 algorithm (Krishnamurthy et al., 2008). 

In Schmidt (2006), the performance speed slows down. The number of rounds is 32. 

It   has also been untested for randomness and the S-Box. The memory requirement 

has been increased from 4096 bytes (4 kB) to 8192 bytes (8 kB). 

According to Manikandan et al. (2012b), the performance speed slows down 

depending on the number of iterations. It has not been tested for randomness and the 

S-Box, and the memory requirement is the same. 

Halagali (2013), Al-Neaimi and Hassan (2011a, 2011b), Krishnamurthy et al. (2008). 

It has not been tested for randomness and the S-Box, and the memory requirement is 

the same. From the previous studies, the methods have not been tested and could not 

verify the methods.  Table 2.3 shows comparisons of previous studies on BA. 
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Table 2.3 

Comparisons of Pervious Studies on BA 

2.3.3.1.2 Performance Enhancement 

Previous studies related to performance concentrated on two aspects: methods on 

performance enhancement and comparisons of performance methods.  

Several methods were proposed to enhance BA performance. These include 

modifying the F-Function of the BA by executing two addition operations in parallel 

using threads (Kishnamurthy, Ramaswamy, and Leela, 2007), decreasing the BA 

execution time by modifying the order of executing the F-Function (2-XOR gates and 

1-ADDERS), implementing this process using multithreading (Vaidhyanathan et al., 

Authors  Year Techniques Objectives Block  
Size 

Key 
length 

No  
of Rounds 
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memory of 

S-Box 
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-Increase 
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or 

128 bits 

 

32 
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1152 
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-259 in 

case 64 bit 
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-65,543 

bytes in 
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bits block 
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memory in 
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-S-Box not 
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-Not test 
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of whole 

algorithm 

Mahdi 

et al.     

2009 -Two 

Single S-

Box 

With 

overlappi

ng 

-g entries 

New F-

Function 

-Reduce 

memory 

-Increase 

security 

128 bits 

 

64 

bits to 

1024 

bits 

16 

 

518 bytes 

 

- S-Box 

Not test 

- Randomnes

s of whole 

algorithm 

Chandr

asekara

n et al.  

2011 

 

Chose 

theory 

Reductio

n time 

complexi

ty 

64 bit 

 

32bit 

-448 

bits 

16 

 

No has S-

Boxes 

 

-Large 

memory 

(171798691

84 bytes). 

-Not 

Randomness 

test 
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2010), and developing a software tool to encipher and decipher the modified BA with 

file splitting and merging mechanisms (Manikandan et al., 2012a). 

All of the research studies discussed above faced the following drawbacks: the 

algorithm is not appropriate for applications with limited memory such as smart 

cards, most of the studies did not conduct randomness tests, and most of these studies 

did not verify S-Box security. 

Other studies related to BA include analyzing BA performance with other algorithms. 

Among the studies are Kofahi et al. (2004), Nadeem and Javed (2005), Mousa (2005), 

Tamimi (2008), Nie and Zhang (2009), Nie et al. (2010), Elminaam, Kader, and 

Hadhoud (2010), Thakur and Kumar (2011), and Singh et al. (2011), Verma et al. 

(2011), Mandal (2012), Milad et al. (2012). 

Kofahi et al. (2004), as well as Thakur and Kumar (2011), compared 3 encryption 

algorithms. Kofahi et al. (2004) compared DES, 3DES, and BA, whereas Thakur and 

Kumar (2011) compared DES, AES, and BA. Nadeem and Javed (2005), Singh et al. 

(2011), Verma et al. (2011), Tamimi (2008), and Mandal (2012) compared the 

performances of 4 encryption algorithms (i.e., DES, 3DES, BA, and AES). Nie and 

Zhang (2009), Nie et al. (2010) compared on 2 popular encryption algorithms (i.e., 

DES and BA), whereas Elminaam et al., (2010) compared 6 algorithms (i.e., AES, 

DES, 3DES, RC2, BA, and RC6). 

In all these studies, their results show that BA outperformed other algorithms in terms 

of speed. 
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Mousa (2005) evaluated the BA execution time under different types and sizes of data 

files (i.e., texts, sound, and image), as well as different key lengths in each encryption 

and decryption process. The results show that changing the key length has no effect 

on the encryption or decryption time, whereas changing the plaintext file size has a 

direct effect on the processing time. 

Milad et al. (2012) evaluated BA and Skipjack performance. A comparison was made 

between the two with different input file types and sizes, namely, .txt, .doc, and .jpg. 

The algorithms were implemented using the C# Programming language. From the 

results, BA was found to work faster than Skipjack. 

From these studies, the BA performance is superior to other algorithms. However, the 

evaluation of these studies did not include the adaptive analysis of BA security in 

terms of output randomness, which is one of the most important factors in the 

evaluation process. For this reason, this research presents four studies (Alabaichi et 

al., 2013a; Alabaichi et al., 2013b; Alabaich et al., 2013e; Alabaichi et al., 2013f)  

related to the analysis of BA security in terms of randomness. Table 2.4 illustrates 

comparison of speeds of the popular algorithms 
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Table 2.4 

Comparison of Speeds of the Popular Algorithms 

2.3.4 3D Block Cipher 

Several studies are related to the 3D designs of a new block cipher to design a new 

block cipher that does not compromise security. 

Nakahara (2008) and Ariffin (2012) designed a 3D block cipher based on the AES 

algorithm. Nakahara (2008) improved the 3D block cipher in terms of security by 

providing good diffusion in three rounds, but was not improved in terms of speed and 

time. It still required 22 rounds to encrypt one block of plaintext, where it increased 

the rounds of the AES block cipher by 57%. This condition decreases the speed 

performance of the block cipher, and has not been tested for randomness. 

Based on the limitation of the study of Nakahara (2008), Ariffin (2012) successfully 

designed a 3D block cipher with byte permutation. It required only 10 rounds and 

provided good diffusion in three rounds. He also tested for randomness and attacks 

that produced good results. 

From the above studies, the 3D array can be used to generalize a block size of 

plaintext up to 512 bits with the AES algorithm. The 3D array with byte permutation 

 Name of  

algorithm 
Speed 

First   Second  Third  Fourth  Fifth  Sixth  

BA        

RC6        

AES        

DES        

3DES        

RC2        
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also provided good diffusion in three rounds without compromising the security of 

the original algorithm. 

In another study, Suri and Deora (2011) successfully designed a 3D block cipher with 

good diffusion, but had problem in terms of speed. Their method required 64 rounds 

to encrypt one block of plaintext. The reliability of their method was questionable as 

they did not conduct a comprehensive test. They conducted only four NIST statistical 

tests for randomness. 

These studies presented a 3D block cipher in Cartesian Coordinates System (X, Y, 

and Z). Ariffin (2012), and Suri and Deora (2011) conducted byte permutation using 

a Rotation 3D array. This 3D array can be rotated by 
  

 
,  , and  

  

 
 only to perform 

byte permutation. The rotation in the CCS can be conducted by   
 

  
,
  

 
,
  

 
,  ,

  

 
,

  

 
,     

  

 
  to perform byte permutation in this study. This condition means that 

CCS is more suitable than Cartesian Coordinates System in this study.  

In this study, a 3D array was used to design a 3D S-Box. Byte permutation was used 

to permute the values of the 3D S-Box. A 3D array was constructed using CCS, 

whereas byte permutation was constructed using the transformation of CCS. 

2.3.5 Dynamic S-Box 

Many studies have attempted to modify the AES S-Box to make it dynamic instead of 

fixed to increase algorithm security. This section reviews some related studies in this 

field. 



 

60 

 

Krishnamurthy and Ramaswamy (2009), Mohammad, Rohiem, and Elbayoumy 

(2009), Stoianov (2011), Hosseinkhani and Javadi (2012), Juremi el al. (2012), and 

Mahmoud, Hafez, Elgarf, and Zekry (2013) were among the studies designed a 

Dynamic S-Box in AES. 

Krishnamurthy and Ramaswamy (2009) proposed a dynamic S-Box in every round 

without changing the basic AES operations. They used four cases with different 

levels of security requirement. The first case used the last byte from the round keys 

and rotated the S-Box dependent on it. The second case XORed all bytes of the round 

keys and rotated the S-Box dependent on the resulted value. The third case used 

another set of round keys generated using a key expansion algorithm similar to that of 

the AES key expansion algorithm. The last byte of the round keys was then used to 

rotate the S-Box. The fourth case is similar to the third case, except XORing the 

values of all the bytes in round keys instead of using the last byte. The Rotate S-Box 

depended on this value. 

Mohammad et al. (2009) proposed AES with Variable Mapping (VMS-AES) S-Box. 

It uses the key to generate a subkey to randomly shift (remapping) the substitution of 

the S-Box to another location. 

Stoianov (2011) proposed two new S-Boxes (i.e., S-BOXLeft and S-BOXright) using 

the left and right diagonal as the axis of symmetry. An algorithm using these S-Boxes 

was based on a pre-selected byte of the secret key that was divided by 4. One of the 

four S-Boxes (i.e., S-BOX, Inv S-BOX, S-BOXLeft, and S-BOXRight) is selected 

based on the reminder.  
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Hosseinkhani and Javadi (2012) introduced a new algorithm that dynamically 

generates S-Box from cipher key in only two steps. The first step is to generate a 

primary S-Box using the same procedure used in the previous algorithm (AES). The 

second step is to swap the values in the rows with the values in the columns of 

primary S-Box. This routine uses cipher key as input and then dynamically generates 

S-Box from the cipher key by using shift columns, shift row, shift account. 

Juremi el al. (2012) proposed another new key dependent S-Box and uses S-Box 

rotation to make the S-Box dynamic. The round key was used to identify a value for 

use in the rotation of S-Box. All the bytes of the round key are XORed. The results 

are then used to rotate the S-Box. The rotation value depends on the entire round key. 

Mahmoud et al. (2013) also proposed a dynamic S-Box based on byte permutation of 

the standard S-Box under the control of the AES SK. Linear Feedback Shift Register 

(LFSR) was used to generate random sequences. The AES SK is used to generate an 

initial state of LFSR by dividing it into two parts and placing an XOR between these 

parts. The results can be used as the initial value of LFSR. The output of the PN 

generator is XORed with an SK. The result is converted to a hexadecimal. The 

repeated values are discarded, and then the missing numbers are added to the 

sequence to ensure that all S-Box indexes are mapped. These numbers are used to 

rearrange columns and rows on the standard S-Box. 

The above studies show that most attempts are based on the application of different 

byte permutation mechanisms that are applied by rearranging the location of the 

elements in S-Box using SKs to achieve a dynamic S-Box, which increases the 



 

62 

 

security of the original algorithm. Dynamic S-Box is protected against differential 

and LC because the structure of the S-Box becomes completely hidden from the 

cryptanalyst (Schneier, 1994; El-Ramly et al., 2001; Ali, 2009; Juremi et al., 2012). In 

this study, dynamic S-Box in BA has been improved by using byte permutation based 

on SKs. Dynamic S-Box is achieved by rearranging the location of the elements in 

the 3D S-Box after each two bytes substituted at each round with every block of 

plaintext. Thus any trails from cryptanalysis to build relations between rounds leads 

to fail. In addition randomness of the algorithm will be enhanced. Random SKs with 

byte permutation are proven to be a good mechanism. Therefore the method is 

adopted in this study.   

2.3.6 Secret Key Generation 

Secret keys can be generated using different methods. Krishnamurthy and 

Ramaswamy (2009) generated SKs using four methods. The first method used the last 

byte from the round keys. The second method used XOR among the values of the all 

bytes in round keys. The third method used another set of round keys, which are 

generated using a key expansion algorithm similar to the AES key expansion 

algorithm, and then takes the last byte of the round keys. The fourth method is similar 

to the third, except that it performs XOR between the values of the all bytes in round 

keys. Mohammad et al. (2009) generated SKs for relocation by dividing SK mod 256. 

The result is added to the index to get new location of the element. Stoianov (2011) 

generated keys by dividing pre-selected bytes of the SK and dividing them by four. 

Juremi el al. (2012) generated keys by applying XOR to all bytes of the round keys. 

Mahmoud et al. (2013) generated SKs using LFSR. Suri and Deora (2010, 2011) used 
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the random number generator of Turbo C to generate random numbers. The random 

number generator is a pseudo-random generator that can return a pseudo-random 

integer between zero and the maximum value. 

Both methods, LFSR and random number generator, are used to generate different 

random multi SKs. LFSR requires additional time (overhead time), making random 

number generator faster and easier to implement than LFSR.  

In this study, random numbers between 0 and 3 in five sets are required, making the 

random number generator more appropriate than LFSR to generate multi random 

numbers without adding overhead time. These multi random numbers can be used as 

random SKs for the permutation of the values of 3D S-Box.  

2.3.7 Dynamic P-Box 

Most previous studies used fixed P-Box, such as initial and final P-Box in DES 

(NIST, 1999), as well as P-Box in a RAINBOW algorithm proposed by (Zhang et al., 

2004).  

The fixed P-Box is open to differential and linear attacks. In addition, diffusion alone 

can usually be broken without significant effort (Kruppa & Shahy, 1998; Zhang & 

Chen, 2008). By contrast, dynamic P-Box places its base content on SKs and does not 

have a fixed map, such as in the DSDP structure (Zhang & Chen, 2008). 

Various methods were proposed for the design of dynamic P-Box. For example, 

Zhang and Chen (2008) proposed a 128-bit Feistel block cipher that involved both the 

dynamic S-Box and dynamic P-Box simultaneously. The internal structure of this 
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cipher algorithm is secured with two key-dependent transformations. In other words, 

the cipher can resist linear and differential cryptanalysis in a few rounds of 

encryptions. A fast permutation algorithm (key scheduling of RC4) is used to 

generate both the dynamic S-Box and dynamic P-Boxes.  

Ritter (1990; 1991) used the shuffle algorithms by Durstenfeld for dynamic 

transposition or permutation. Ritter (1990) used this dynamic transposition as a 

cryptographic combiner to replace the Vernam XOR combiner in the stream cipher. 

The shuffle algorithm is used to rearrange the contents and is among the many 

possible strategies for permutation. Ritter (1991) used this algorithm to permute the 

plaintext into ciphertext by swapping every element with another element that is 

selected pseudo-randomly. 

The pseudo code of this algorithm as follows: 

Function p = GRPdurG(p) 

%   n is the number of blocks 

n = length (p) 

For k = n:-1:2     

            r = 1+floor (rand*k);     % random integer between 1 and k 

            t    = p (k) 

           p (k) = p(r)                     % Swap(p(r),p(k)). 

           p(r) = t                  

End 

A close examination of dynamic P-Box design shows that it is based on fast 

permutation under the control of SKs. Many techniques can be used for fast 

permutation based on SKs, one of which is the shuffle algorithm by Durstenfeld. An 

advantage of the shuffle algorithm by Durstenfeld is that it is a simple algorithm with 

no additional requirements, complexity, and overhead in time. This algorithm can 
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shuffle any array in place and can permute any object. This algorithm is a member of 

a family of transposition algorithms used to generate combinatorial objects. Thus in 

this study the Durstenfeld‟s Shuffle algorithm in design dynamic P-Box is adapted, 

which swaps every element with another selected element based on random number. 

2.3.8 Evaluation of Block Cipher 

The most important factor in the evaluation of cryptographic algorithms is the 

element of security. The evaluation criteria are divided into three major categories, 

namely, security, cost, and the algorithm implementation and characteristics. The first 

category, security, comprises such features as randomness of algorithm output, 

avalanche effect, resistance of the algorithm to cryptanalysis, and relative security 

over other candidates. The second important category is cost, which encompasses 

licensing requirements, computational efficiency or speed on various platforms, and 

memory requirements. The third category is implementation, and its evaluation is 

based on algorithm characteristics, such as flexibility, hardware and software 

suitability, and simplicity (Ali, 2005; Ali, 2009; Ariffin, 2012). 

Security and cost were evaluated in this study. Security evaluation was based on a 

randomness test, correlation coefficient, avalanche effect, S-Box properties, and 

cryptanalysis whereas that on cost was based on memory requirements and 

computational efficiency. 

2.3.8.1 Randomness Test 

 Randomness is an important criterion for an efficient block cipher. Thus, the block 

cipher should be statistically analyzed to determine whether the tested algorithm 
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fulfills this requirement; if a block cipher appears to be non-random, then it becomes 

vulnerable to all types of attack (Isa & Z‟aba, 2012). The output should also be 

random for a block cipher. According to Ali (2005; 2009) and Ariffin (2012), a good 

algorithm should be efficient in producing single random bits. 

Table 2.5 

NIST statistical test 

To test for randomness, the NIST Test Suite was used. The NIST Test Suite is a 

statistical package comprising tests on 15 different aspects. The tests focus on various 

types of non-randomness that could exist in a sequence (Rukhin et al., 2010). Table 

Statistical Test No. of P-values Test ID 

Frequency 1 1 

Block  Frequency 1 2 

Cumulative Sum(Cusums) 2 3-4 

Runs  1 5 

Longest Run 1 6 

Rank 1 7 

FFT 1 8 

Non Overlapping Template 148 9–156 

Overlapping Template 1 157 

Universal 1 158 

Approximate  Entropy 1 159 

Random Excursions 8 160–167 

Random Excursions Variant 18 168–185 

Serial 2 186–187 

Linear Complexity 1 188 
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2.5 shows the different statistical tests and the number of tests to be conducted for 

each core test (Soto & Bassham, 2000).  

Table 2.6 shows the minimum requirements for each test, where n is the length of the 

bit string, M and L are the lengths of each block, Q is the number of blocks, and N is 

the number of independent blocks (Ariffin, 2012). 

Table 2.6 

Minimum requirements of NIST statistical test 

The following researchers conducted these statistical tests to measure the strength of 

the randomness of their algorithms: Soto and Bassham (2000), Fahmy, Shaarawy, El-

No.   NIST Statistical Test  Minimum Requirement 

1 Frequency  n ≥100 

2 Frequency within a Block n  ≥ 100 

3 Runs n  ≥ 100 

4 Longest-Run-of-Ones in a 

Block 

n ≥ 128, M = 8 

5 Binary Matrix Rank n ≥ 38912 

6 Discrete Fourier Transform 

(Spectral) 

n ≥ 1000 

7 Non-overlapping Template 

Matching 

n  ≥ 1000000, M = 13072, 

M > 0:01n 

8 Overlapping Template 

Matching 

n ≥ 1000000, n ≥MN 

9 Maurer's Universal Statistical 6  ≤ L  ≤16,Q = 10(2L); 

n≥ (Q + K)L, n ≥ 387840 

10 Linear Complexity n≥1000000; 500 ≤ M ≤ 5,000 

11 Serial M < (log2n) –2 

12 Approximate Entropy M < (log2n) –2 

13 Cusums n ≥ 100 

14 Random Excursions n ≥ 1000000 

15 Random Excursions Variant n ≥ 1000000 
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Hadad, Salama, and Hassanain (2005), Katos (2005), Ali (2005), Alsultanny and 

Jarrar (2006), Limin, Dengguo, and Yongbin (2008), Doroshenko et al. (2008), 

Mohammad et al. (2009), Ali (2009), Zhou, Liao, Wong, Hu, and Xiao (2009), 

Patidar, Sud, and Pareek (2009), Abd-ElGhafar et al. (2009), Sulak, Doganaksoy, 

Ege, and Koak (2010), Alani (2010), Suri  and  Deora (2010, 2011), Ariffin ( 2012), 

Isa and  Z‟aba (2012), Sulaiman, Muda, and Juremi (2012a), Sulaiman, Muda, 

Juremi, Mahmod, and Yasin (2012b), ALabaichi et al.( 2013a, 2013b, 2013e, 2013f ). 

This research adopted these tests (NIST) to evaluate RAF. 

2.3.8.1.1 NIST Framework 

NIST is based on hypothesis testing. A hypothesis test determines whether an 

assertion about a particular characteristic of a population is reasonable. In this case, 

the test involves the assessment of a specific sequence of zeroes and ones to 

determine if the sequence is random. Table 2.7 illustrates the step-by-step process for 

the evaluation of a single binary sequence (Soto, 1999a). 

Table 2.7  

Evaluation Procedure for a Single Binary Sequence 

State your null hypothesis Assume that the binary sequence is random 

Compute a sequence test statistic Testing is conducted at the bit level 

Compute the P-value  P-value ϵ [0, 1] 

Compare the P-value to   Fix , where ϵ (0.001, 0.01]. Success is 

declared whenever P-value ≥ ; otherwise, 

failure is declared 
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The significance level α was fixed at 0.01 for each experiment. The maximum 

number of binary sequences expected to be rejected at the chosen significance level 

was computed using the formula by Soto (1999b). For example, the rejection rate of a 

sample with 128 sequences should not be more 4.657. 

                                                                                            (2.11)  

 

where s is the number of samples and  is the significance level.  

The proportion of sequence that passes statistical tests is computed by using the 

following formula: 

                 𝑝  (1   )   √
 (   )

 
                                                                      (2.12) 

The proportion of sequences that passes a specific statistical test in the analysis 

should be greater than 𝑝  (Rukhin et al., 2010). 

2.3.8.1.2 Test Package 

According to Rukhin et al. (2010), the statistical package has 15 tests, a namely, 

Frequency Test, Block Frequency Test, Cumulative Sums Forward (Reverse) Test, 

Runs Test, Long Runs of one‟s Test, Rank Test, Spectral (Discrete Fourier 

Transform) Test, Non-periodic Templates Test, Overlapping Template Test, Serial 

Test, Universal Statistical Test, Approximate Entropy Test, Random Excursion Test, 

Random Excursion Variant Test, and Linear Complexity Test. 



 

70 

 

The descriptions of the 15 tests and their corresponding purposes are shown in 

Appendix A. 

2.3.8.2 Correlation Coefficient 

Correlation coefficient refers to a number between -1 and 1 that measures the degree 

of linear relation between two variables. The correlation is 1 in case of an increasing 

linear relationship and -1 in case of a decreasing linear relationship. In all other cases, 

the values vary depending on the degree of linear dependence between variables. If 

the variables are independent, the correlation is 0. Fahmy et al. (2005), Mohammad et 

al. (2009), Ariffin et al.(2012), Mahmoud et al. (2013), and Alabaichi et al. (2013d) 

conducted this test. The values below provide a description of the linear relationship 

between two variables.   

 0 indicates a non-linear relationship. 

 +1 indicates a perfect positive linear relationship. 

 -1 indicates a perfect negative linear relationship. 

 Values between 0 and 0.3 (0 and -0.3) indicate a weak positive (negative) linear 

relationship. 

 Values between 0.3 and 0.7 (-0.3 and -0.7) indicate a moderate positive (negative) 

linear relationship. 

 Values between 0.7 and 1.0 (-0.7 and -1.0) indicate a strong positive (negative) 

linear relationship.  

This research study used this test to evaluate 3D S-Box and RAF. 
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2.3.8.3 Security of S-Box 

Most previous works on S-Box focused on the design or analysis of S-Boxes because 

S-Box brings nonlinearity to cryptosystems and strengthens cryptographic security. A 

weaknesses in S-Boxes causing cryptography to fail. Before the cryptographic uses 

secure S-Box, two important aspects have to be considered. The first is how to design 

a good S-Box, and the second is how to verify whether S-Box is good. Thus, the 

quantitative values of the desired properties for an S-Box must be obtained to confirm 

its secureness (Adams & Tavares, 1990; Mar & Latt, 2008; Hussain, Shah, Afzal, & 

Mahmood, 2010; Ahmed, n.d.). 

Most previous works on S-Box have attempted to design good S-Boxes by generating 

them randomly and then evaluating them to reject those that fail to meet the criteria 

(Adams & Tavares, 1990). 

Several properties, such as Avalanche Criterion (AVAL), Strict Avalanche Criterion 

(SAC), and Bit Independence Criterion (BIC), guarantee S-Box randomness. These 

properties are cryptographically desirable in S-Boxes and are used as a guide in the 

design of S-Boxes. Among the researchers who used the evaluation criteria were 

Adams & Tavares (1990), Vergili & Yücel (2000, 2001), Kavut & Yücel (2001), 

Abd-ElGhafar et al. (2009), and Stoianov (2011). 

Vergili and Yücel (2000, 2001) investigated the criteria of AVAL, SIC, and BIC for a 

randomly chosen S-Box. The results show that these properties can be achieved 

randomly in chosen S-Boxes with values of relative absolute errors. These properties 

of large S-Boxes are probably satisfied within a low error range. The correlations 
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among the test criteria are evaluated to determine the extent to which such criteria can 

measure different cryptographic aspects of S-Boxes. The results indicate that AVAL 

and BIC are uncorrelated. Although observing the AVAL characteristic of a small-

sized S-Box may provide some information on SAC, an advisable method is to test S-

Boxes for the AVAL, SAC, and BIC criteria separately. 

Kavut and Yücel (2001) investigated the characteristics of Rijndael‟s S-Box for the 

criteria of AVAL, SAC, BIC, nonlinearity, and XOR table distribution. The results 

are compared with those of Safer K-64. Experimental results show that the S-Boxes 

of Rijndael satisfy these criteria with very small values of relative absolute errors. 

Moreover, the parameters of Rijndael‟s S-Box show better results than those of Safer 

K-64. 

Abd-ElGhafar et al. (2009) proposed a novel method for the construction of a 

cryptographically variable dynamic S-Box (AES-RC4) algorithm. This method was 

tested using AVAL, BIC. The results prove the security of the proposed S-Box (AES-

RC4) because it passed the AVAL, BIC. 

Stoianov (2011) proposed  the dynamic S-Box of AES and tested it by using the 

following tests: Balancing, Nonlinearity, Completeness, SAC, Low XOR Table, 

Diffusion Order, invertability, Static Criteria (Independence between the input and 

output data, Independence between the output and input data, Independence between 

the output and output data), Dynamic Criteria (Dynamic Independence between the 

input and output data, Dynamic Independence between the output and input data, 



 

73 

 

Dynamic Independence between the output and output data), and Private Criteria 

(Completeness of S-BOX and Non-contradiction). 

However, the evaluation of these studies did not include the analysis of the security of 

S-Boxes in BA in terms of AVAL, SAC, and BIC. Thus, the current research 

conducted two case studies and published findings on the analysis of the security of 

S-Boxes in BA and the output of BA. The first case study is related to the analysis of 

the security of S-Box in BA in terms of AVAL, SAC, and BIC. The second study is 

related to the avalanche text and correlation coefficient of BA. 

Some studies used the avalanche effect to measure the strength of algorithm outputs. 

Among these studies were Dawson, Gustafson, & Pettitt (1992), Castro, Sierra, 

Seznec, Izquierdo, & Ribagorda (2005), Mohammed et al.(2009), Doganaksoy, Ege, 

Koçak, & Sulak (2010), Agrawal & Sharma (2010), Mohan & Reddy (2011), 

Ramanujam & Karuppiah (2011), Juremi et al. (2012), Ariffin (2012), Sulaiman et al. 

(2012b).  

The following sections describe each criterion.  

2.3.8.3.1 Avalanche Criterion 

Feistel (1973) identified AVAL as a property of S-Boxes. AVAL is a crucial 

cryptographic property of block ciphers whereby a small number of bit differences in 

the input plaintext or key leads to an “avalanche” of changes that causes a large 

number of differences in ciphertext bit. 
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Mathematically, a function f: {0, 1}
 n

{0, 1}
 n

 satisfies AVAL whenever one input 

bit is changed. On average, half of the output bits change, where i and j {(i, j) 1 ≤ i, j 

≤ n} are the input and output bits, respectively. 

An n x n S-Box is said to satisfy the AVAL criterion   for all i = 1, 2, n 
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where ei is the unit vector with bit i equal to 1 and all other bits equal to 0. A
ei 

exclusive-or sums will be referred to as avalanche vectors, each of which contains n 

bits or avalanche variables, with changes only to the ith bit in the input string.  

 A
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where ei

ja ϵ {0, 1}. 

The total change in the jth avalanche variable, ei

ja , is computed over the whole input 

alphabet of size 2
n
   nei

jaW 2)(0  . 

Equation (2.15) can be manipulated to define an AVAL parameter kAVAL(i) as 
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kAVAL(i ) can take values in the range [0,1]. This parameter should be interpreted as the 

probability of change in the overall output bits with changes only on the i-th bit in the 

input string. If kAVAL (i) is not 1/2 for any value of  i, then S-Box does not satisfy 

AVAL.  

If kAVAL (i) is approximately 1/2 for all i, then the S-Box satisfies AVAL with a small 

error region (Vergili &Yücel, 2000; Kavut & Yücel, 2001; Vergili & Yücel, 2001; 

Ahmed, n.d.). 

  Relative Error for the Avalanche Criterion 

Vergili and Yücel (2001) concluded that S-Box can satisfy Equation (2.16) for small 

values of n, but when the values of n ≥ 6, satisfying AVAL becomes difficult. 

Therefore, we should expect the criterion in Equation (2.16) to be satisfied within an 

error range of     . This error range is known as the relative error interval for 

AVAL. An S-Box satisfies AVAL with     for all i when 
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is true. Given an S-Box, the corresponding relative error ϵA can be calculated using 

Equation (2.18) 
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2.3.8.3.2 Strict Avalanche criterion 

Webster and Tavares (1986) combined the completeness and avalanche properties 

into the SAC. An S-Box satisfies SAC if the probability of change in any output bit 

approximates 1/2 with changes in any input bit. In other words, an adversary A 

selects two values, i and j, where i is for the input of S, and j is for the output of S, 

nji  ,1  with the assumption that A does not know any value of input except the i-

th bit, and all the other input bits (except i-th) are selected randomly. The probability 

is that the j-th bit will change when the i-th bit that is complemented approximates 

1/2 for A. 

Mathematically, SAC can be described as follows: 

A function f : {0, 1}
n
 {0, 1}

n 
satisfies SAC  for all i, j ϵ  (1, 2, …, n). Flipping input 

bit i changes the output bit j with the probability of exactly 1/2. Thus, an S-Box 

satisfies the SAC if 
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For all i, j can be modified to define an SAC parameter kSAC (i, j) as 
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kSAC (i, j) can take values in the range [0,1]. Therefore, the interpretation is that the 

probability of change in the j-th output bit is based on the changes in the i-th bit in the 

input string. If kSAC (i, j) is not 1/2 for any (i, j) pair, then the S-Box is does not 
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satisfy the SAC. However, the satisfaction of Equation (2.20) for all values of i and j 

is not a realistic expectation; hence, Equation (2.20) should be interprets within an 

error interval of {  ϵS}. This condition means that given that kSAC (i, j) 

approximates 1/2 for all (i, j) pairs, then the S-Box satisfies SAC within a small error 

region (Vergili & Yücel, 2000; Kavut & Yücel, 2001; Vergili & Yücel, 2001; 

Ahmed, n.d.). 

  Relative Error for the Strict Avalanche criterion 

SAC is a more specialized form of the AVAL criterion, such that the number of S-

Boxes that satisfy SAC is smaller than the number of S-Boxes that satisfy AVAL. 

These criteria with large S-Box size (n ≥ 6) will be satisfied for SAC with a low error 

range. Therefore, by modifying Equation (2.21), an S-Box satisfies the SAC within 

SAC  for all i and j.  

The following equation satisfies: 
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Using (2.21) for a given S-Box, the relative error the ϵSAC for SAC can be calculated 

as 
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2.3.8.3.3 Bit Independence Criterion 

Webster and Tavares (1986) identified BIC as another property for any cryptographic 

transformation. For a given set of avalanche vectors generated by complementing a 

single plaintext bit, all the avalanche variables should be pairwise independent. To 

measure the degree of independence between a pair of avalanche variables, their 

correlation coefficient should be calculated.  

Independent of the output bits is an element that ensures any two output bits i and j 

are “independent” of each other. That is, bits i and j are not equal to each other either 

significantly more or significantly less than half the time (over all possible input 

vectors). This condition is necessary for the space can be reduced in certain attacks if 

the correlation between two output bits is significantly other than zero. 

When either the SAC or AVAL variable independence requirement is not satisfied, 

then a cryptanalyst can obtain some information about the statistical properties of the 

system, whereby he could conceivably use the information to his advantage in an 

attack on the system. Mathematically, BIC is defined as follows: 

A function f: {0, 1} 
n
 {0, 1} 

n 
satisfies the BIC for all i, j, k ϵ {1, 2,…,n}, with  j ≠ k. 

Inverting the input bit i causes output bits j and k to change independently. The 

correlation coefficient computed between the j-th and k-th components of the output 

difference string is known as the avalanche vector A
ei
. BIC corresponds to the effect 

of the ith input bit change on the j-th and k-th bits of A
e 
, which is defined as 

             
),(),( ei

k

ei

jkj

ei aacorraaBIC                                                                       (2.23)           



 

79 

 

Overall, the BIC for the S-Box is calculated as 

               𝐼𝐶(𝑓)      𝐼𝐶  ( 𝑗 ,  𝑘)                                               (2.24)  

                                   1   𝑛                                

                                   1  𝑗,   𝑛 

    𝑗    
 

BIC (f) takes values in the range [0, 1]. In the case of binary variables, a correlation 

coefficient of 0 indicates that the variables are independent. In addition, the variables 

will always be identical if the correlation coefficient is equal to 1, and a value of -1 

means that they always complement one another. In brief, BIC (f) is ideally equal to 

zero, and in the worst case, it is equal to one (Adams & Tavares, 1990; Vergili & 

Yücel, 2000; Vergili & Yücel, 2001; Kavut & Yücel, 2001).  

 Relative Error for Bit Independence Criterion 

The relative error for BIC can be defined as (Vergili & Yücel, 2000; Vergili &Yücel, 

2001; Kavut & Yücel, 2001): 

              )( fBICBIC                                                                                              (2.25) 

2.3.8.4 Cryptanalysis 

Cryptanalysis serves an essential function in cipher design. Cryptanalysis uses a 

mathematical formula to search for the vulnerabilities of an algorithm to break it 

when the key is unknown. Numerous cryptanalysis theories and practices are relevant 

to block ciphers. Among them, two very powerful cryptanalysis techniques applied to 

symmetric–key block ciphers are differential cryptanalysis and LC (Schneier, 1996; 

Heys, 2002).   
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2.3.8.4.1 Linear Cryptanalysis 

Matsui (1994) discovered the LC technique that has been applied successfully against 

the DES and FEAL block ciphers. This technique is one of the most widely known 

attacks on block ciphers and has become a benchmark technique for evaluating the 

security of any new modern cipher. LC is a Known Plaintext (KP) attack, whereby 

the cryptanalysis has a set of plaintext and corresponding ciphertexts.  

The basic tool of a linear attack is a linear distinguisher, which comprises a linear 

relationship between bits of plaintext, ciphertext, and key, holding a non-uniform 

probability (different from 1/2). This discrepancy between the associated probability 

of a cipher and that of random behavior is known as the bias. The number of known 

plaintexts needed for a highly successful attack is inversely proportionate to the bias. 

Thus, a larger bias requires less plaintext for a highly successful attack. Linearity 

refers to a mod-2 bit-wise operation or XOR that is denoted by . An expression of 

linearity can be of the form 

               Xi1Xi2…XiuYj1Yj2… Yjv = 0                                                      (2.26) 

where Xi represents the i-th bit of the input X = [X1, X2…,Xn], and Yj represents the j-th 

bit of the output Y = [Y1, Y2…,Yn]. This equation represents the XOR of u input bits 

and v output bits, which determine the high or low probability of occurrence. If a 

block cipher displays a tendency for linear equations to hold a probability higher or 

lower than
2

1
, the ciphers exhibit poor randomization capabilities (Heys, 2002). 
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2.3.8.4.2 Differential Cryptanalysis 

Biham and Shamir (1993) introduced differential cryptanalysis, which remains one of 

the most influential techniques in block cipher cryptanalysis. This technique is also 

known as chosen plaintext attack, where the attacker must obtain encrypted 

ciphertexts from a set of plaintexts of his choice. Differential cryptanalysis is the 

study of how differences in an input can affect the resultant difference at the output. 

In the case of a block cipher, differential cryptanalysis refers to a set of techniques for 

tracing differences through the network of transformation, locating where the cipher 

exhibits nonrandom behavior, and exploiting such properties to recover the SK. By 

using this method, Biham and Shamir discovered a chosen-plaintext attack against 

DES that was more efficient than brute force. Differential cryptanalysis looks 

specifically at pairs of ciphertext and plaintext with particular differences (Heys, 

2002). Consider a system with input X = [X1, X2…,Xn] and output Y = [Y1, Y2…, Yn]. 

We select two inputs from the system as    and    with the corresponding outputs 

   and     . The input difference is given by ∆X =      , where  represents a bit-

wise XOR of the n-bit vectors, such that 

              ∆X = [∆X1 ∆X2… , ∆Xn]                                                                             (2.27)                  

where ∆Xi =   
   

  , with   
 and   

  representing the ith bit of   and    , 

respectively. 

 Similarly, ∆Y =      is the output difference and  

              ∆Y = [∆Y1 ∆Y2…, ∆Yn]                                                                               (2.28) 
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where ∆Yi =   
   

  . 

In an ideal randomizing cipher, the probability of occurrence of a particular output 

difference ∆Y given a particular input difference ∆X is 1/2
n
, where n is the number of 

bits of X. Differential cryptanalysis exploits a situation where a particular ∆Y occurs 

given a particular input difference ∆X with a very high probability (much greater than 

1/2
n
). The pair (∆X, ∆Y) is referred to as a differential. It is a chosen plaintext attack, 

which indicates that the attacker can select an input and examine the output when 

trying to derive the key. This attack uses different propagation properties of a cipher 

to deduce the key bits. The attacker will select pairs of inputs    and     to satisfy a 

particular ∆X, with the knowledge of a high probability of a particular ∆Y. 

2.3.8.5 Computational Efficiency 

An algorithm‟s complexity or computational efficiency is determined by the 

computational power needed to execute it. Generally, the computational complexity 

of an algorithm is expressed in what is called “big O” notation: the order of 

magnitude of the computational complexity. It‟s just the term of the complexity 

function which grows the fastest as n gets larger; all lower-order terms are ignored. 

For example, if the time complexity of a given algorithm is 4n
2
 + 7n + 12, then the 

computational complexity is on the order of n
2
, expressed O(n

2
). Where n is the size 

of the input. 

Generally, algorithms are classified according to their time or space complexities. An 

algorithm is constant if its complexity is independent of n: O(1). An algorithm is 

linear, if its time complexity is O(n). Algorithms can also be quadratic, cubic, and so 
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on. All these algorithms are polynomial; their complexity is O(n
m
), when m is a 

constant. The classes of algorithms that have a polynomial time complexity are called 

polynomial-time algorithms. Table 2.8 illustrates class of the algorithms (Schneier, 

1996; Denning, 1982).  

Table 2.8 

Class of the algorithms and number of operations 

2.4 Summary 

This chapter presents the literature review. The discussion include basic concepts of 

cryptography, coordinate systems, and past work related to the BA, dynamic S-Box, 

and 3D block cipher. 

Number of operations 

Class Complexity For n=10
6
 Real Time 

Constant O(1) 1 1 sec 

Linear O(n) 10
6
 1second 

Quadratic O(n
2
) 10

12
 10 days 

Cubic O(n
3
) 10

18
 27397 years 
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CHAPTER THREE 

                              RESEARCH METHODOLOGY 

3.1 Introduction 

 

This research was conducted in three phases: Phase 1, RAF Design; Phase 2, RAF 

Implementation; and Phase 3, RAF Verification. Figure 3.1 shows the overview of 

the research process. The details of each phase are presented in Section 3.2 to 3.4.  

 

            

 

 

 

 

 

 

 

                                        

 

 

  

      Figure 3.1. Overview of the research process 

 

Phase 1 RAF Design 

     (1 ) design dynamic 3D S-Box 

     (2) design dynamic P-Box 

     (3) design new F- function (CCSDPB) 

 

Phase 2 RAF Implementation 

 

Phase 3 RAF Verification 
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3.2 Phase 1 RAF Design 

This phase consists of three steps: (1) design of the dynamic 3D S-Box, (2) design of 

the dynamic P-Box, and (3) design of a new F-Function. The following sections 

explain the steps. 

3.2.1 Dynamic 3D S-Box  

The process of designing 3D S-Box consists of three parts: (1) generation of random 

SKs, (2) define transformation of the right cylinder, and (3) conduct byte permutation 

(byte relocation and byte transformation). However, before performing Phase 1, the 

3D S-Box structure is initially prepared by converting the right cylinder (Figure 3.2) 

into 3D S-Box using the following matrix: 

A=[  𝑗𝑘]884  where   𝑗𝑘 related with the Point P(   ,  𝑗 ,  𝑘) 

Such that  

                *1, , , …  +,      ,1, , …     

             
      { ,   

 

  
,   
  

 
,   
  

 
,    ,   

  

 
,   
  

 
,    

  

 
}
 ,    ,1, , …  . 

             𝑘  *1, , …  +,    , 1, ,     
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Figure 3.2. Right cylinder 
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Figure 3.3 shows the Cross-Section of the right cylinder 

 

Figure 3.3. Cross-Section of the right cylinder 

The output of this step is presented in Figure 3.4. The 3D array has 8 bit input and 8 

bit output. 
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Section0 (8×8) bytes 

 

Section1 (8×8) bytes 

 

Section2 (8×8) bytes 

 

Section3 (8×8) bytes 

 

Figure 3.4. Representation of the right cylinder in 3D array 
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Figure 3.4 shows the representation of the right cylinder in 3D array. Each square 

(array 8×8) is a set of 64 bytes representing a section of the cylindrical coordinate 

system for the right cylinder. Each row in the array represents one circle from eight 

nested circles in the section of the right cylinder. Each individual byte in the section 

consists of three indices: the first index acts as a row number (ρ), the second index 

represents a column number (ϕ), whereas the third index represents a section number 

(z). Therefore, any point in the right cylindrical coordinate is referred to as aijk. 

In BA, each quarter (8-bit) is used as an entry to one of the S-Boxes, thus requiring 

four S-Boxes. In RAF, all four quarters (every quarter is 16-bit) are used as entry to 

the same 3D S-Box. Two procedures of byte permutation were applied to permute the 

elements of 3D S-Box after each entry.  

Every section in the 3D S-Box (right cylinder) can be divided into four sets of 

elements. The sets of elements are called quarters. These quarters represent circles, 

halves circles, tracks, and set of random points in right cylinder. 

Once the structure of 3D S-Box is prepared, Phase 1 is performed. The activities 

conducted in part 1 (generation of random SKs), part 2 (define transformation of the 

right cylinder), and part 3 (conduct byte permutation) are described in Sections 

3.2.1.1 to 3.2.1.3, consecutively. 
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3.2.1.1 Generation of Random SKs 

The random function is used to generate a random SK. The seed of the random 

function is computed as follows: 

Seed = ( XL XOR round subkey) + block sequence of the plaintext                       ( 3.1) 

Based on Equation (3.1), the seed of the random function in RAF is the left side of 

the round input (XL) that was XORed with a round subkey. The result is added to the 

block sequence of the plaintext. Thus every block has different seed in encryption 

process.  The pseudo code is used to generate random SKs as follows:- 

static unsigned __int64 next = 1; 

 

           /* RAND_MAX assumed to be 32767 */ 

           int myrand(void)  

     { 

                              next = next * 1103515245 + 12345; 

                              return((unsigned)(next/65536) % 32768);    

                             } 

          void mysrand(unsigned __int64 seed)  

     { 

               next = seed; 

                          } 

Five sets of SKs are generated using the random function in. The random SKs are  in 

the interval [0,3] and are given below. 

SKi=kij      where     i=0, 1, 2, 3, 4             j=0, 1, 2, 3  

SK0= { k00, k01, k02, k03} 

SK1= { k10, k11, k12, k13} 

SK2= { k20, k21, k22, k23} 

SK3= { k30, k31, k32, k33} 

SK4= { k40, k41, k42, k43} 
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In every set, the SKs were generated without repetition to ensure that all sections will 

be chosen and that all the elements of the quarters in 3D S-Box will be swapped. 

The numbers of the first set of SKs represent the four sections of the 3D S-Box and 

are used to choose every two sections. For example, the numbers: 1, 2, 0, 3 in the first 

set (SK0), the second and the third sections, as well as the first and fourth sections, are 

selected together. The last four sets of SKs (SK1 to SK4) represent the four quarters of 

sections. Table 3.1 illustrates an example of five sets of SKs. 

Table 3.1  

Five Sets of SKs 

The SKs in SK1 represent the quarter number in the first section, whereas the SKs in 

SK2 represent the quarter numbers in the second section. The SKs in SK3 represent 

the quarter numbers in the third section. Finally, the SKs in SK4 represent the quarter 

numbers in the fourth section. 

 

 

No of Sets Sets Representations 

SK0 0 2 1 3 section number 

SK1 1 2 0 3 quarter numbers of the first section 

SK2 3 1 0 2 quarter numbers of the second 

section 

SK3 1 3 2 0 quarter numbers of the third section 

SK4 1 0 3 2 quarter numbers of the fourth 

section 
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3.2.1.2 Define Transformations of the Right Cylinder 

The right cylinder which is used in the design defined in the cylindrical coordinate as 

follow 

                * ( ,  ,  )  1       ,          , 1        + 

The transformation on the right cylinder it can be defined as follow: 

             𝑓 ( ,  ,  )   (    ,     ,     )                                                       (3.2) 

where  

                * , 1, … ,  +,     

                  * ,
 

 
,
 

 
,
  

 
,  ,

  

 
,
  

 
,
  

 
+,  

                * , 1,  ,  +  

This transformation converts the point 𝑃( ,  ,  ) ϵ S to point 𝑃 ( ,  ,  ), which also 

belongs to S. The eight types of transformations on the right cylinder S in Table 3.2 

are conducted as follows: 

1. In this study, the right cylinder is divided into four sections, as shown in Figure 

3.2, which is indexed to   ,   ,   ,        * , 1,  ,  +. 

2. In every section of the right cylinder, we have eight nested circles (contours), as 

shown in Figure 3.3. 

In mathematical notation, consider   
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       𝑘  { 𝑗𝑘   𝑗𝑘       𝑟    𝑜𝑟    𝑓   𝑟    𝑜𝑟  𝑟    𝑜𝑟     𝑜𝑓 𝑟 𝑛 𝑜  𝑝𝑜 𝑛   𝑗  

                 1,  ,  ,  }  𝑓𝑜𝑟     * , 1,  ,  +. 

Table 3.2 

Eight Transformations of the Right Cylinder 

Cases Transformation Kind 

Case    0       𝑘   𝑘    

                      =0,                         ( ,  ,  )  ( ,  ,  )     1 

                     =0,                         ( ,  ,  )  ( ,     ,  )  2 

                      0,                       ( ,  ,  )  (    ,  ,  ) 3 

                      0,                        ( ,  ,  )  (    ,     ,  )   4 

Case               𝑘   𝑘     

                     =0,                      ( ,  ,  )  ( ,  ,     )  5 

                     =0,           ( ,  ,  )  ( ,     ,     ) 6 

                      0,                    ( ,  ,  )   (    ,  ,     ) 7 

                      0,                    ( ,  ,  )   (     ,     ,     ) 8 

1-Transformation of the first kind 

Let     :  𝑘   𝑘 ,      , 

            ( ,  , z)= ( , , z).    

This transformation is an identity transformation, that‟s mean it preserved all points 

of the domain. 

2-Transformation of the second kind                                                                                            

Let     :  𝑘   𝑘 ,     , 

           ( ,  , z)= ( ,     , z). 
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This transformation rotates every point in  𝑗𝑘  of section     or points in the section 

   by the angles   . 

3-Transformation of the third kind 

Let     :  𝑘   𝑘 ,      , 

           ( ,  ,  )= (    , ,  ). 

This transformation translates every point in  𝑗𝑘  of the section    or points in the 

section   with increment of radius    . 

4-Transformation of the fourth kind 

Let     :  𝑘   𝑘  ,     , 

           ( ,  ,  )= (     ,     ,  ). 

This transformation rotates every point in  𝑗𝑘  of the section    or points in the 

section    by the angle     and translates by increment of the radius     . 

5-Transformation of the fifth kind 

Let     :  𝑘   𝑘 ,         , 

           ( ,  ,  )= ( ,  ,     ). 
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This transformation translates every point in  𝑗𝑘  of section   or points in the section 

   to another section   with increment   . 

6-Transformation of the sixth kind 

Let     :  𝑘   𝑘 ,         , 

            ( ,  ,  )= ( ,     ,     ) . 

This transformation rotates every point in  𝑗𝑘 of the section   or points in the 

section     to another section    by the angle      and translates 

                   

7-Transformation of the seventh kind 

Let     :  𝑘   𝑘 ,         , 

           ( ,  , z)= (    ,  ,     ). 

This transformation translates every point in  𝑗𝑘 of the section    or points in the 

section    to another section    with increment      and radius      . 

8-Transformation of the eighth kind 

Let     :  𝑘   𝑘  ,         , 

            ( ,  ,  )= (       ,     ,     ). 
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This transformation translates every point in  𝑗𝑘 of the section   or points in the 

section     to another section   with increment    , radius     , and rotates by 

angle    . 

3.2.1.3 Byte Permutation 

Two procedures of byte permutation based on SKs are conducted in every round to 

permute the elements of 3D S-Box. The first procedure is known as Byte Relocation 

(BR). BR is used to generate one dynamic 3D S-Box. The second procedure of byte 

permutation is called Byte Transformation (BT). BT is used to generate three 

dynamic 3D S-Boxes.  

3.2.1.3.1 Byte Relocation 

BR is used in four procedures, namely, D0, D1, D2, and D3. BR is used to swap 

between the elements of the quarters in the sections. Every number from the last four 

sets of random SKs is used to determine one quarter of the section of 3D S-Box. D0, 

D1, D2, and D3 are conducted on the elements of the quarters of the sections in the 

first, second, third, and fourth rounds, respectively. This process is repeated in a 

cyclical manner from D0,…,D3 until 10 rounds are completed. D0,…, D3 are 

conducted on the quarters of 3D S-Box in the key expansion part. 

BR is conducted in two steps. The first step is choosing two sections from four 

sections depending on the first set of random SKs. The second step is swapping 

between the elements of the quarters in the selected sections depending on the last 

four sets of SKs. The four procedures D0, D1, D2, and D3 are conducted corresponds 

to T5 if the swapping   the elements of the quarter in the selected section with the 
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elements of the quarter in another selected section correspondingly; otherwise, the 

swapping corresponds to T6 to T8. 

The division process into quarters differs for D0, D1, D2, and D3. Figure 3.5 illustrates 

the division process of the sections with each BR on only the first section (section0). 

Figure 3.6 illustrates the flowchart of BR. 

(a) Section0 (8×8) bytes with D0 procedure           

 

 
 

(b) Section0 (8×8) bytes with D1 procedure  

 

 
   

(c) Section0 (8×8) bytes with D2 procedure    

  

 
(d) Section0 (8×8) bytes with D3 procedure 

Fourth 

quarter 

Third 

quarter 

Second 

quarter 

First 

quarter 

First quarter Second quarter 

Third quarter 

Fourth quarter Third quarter First quarter Second quarter 

Fourth quarter 
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Figure 3.5. (a-d) Quarters in the first section with Byte Relocation for (a) with D0,(b) 

with D1, (c) with D2, and(d) with D3 

 

 

 

 

 

                                        

   

 

 

 

 

 
 

 

 

 

 

Figure 3.6.  Flowchart of BR 

No 

Yes 

 Swap between the elements of the quarters in the selected sections depending SKs in the last 

four sets 

 

First 

quarter 

Second 

quarter 

Third 

quarter 

Fourth 

quarter 

 Select two sections depending on the SKs of the first set. 

 

 

Divide each section into four quarters with D (i-th round mod 4)  

 

D0 

 

Start 

 

End 

 

Swap between the elements of the main diagonals with the elements of the second diagonals 

in the sections 

Swap (L0, L1) 

Swap (L2, L3) 

Swap (S0, S2) 

Swap (S1, S3) 

L0, L1, L2, L3, S0, S1, S2, and S3 are the main and the second diagonals in the sections respectively 

 

  

section0, section1, section2, section3 of the 3D S-box 

in key expansion part, five sets of random SKs. 
 

First quarter Second quarter 

Third 

quarter 

Second 

quarter 
First 

quarter 
First quarter Second quarter 

Third 

quarter 

Second 

quarter 
First 

quarter 
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An example of how BR is conducted is explained below. 
 

  Using SKs in Table 3.1, the elements of the second quarter of the first section are 

swapped with the elements of the second quarter of the third section, whereas the 

elements of the third quarter of the first section are swapped with the elements of the 

fourth quarter of the third section. The elements of the first quarter of the first section 

are swapped with the elements of the third quarter of the third section, and the 

elements of the fourth quarter of the first section are swapped with the elements of the 

first quarter of the third section. The same procedure is followed by the second and 

the fourth sections depending on SKs. Figure 3.7 explains the D0 process for the first 

section only using the SKs in Table 3.1 

 
(a) Before D0 process  

 

 
(b) After D0 process 

      

Figure 3.7. D0 process for the first section (a before D0 process, b after D0 process) 
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3.2.1.3.2 Byte Transformation 

BT was conducted on elements of the sections of the 3D S-Box (right cylinder). The 

BT was conducted after every two bytes (16 bit) were substituted. T8 was conducted 

after the first two bytes were substituted from the 3D S-Box. T4 was conducted after 

the second two bytes were substituted. Finally, T6 was conducted after the third two 

bytes were substituted. The T6 was conducted on the elements of the sections of the 

3D S-Box from T4, whereas T4 was conducted on the elements of the sections of the 

3D S-Box from T8. Meanwhile, T8 was conducted on the elements of the sections of 

the 3D S-Box from the first procedure (BR). BT (BT were used to permute the 

elements of sections of 3D S-Box after each two bytes were substituted. T8, T4, and 

T6 are secret. 

Figure 3.8 illustrates the rotation of a single circle of any section in the cylinder, where 

ϕ0 = π/4.  

 

Figure 3.8. Rotation of a circle (ϕ0 = π/4)  

Figure 3.9 explains the rotation by (ϕ0) on the elements of the first section where ϕ0 = 

π/4. 
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Section0 (8x8) bytes 

 
 

Figure 3.9. Rotation of the first section (ϕ0= π/4) 

Figure 3.10 explains the translation by ρ0 on the elements of the first section where ρ0 

=2. 

Section0 (8x8) bytes 

 

Figure 3.10. Translation of the first section (ρ0 = 2) 

In the translation by z0 on the elements of the section where z0= 2, the elements of the 

first and the second sections were translated into the third and the fourth sections, 

respectively, whereas the elements of the third and the fourth sections was translated 

into the first and the second sections, respectively. 
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 3.2.2 Dynamic P-Box  

The following steps were used to design the dynamic P-Box: 

1. Input seed of the mysrand ( ) using the output of the 3D S-Box (8 bytes). 

2. Generate 64 random numbers between 0 and 63 from the myrand ( ) and 

storing these numbers in vector n 

3. Initialize the P-Box (vector) with values from 0 to 63. 

4. Swap the values of the index P-Box[i] with P-Box[n[i]] 

 where i=0...63 

Figure 3.11 shows the flowchart of generating the dynamic P-Box. As well as Dynamic P-

Box used inside F-Function in RAF as in Figure 3.12. 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

 

Figure 3.11. Flowchart of the dynamic P-Box 

No 

set seed2 =8 bytes 
mysrand(seed2) 

generate  random numbers 0…63 and store them in n 

intialil P-box with fixed value 0...63 
 

Yes  

k=0 

 

swap(P-box[n[k]], P-box[k])  

 

k=k+1 

 

Start 

 

End  

 

8 bytes, ith round 

 

k<=63 
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3.2.3 Designing a New F-Function 

The most complex part is designing the F-Function, known as Coordinate Cylindrical 

System with Dynamic Permutation box (CCSDPB) in RAF, and which includes a 

dynamic 3D S-Box and a dynamic P-Box in every round of plaintext block. 

In CCSDPB, the XL was divided into four 16-bit quarters with each quarter split into 

two 8-bit parts. Each 8-bit part, in turn, is further subdivided into three parts which 

were used as indices to the aijk , where the first subpart, used as an index to the row 

number of aijk,is the first three even bits of the byte; the second subpart, used as an 

index to the column number of aijk, is the first three odd bits of the byte; and the third 

subpart, used as an index to the section number, was the last two bits of the byte. 

The output of each quarter from 3D S-Box was multiplied by the previous quarter 

after rotation them, except for the first quarter, and the result was added to the round 

subkey part. Then the result is modulo 2
16

 which mean that the round subkey part is 

16 bits. The multiplication result for the second quarter with first quarter was added 

to the first 16 bits from the round subkey, whereas that for the multiplication result 

for third quarter with second quarter was added to the second 16 bits from the round 

subkey. This procedure was the same for the multiplication result of the fourth quarter 

with third quarter. The number of rotations (right and left) is differed for each 3D S-

Box output (output of quarter) because of the truncated four bits from different 

positions. If two or more different inputs (quarters) of the same output in the 3D S-

Box are present, the resulting output will not be the same. Then the outputs of four 

quarters are combined together based on the values from dynamic P-Box. Figures 
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3.12 and 3.13  illustrate the diagram and flowchart of the CCSDPB function 

respectively. Steps taken for CCSDPB function is describe in algorithm 1. 

 

Figure 3.12. F-Function (CCSDPB)  
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The steps taken to perform the CCSDPB are shown below: 

 

 

No 

Yes 

Input XL, subkey (p[i]), 3D S-box 
 

Apply BR (Di mod 4) 

 

Divide XL into four 15-bits B[1], B[2], B[3], B[4] 

 Divide B[1] into two 8 bits B1, B2  
Set  tx=subkey (P[i]) 

 

Set r= first three even bits of B1   

Set c= first three odd bits of B1 
Set p=two last bits of B1 

Set r1= first three even bits of B2 

Set c1= first three odd bits of B2 
Set p1=two last bits of B2 

 

byte 1 = A [ r, c, p] 

byte 2 = A [ r1, c1,p1] 

B[1]=Combine byte1 and byte2  

 

                                                   j=2 

 

Apply BT 

 

  Divide B [j] into two 8 bits B1, B2  

 

Set r= first three even bits of B1 
Set c= first three odd bits of B1 

Set p=two last bits of B1 

Set r1= first three even bits of B2 
Set c1= first three odd bits of B2 

Set p1=two last bits of B2 

 

byte 1 = A [ r, c, p] 

byte 2 = A [r1, c1,p1] 
byte1_1=Combine byte1 and byte2  

 

r=last four even bits B[j-1] 
c=first four odd bits of byte 1_1 

 
 

 Byte1_2= ROL ( B[j-1], r) 
Byte2_2= ROR (Byte 1_ 1, c) 

ty1=tx & 0xFFFF 
tx=tx>>15; 

j=j+1 

 

Start 

Permute 8 bytes 

based on the values 
from dynamic P-

box 

 

End  

 

j<=4 

 

 Figure 3.13. Flowchart of F-Function (CCSDPB) 
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Algorithm 1: CCSDPB function 

 

Input: XL, subkey round P[i], 3D S-Box   //  XL is the left side of the 64-bit plaintext  

Output: z1                                            //   64-bit       

        Apply BR (i-th mod 4) 

        Divide XL into four 16-bit quarters B [1], B [2], B [3], and B [4], respectively 

        Divide B[1] into two 8-bit B1 and B2, respectively 

             Set  tx=subkey (P[i]) 

        Set r=first three even bits of B1 

        Set c= first three odd bits of B1  

        Set p=two last bits of B1 

        Set r1=first three even bits of B2 

        Set c1= first three odd bits of B2 

        Set p1=two last bits of B2 

        byte 1 = A [r, c, p] 

        byte 2 = A [r1, c1, p1] 

        B[1]= Combine byte 1 and byte 2  

        Set j=2 

        While j<= 4 do {the number of quarters} 

          { 

                Apply BT  
                Divide B [j] into two 8-bit B1 and B2, respectively 

                r=first three even bits of B1 

                c= first three odd bits of B1 

                p=two last bits of B1 

                r1=first three even bits of byte B2 

                c1= first three odd bits of byte B2 

                p1=two last bits of byte B2 

                byte1= A [r, c, p] 

                byte2= A [r1, c1, p1] 

                Combine byte 1 and byte 2 into byte1_1 

                r=last four even bits of B [j-1] 

                c= first four odd bits of byte1_1 

                  Byte1_2= ROL (Byte [j-1], r)   // ROL Rotate Left 

                  Byte2_2= ROR (Byte1_1, c)    // ROR Rotate Right   

                  ty1=tx & 0xFFFF                     // 16-bit from P[I] 

                  tx =tx>>16                              // >>  Shift Right 

                B[j] =((Byte1_2*Byte2 _2)+ ty1) mod 2
16 

                j=j+1 

            } 

        Permute the eight bytes based on the values from dynamic P-Box. 
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3.2.4 Comparison the basic information between BA and RAF 

This section presents similarity and difference between BA and RAF. Table 3.3 

illustrates this compassion. 

Table 3.3 

Similarity and difference between BA and RAF 

 

 

 

 

Name of 

 the 

Algorithm 

No. of 

Round 

 

Structure 

 

 

No. of S-Box 

 

Length of 

key 

Dynamic of S-

Box 

Block Size Initialization 

(key 

expansion) 

BA 16 Feistel 

network. 

 

Four 

Dynamic S-

Boxes with 

memory 

requirement 

is 4096 

bytes 

 

Variable 

key 

length 

from 32 

bits to 

448 bits 

 

-The values 

of S-Box are 

generated in 

key 

expansion. 

-the same S-

Box used in 

every round 

 

 

64 Used the 

algorithm 

itself to 

generate 

values to  

the 

subkeys 

and S-

Boxes as 

explained 

in section 

2.2 

RAF 10 Feistel 

network. 

 

One  

Dynamic 

3D S-Box 

with 

memory 

requirement 

is  256 

bytes 

Variable 

key 

length 

from 64 

bits to 

640 bits 

 

-The values 

of subkeys 

and dynamic 

3D S-Box 

are 

generated in 

the same 

steps of key 

expansion in 

BA. 

-the values 

of 3D S-Box 

are changed 

in every 

round with 

every 

block(high 

dynamically) 

128 Used the 

same 

steps as 

in BA to 

generate 

values of 

subkeys 

and 

dynamic 

3D S-

Box 
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3.3 Phase 2 RAF Implementation 

The RAF implementation involved two stages: key expansion, and data encryption 

and decryption. In the key expansion stage, values for the 3D S-Box and the P-array 

were generated whereas in the data encryption plaintext was encrypted to ciphertext 

and vice versa for data decryption. 

3.3.1 Key Expansion 

The key expansion of RAF must be started before the data encryption or data 

decryption. The key expansion consists of 12 64-bit sub-keys (P [0]…P [11]) and one 

3D S-Box values. A variable-length key (640 bits) is converted into several subkey 

arrays in the key expansion, totaling 352 bytes. The sub-keys are as follows: 

1. P-array of 12 64-bit subkeys: P [0], P [1] … P [11]. 

2.  One 3D S-Box (aijk) with 8-bit entries:  i=0...7, j= 0…7, k=0…3. 

The same procedure used to generate the subkey values (P-array and S-Box) in the 

BA is conducted with RAF because this procedure is designed to distribute the set of 

subkeys randomly throughout the domain of possible subkeys, thereby preserving the 

entropy of the keys and distributing the entropy uniformly throughout the subkeys 

(Schneier, 1994; Hashim et al., 2009; Mahdi, 2009). 

3.3.2 Perform Data Encryption and Data Decryption 

The plaintext was encrypted to ciphertext in the data encryption stage, whereas the 

ciphertext was decrypted to plaintext in the data decryption stage. The encryption 

algorithm consists of 128-bit data of plaintext and gives an output of 128-bit 

ciphertext with variable key up to 640 bits. The external structure of the RAF is the 
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same as that of the BA. The input 128-bit data (X) is divided into two 64-bit halves: 

XL and XR. The CCSDPB function is the main RAF component. The encryption 

architecture is shown in Figure 3.14 and the encryption steps are enumerated below: 

Algorithm 2:   RAF Data Encryption  

 

Input:     plaintext 128 bits (X) 

Output:  ciphertext 128 bits 

               For i = 0 to 9 

                     { 

                         XL= XL XOR P[i] 

                         XR= CCSDPB (XL) XOR XR 

                         Swap XL and XR 

                      } 

               Swap XL and XR (Undo the last swap) 

               XR = XR XOR P [10] 

               XL = XL XOR P [11] 

               Recombine XL and XR 

 

 

 

   Figure 3.14. Data Encryption RAF 
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Encryption and decryption are structurally identical in a Feistel cipher. The subkeys 

used during encryption in every round are reused during decryption but in reverse 

order. Hence, the steps taken to perform the RAF decryption of are similar to that of 

the RAF encryption. Figure 3.15 illustrates the architecture of the 10-round RAF data 

decryption. The input is a 128-bit ciphertext divided into two halves, XL and XR, 

each with 64 bits. Steps taken for RAF data decryption of RAF are described below. 

Algorithm 3:   Data Decryption RAF   

Input:     ciphertext 128 bits (X) 
Output:    plaintext 128 bits 

                XL = XL XOR P[11] 

                XR = XR XOR P[10] 

                For i= 9 to 0 

                { 

                  XR= CCSDPB(XL) XOR XR 

        XL= XL XOR P[i] 

        Swap XL and XR 
                   } 

                Swap  XL and XR  

               Recombine XL and XR to get plaintext 

 

 

Figure 3.15. Data decryption RAF Architecture         
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C++ was used in this study to implement the proposed RAF because of its popularity 

as a programming language and its wide application in different software platforms 

(Verma et al., 2011; Sulong, 2008). The complete program was run under Windows 7 

operating system. 

3.4 Phase 3 RAF Verification 

The verification takes place in three stages: Stage 1 Verification of the 3D S-Box,  

Stage 2 Verification of the RAF output, and Stage 3 Comparison of RAF with other 

cryptographic algorithms. 

3.4.1 Stage 1 Verification of 3D S-Box 

The first stage involves the 3D S-Box verification to ensure that all the components 

work correctly. 210 experiments were conducted in the first stage. 

 First, 180 experiments were conducted under two different key types (random 

encryption key, nonrandom encryption keys that includes  low entropy (ones and 

zeroes) using the three S-Box criteria (AVAL, SAC, and BIC) in both BA and RAF 

algorithms. Experiments were carried out in each of the four BA S-Boxes. Figure 

3.16 below shows the 3D S-Box verification flow. 
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Figure 3.16. 3D S-Box verification flow  

Second, 30 experiments were conducted on the correlation coefficient between 3D S-

Boxes under different key types (correlated and uncorrelated) with two types of 

plaintext (random plaintext and nonrandom plaintext, the latter both low-entropy ones 

and zeroes).  
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The first 15 experiments depended on uncorrelated random Eks divided into three of 

five experiments. The first five experiments were conducted using random plaintext, 

the second five experiments using nonrandom high-entropy plaintext, and the final 

five experiments using nonrandom low-entropy plaintext.  

The second set of 15 experiments was the same as the first but conducted with 

correlated Eks. All the experiments for this stage were implemented using 

MATALAB (Mathworks R2012a). Figure 3.17 describes the execution flow of the 

experiments on the correlation coefficient.   

                                     

 

 

   

 

                                       

 

 

 

 

 

Figure 3.17. Flow analysis of correlation coefficient of 3D S-Box in RAF 
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The test data was generated using the BBS generator which generates random 128-bit 

and 256-bit Eks as well as random 128-bit plaintext. 

3.4.2 Stage 2   Verification of RAF Output  

The second stage includes the verification of the RAF output. This stage consists of 

three parts: Part 1 which evaluates the RAF output using NIST statistical tests on five 

data types; Part 2 which evaluates the RAF output using avalanche text and 

correlation coefficient;  Part 3 which evaluates the RAF resistance to cryptanalysis; 

and part 4 evaluation of the computation efficiency  of RAF. Details of each part are 

presented in the following sections. 

3.4.2.1 Part 1 Evaluation of RAF Output Using NIST Statistical Tests  

For the first part of the experiment, the output of  RAF rounds were verified using 15 

NIST statistical tests on different data types and samples. The data types are as 

follows: cipher block chaining mode; random plaintext/random 128-bit keys; image 

in different formats; text; and video files. Each type of data included a sample size of 

128 sequences except for the cipher block chaining mode where the sample size was 

300 sequences. Each sequence was stored in one file.  

The cipher block chaining mode and the random plaintext/random 128-bit keys have 

been used in selecting the finalists for the AES block cipher (Soto, 1999b; Soto & 

Bassham, 2000; Isa & Z‟aba, 2012; Ariffin, 2012). The same data and sample size as 

used previously were used in this study. Moreover, the other three types of testing 

data (image, text, and video) have been used in BA evaluation, as reported by Mousa 

(2005), Meyers and Desoky (2008), Elminaam et al. (2010), Singh et al. (2011),  
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Chandrasekaran et al. (2011), Mandal (2012), and Alabaichi et al. (2013a, 2013b, 

2013e, 2013f). The same data was likewise used in this study. 

The evaluation in this part includes Partial Round Testing (PRT) and Full Round 

Testing (FRT). Soto and Bassham (2000) tested Twofish rounds in pairs. Because 

Twofish is a Feistel network, each round leaves some of the data bits unchanged, 

thereby making the Twofish appear nonrandom under test conditions after one round. 

However, all data bits are affected after two rounds, hence the evaluation of paired 

Twofish rounds, i.e., even numbered rounds from two to fourteen. Therefore, in this 

study, the PRT with all five testing data types were conducted in pairs: from two to 

fourteen rounds for BA and from two to eight rounds for RAF algorithm. In a FRT, 

the output (ciphertext) is tested of all types of data in both algorithms (Ali, 2005; Ali, 

2009; Isa & Z‟aba, 2012).  

Description of data types  

The five data types used are further explained below. 

 Cipher Block Chaining Mode 

A binary sequence of 1,048,576 bits was constructed using ciphertext computed in the 

cipher block chaining (CBC) given a random 128-bit key, a 128-bit initialization 

vector (IV) of all zeroes, and a 128-bit plaintext block (PT) of all zeroes. This binary 

sequence consisted of 8,192 concatenated 128-bit ciphertext blocks. The first 

ciphertext block (CT1) was defined by CT1 = Ek (IV  PT) whereas subsequent 

ciphertext blocks were defined by CTi+1 = Ek (CTi  PT) for 1 ≤ i ≤ 8,191. 
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Altogether, the constructed binary sequences totaled to 300, each with a different 

random 128-bit key. The described data were used for both RAF and BA algorithms. 

However, 16,384 64-bit blocks were used in BA algorithm instead of 8,192. The 

proportion of sequences that passed a specific statistical test is equal or greater than 

p , as defined in Equation 2.12. In this type of data, the proportion value is 

              

 
 

972766312.0
300

01.0101.0
301.01 


p

 

while the proportion value of reminder of four types of testing data is 

              

 
 

963616.0
128

01.0101.0
301.01 


p

 

 Random Plaintext/Random 128-bit keys 

The Blum-Blum-Shub (BBS) pseudorandom bit generator is a cryptographically 

secure generator for random plaintext/random 128-bit keys (Menezes et al., 1997). 

128 sequences were constructed to examine the randomness of the ciphertext based 

on random plaintext and random 128-bit keys. Each sequence resulted from the 

concatenation of 8,128 128-bit ciphertext blocks (1,040,384 bits) using 8,128 random 

plaintext blocks of the same length and a random 128-bit key. The data in this 

sequence were used for both RAF and BA algorithms as testing data. For BA, 

however, 16,256 64-bit blocks were used instead of 8,128. 

 Image file 

Image compression addresses the problem of reduction the amount of data required to 

represent a digital image. The underlying basis of the reduction process is the removal 

of redundant data. The compressed image can be broadly classified in two categories 

lossless and lossy (Acharya & Ray, 2005). 

http://en.wikipedia.org/wiki/Lossless_data_compression
http://en.wikipedia.org/wiki/Lossy_compression


 

117 

 

Lossless compression methods find repetitive patterns of values in the file and replace 

them with codes. Which further more occur patterns that are often repeated in the file. 

These methods produce compressed files that can be used to exactly reconstruct the 

original. 

Lossy compression method is to achieve significantly greater amounts of compression 

by discarding some of the information. The intent is always to discard those details 

that are less important to the human visual interpretation and recognition of the image 

contents. Lossy compression must not be applied if the images are to be subsequently 

used for any measurements or other legal or medical. As well as in digital 

radiography, where loss of information can compromise diagnostic accuracy.in these 

cases and other cases, the need for lossless compression is motivated. The amount of 

data reduction possible using lossy compression can often be much more substantial 

than what is possible with lossless data compression techniques (Russ & Russ, 2007; 

Gonzales & Woods, 2002). 

There are a number of file formats. These are known as image file format standards. 

The most popular image file format standard is: 

 JPEG (Joint Photographic Expert Group) 

JPEG file format was developed by a professional photographer.  JPEG compression 

is built into the firmware of many cameras to reduce storage requirements. It is a 

commonly used method of lossy compression for digital images. JPEG typically 

achieves 10:1 compression with little perceptible loss in image quality (Russ & Russ, 

2007). 

http://en.wikipedia.org/wiki/Lossless_data_compression
http://en.wikipedia.org/wiki/Lossy_compression
http://en.wikipedia.org/wiki/Digital_image


 

118 

 

 GIF (Graphics Interchange Format) 

This format supports 8-bit color palette images and is not very popular among the 

image processing researchers. It used lossless compression. 

 BMP (Windows bitmap)  

This format handles graphics files within the Microsoft Windows OS. Typically, 

BMP files are uncompressed. 

 Png (Portable Network Graphics ) 

This is an extensible file format that provides lossless compression. This is simple 

format covers the major functionalities of .tiff. Gray scale, color palette, and true 

color images are support by this file format.  

 Tiff  (Tagged Image Format ) 

The format is very broad format, it has two types of compression: the first it which 

can handle anything from bitmap to compressed color palette image. While the 

second type of compression includes lossless compression that depends on DPCM 

and Run Length (Acharya & Ray, 2005). 

In this study used were 128 image files in different file formats (jpeg, gif, bmp, png, 

tiff). It includes uncompressed and compressed files. The compressed files consist of 

lossless and lossy compress files were .jpeg, .gif, .bmp, .png, and .tiff.  Each file 

contained one sequence resulted from the concatenation of 12,290 (1,573,120 bits) 

128-bit ciphertext blocks using 12,290 128-bit plaintext blocks and a random 256-bit 

http://en.wikipedia.org/wiki/Graphics_Interchange_Format
http://en.wikipedia.org/wiki/BMP_file_format
http://en.wikipedia.org/wiki/Portable_Network_Graphics
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key. The data in this sequence were used for both RAF and BA algorithms as testing 

data. However for BA, 24,580 64-bit blocks were used instead of 12,290.  

 Text files 

The data set consist of 128 text files (.txt). Each file contained one sequence resulted 

from the concatenation of 8,128 (1,040,384 bits) 128-bit ciphertext blocks using 

8,128 128-bit plaintext blocks and a random 256-bit key. The data in this sequence 

were used for both RAF and BA algorithms as testing data. For BA, however, 16,256 

64-bit blocks were used instead of instead of 8,128. 

 Video files 

The data set consist of 128 sequences of video files (.flv, .wmv). Each file   contained 

one sequence resulted from the concatenation of 8,128 (1,040,384 bits) 128-bit 

ciphertext blocks using 8,128 128-bit plaintext blocks and a random 256-bit key. The 

data in this sequence were used for both RAF and BA algorithms as testing data. As 

with other files, 16,256 64-bit blocks were used for BA instead of 8,128. The 

experimental flow is shown in Figure 3.18 below. 
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Figure 3.18. NIST experimental flow 

3.4.2.2 Part 2 Evaluation of RAF Output Using Avalanche Text and Correlation 

Coefficient 

The second part of the experiment included verifying the RAF output using the 

avalanche text and the correlation coefficient. The Blum-Blum-Shub (BBS) generator 

produced 128 files of random data using Java programming language (NetBeans IDE 

7.2). The data consisted of 128 128-bit sequences with a128-bit random keys. Every 

sequence is stored in one file. The random 128 64-bit sequences were used to test the 

BA. Figure 3.19 illustrates the experimental flow on avalanche text. 
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Figure 3.19.  Experimental flow on avalanche text 

3.4.2.3 Part 3   Evalution of RAF Resistance to Crypytanalysis 

The third part evaluated the RAF resistance to 3 cryptanalysis; differential, linear, and 

short attacks. 

3.4.2.4 Part 4   Evaluation of Computational Efficiency of RAF 

The fourth part evaluated the computational efficiency RAF. 
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3.4.3 Stage 3 Comparison of RAF with other cryptographic algorithms 

The third stage includes comparing RAF with Mars, RC6, Rijndael, Serpent, and 

Twofish in terms of randomness. These algorithms were selected because they are 

strong  and have been finalists for the Advance Encryption Standard (AES) in terms 

of randomness. One dataset, Low Density Plaintext (Soto and Bassham, 20000) was 

used for the comparison.  The descripttion of the dataset is given below. 

 Low Density Plaintext  

The dataset contains 128 Low Density Plaintext sequences. Each sequence consists of 

8257 ciphertext blocks.  With each sequence, a random distinct 256-bit key was used. 

The first ciphertext block was calculated using an all zero plaintext block. Ciphertext 

blocks 2-129 were calculated using plaintext blocks consisting of a single one and 

127 zeroes, the one appearing in each of the 128 bits positions of the plaintext block. 

Ciphertext blocks 130-8257 were calculated using plaintext blocks consisting of two 

ones and 126 zeroes, the ones appearing in each combination of two bit positions of 

the plaintext block. 

3.5 Summary  

This chapter explains the methodology for the study. The methodology consists of 

three phases: RAF design, RAF implementation, and RAF evaluation. RAF design 

consists of designing dynamic 3D S-Box, design dynamic P-Box, and design new F-

Function (CCSDPB). RAF implementation includes two stages key expansion, and 

data encryption and decryption. While RAF evaluation takes place in three stages, 

verification of the 3D S-box, verification of the RAF output, and comparison of RAF 

with other cryptographic algorithms.  
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CHAPTER FOUR 

                                            RESULTS 

4.1 Introduction 

This chapter presents the study results according to phases described in Chapter 

Three. The results of Phases 1 and 2 are shown in Chapter Four, whereas the results 

of Phase 3 are shown in Chapters Five and Six.  

4.2 Phase 1 RAF Design 

This section shows the results of the dynamic 3D S-Box, the dynamic P-Box, and the 

CCSDPB. 

4.2.1 Dynamic 3D S-Box 

The deliverables for this step are the generated random secret keys and the algorithms 

used to perform BR and BT.  

4.2.1.1 Random Secret Keys 

In this section, only the random secret keys for Round 0 are shown. The generated 

random secret keys are shown in Figure 4.1. 

 Round 0 

  

Figure 4.1. Random secret keys in round 0 
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Figure 4.1 illustrates five sets of Random secret keys that are generated from myrand 

( ) function. The seed of myrand ( ) function in this round is 12664626897530995354. 

4.2.1.2 Algorithms of Byte Relocation and Byte Transformation 

The algorithms conducted to perform BR and BT are Algorithms 4 and 5, 

respectively. 

Algorithm 4: Byte Relocation 

 

Input: section0, sectionn1, section2, section3 of the key expansion part of the 

algorithm, five sets of random (SKs).   

Output: Section0, Section1, Section2, Section3 after applying BR. 

              Divide each section into four quarters with D (i-th 
 
round mod 4). 

              Select two sections depending on the first SKs set. 

              Swap between the elements of the quarters in the selected section depending 

on the last four SKs sets. 

              Swap between the elements of the main diagonals with the elements of the 

               second diagonals in the sections with D0 only. 

                     Swap (L0, L1) 

                     Swap (L2, L3) 

                     Swap (S0, S2) 

                     Swap (S1, S3) 

// L0, L1, L2, L3, S0, S1, S2, and S3 are the main and the second diagonals of the 

sections, respectively// 

 

Algorithm 5: Byte Transformation 

Input: dynamic 3D S-Box from BR,   ,   ,    

Output: dynamic 3D S-Box after apply BT 

                 Apply T8 on the sections of dynamic 3D S-Box 

                 Apply T4 on the sections of dynamic 3D S-Box 

                 Apply T6 on the sections of dynamic 3D S-Box 

 

The results of executing both the BR and the BT algorithms are shown below: 

The input and the output are shown for the first round as follows:- 
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o BR 

 

Input: dynamic 3D S-Box from key expansion part.  

 

Figure 4.2. Dynamic 3D S-Box from key expansion part 

Output: dynamic 3D S-Box after apply BR (D0) 
  

 

Figure 4.3. Dynamic 3D S-Box after BR (D0) in Round 0 

The above Figure 4.2 and Figure 4.3 illustrate the input and output from BR (D0) in 

Round 0. Four sections are presented Section 0, Section 1, Section 2, and Section 3 

respectively. Every position in Sections contains one byte in hexadecimal. 
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o BT 

 

The results from BT are as follows: 

---------------------------------T8 => ρ0≠ 0, ϕ0≠ 0, z0≠0 => ρ0=7, ϕ0=2, z0=3------------------------------------- 

  

 

 Figure 4.4. Dynamic 3D S-Box from BT (T8) in Round 0 

The above Figure 4.4 illustrates the output from BT (T8) in Round 0. In this step the 

input to BT is the output from previous step (3D in Figure 4.3). Every rows in 

dynamic 3D S-Box in Figure 4.3 is translated by increment ρ0=7, and every section is 

translated by increment z0=3 as well as every column is rotated by increment ϕ0 =2 

which is means rotate by ϕ0 =90. 

------------------------------T4 => ρ0≠0, ϕ0≠0, z0=0 => ρ0=4, ϕ0=4---------------------------------------- 

 

 

Figure 4.5. Dynamic 3D S-Box from BT (T4) in Round 0 
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The above Figure 4.5 illustrates the output from BT (T4) in round 0. In this step the 

input to BT is the output from previous step (3D in Figure 4.4). Every rows in 

dynamic 3D S-Box in Figure 4.4 is translated by increment ρ0=4, and every column is 

rotated by increment ϕ0 =4 which is means rotate by ϕ0 =180. 

-------------------------------------- T6 => ρ0≠0, ϕ0=0, z0≠ 0 =>ρ0=6, ϕ0=0, z0=-2----------------------- 
  

 

Figure 4.6. Dynamic 3D S-Box from BT (T6) in Round 0 

The above Figure 4.6 illustrates the output from BT (T6). In this step the input to BT 

is the output from previous step (3D in Figure 4.5). Every rows in dynamic 3D S-Box 

in Figure 4.5 is translated by increment ρ0=6, and every section is translated by 

increment z0=-2 

4.2.2 Dynamic P-Box 

 

The deliverables for this step are an algorithm and dynamic P-Box values. 

4.2.2.1 Algorithm of Dynamic P-Box 

The algorithm developed to perform this step is as follows:  
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Algorithm 6: Dynamic P-Box 

Input:   8 bytes, i-th round 

Output: 8 bytes after premutation  

      Seed2=8 bytes 

      mysrand(seed2) 

      for k= 0 to 63 

        {  

                        P-Box[k]=k         // intial P-Box with fixed value of 0...63 

                        n[k]=myrand%64   //generate random numbers 0…63  from myrand ( )  

                                                               function and  store them in n 

                     } 

                  for k=0 to 63 

           swap(P-Box[n[k]], P-Box[k])                        

4.2.2.2 Dynamic P-Box Values 

The values produced are shown in Figure 4.7. 

 

Figure 4.7.  Dynamic P-Box in Round 0 

4.2.3 Cylindrical Coordinate System with Dynamic Permutation Box Function 

The output of CCSDPB and ciphertext in Round 0 are shown in Figure 4.8. 

 

 

Figure 4.8. Output of CCSDPB Function and Ciphertext in Round 0 

It is shown in Figure 4.8 the output of CCSDPB function and Ciphertext in 

hexadecimal where the CCSDPB function is 64 bits while the outputs of the 

ciphertext is 128 bits. The results of the other three rounds are as follows:  
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 Round 1  
 

Output:  dynamic 3D S-BOX of after apply Relocate BR (D1) 

 

 

Figure 4.9. Dynamic 3D S-BOX of after apply Relocate BR (D1) in Round 1 

Figure 4.9 illustrates the output from BR (D1) in Round 1. The input in this step is 

dynamic 3D S–Box from key expansion part in Figure 4.2. Four sections are 

presented Section 0, Section 1, Section 2, and Section 3 respectively. Every position 

in Sections contains one byte in hexadecimal. 

 Random secret keys 

   

Figure 4.10. Random secret keys in Round 1 

Figure 4.10 illustrates five sets of Random secret keys that is generated from my rand 

function. The seed of myrand ( ) function in this round is 15095218429306437226. 
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-------------------------------- T8 => ρ0≠ 0, ϕ0≠ 0, z0≠0 => ρ0=7, ϕ0=2, z0=3---------------- 

 

 

Figure 4.11. Dynamic 3D S-Box from BT (T8) in Round 1 

The above Figure 4.11 illustrates the output from BT (T8) in Round 1. In this step the 

input to BT is the output from previous step (3D in Figure 4.9). Every rows in 

dynamic 3D S-Box in Figure 4.9 is translated by increment ρ0=7, and every section is 

translated by increment z0=3 as well as every column is rotated by increment ϕ0 =2 

which is means rotate by ϕ0 =90. 

-----------------------------------T4 => ρ0≠0, ϕ 0≠0, z0=0 => ρ0=4, ϕ 0=4---------------------- 

 

 

Figure 4.12. Dynamic 3D S-Box from BT (T4) in Round 1 

The above Figure 4.12 illustrates the output from BT (T4) in Round 1. In this step the 

input to BT is the output from previous step (3D in Figure 4.11). Every rows in 
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dynamic 3D S-Box in Figure 4.11 is translated by increment ρ0=4, and every column 

is rotated by increment ϕ0 =4 which is means rotate by ϕ0 =180. 

--------------------------------- T6 => ρ0≠0, ϕ0=0, z0≠ 0 => ρ0=6, ϕ0=0, z0=-2--------------- 

 

 

Figure 4.13. Dynamic 3D S-Box from BT (T6) in Round 1 

The above Figure 4.13 illustrates the output from BT (T6). In this step the input to BT 

is the output from previous step (3D in Figure 4.12). Every rows in dynamic 3D S-

Box in Figure 4.8 is translated by increment ρ0=6, and every section is translated by 

increment z0=-2. 

 Dynamic P-Box 

 

 

Figure 4.14. Dynamic P-Box in Round 1 

 

Figure 4.15. Output of CCSDPB function and ciphertext in Round 1 
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It is shown in Figure 4.15 the output of CCSDPB function and Ciphertext in 

hexadecimal where the CCSDPB function is 64 bits while the outputs of the 

ciphertext is 128 bits.  

Round 2 

Output: dynamic 3D S-Box Relocate after apply BR (D2)  

 

 

Figure 4.16. Dynamic 3D S-Box of after apply Relocate BR (D2) in Round 2 

Figure 4.16 illustrates the output from BR (D2) in Round 2. The input in this step is 

dynamic 3D S–Box from key expansion part in Figure 4.2. Four Sections are 

presented Section 0, Section 1, Section 2, and Section 3 respectively. Every position 

in sections contains one byte in hexadecimal. 

 Random Secret Keys 

 

 

Figure 4.17. Random secret keys in Round 2 

Figure 4.17 illustrates five sets of Random secret keys that is generated from my rand 

function. The seed of myrand ( ) function in this round is 1795595875199461099. 
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---------------------------------------------T8 => ρ0≠ 0, ϕ 0≠ 0, z0≠0 => ρ0=7, ϕ0=2, z0=3----------------- 

 

Figure 4.18.  Dynamic 3D S-Box from BT (T8) in Round 2 

The above Figure 4.18 illustrates the output from BT (T8) in round 2. In this step the 

input to BT is the output from previous step (3D in Figure 4.17). Every rows in 

dynamic 3D S-Box in Figure 4.17 is translated by increment ρ0=7, and every section 

is translated by increment z0=3 as well as every column is rotated by increment ϕ0 =2 

which is means rotate by ϕ0 =90. 

----------------------------------T4 => ρ0≠0, ϕ0≠0, z0=0 => ρ0=4, ϕ0 =4----------------------- 

 

 

Figure 4.19 . Dynamic 3D S-Box from BT (T4) in Round 2 

The above Figure 4.19 illustrates the output from BT (T4) in Round 2. In this step the 

input to BT is the output from previous step (3D in Figure 4.18). Every rows in 
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dynamic 3D S-Box in Figure 4.18 is translated by increment ρ0=4, and every column 

is rotated by increment ϕ0 =4 which is means rotate by ϕ0 =180. 

----------------------------------T6 => ρ0≠0, ϕ0=0, z0≠ 0 => ρ0=6, ϕ0=0, z0=-2------------------- 

 

 Figure 4.20. Dynamic 3D S-Box from BT (T6) in Round 2 

The above Figure 4.20 illustrates the output from BT (T6). In this step the input to BT 

is the output from previous step (3D in Figure 4.19). Every rows in dynamic 3D S-

Box in Figure 4.19 is translated by increment ρ0=6, and every section is translated by 

increment z0=-2. 

Dynamic P-Box 

 

 

Figure 4.21.  Dynamic P-Box in Round 2 

 

 Figure 4.22. Output of CCSDPB function and ciphertext in Round 2 
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Figure 4.22 illustrates the output of CCSDPB function and ciphertext in Round 2 in 

hexadecimal where the CCSDPB function is 64 bits while the outputs of the 

ciphertext in Round 2 is 128 bits.  

Round 3 

 

 Output: dynamic 3D S-Box, Relocate after apply BR (D3)  

 

 

Figure 4.23. Dynamic 3D S-Box of after apply Relocate BR (D3) in Round 3 

Figure 4.23 illustrates the output from BR (D3) in round 3. The input in this step is 

dynamic 3D S–Box from key expansion part in Figure 4.2. Four Sections are 

presented Section 0, Section 1, Section 2, and Section 3 respectively. Every position 

in Sections contains one byte in hexadecimal. 

Random Secret Keys 

 

Figure 4.24. Random secret keys in Round 3 
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Figure 4.24 illustrates five sets of Random secret keys that is generated from my rand 

( ) function. The seed of myrand ( ) function in this round is 11570391828476727013. 

----------------------T8 => ρ0≠ 0, ϕ0≠ 0, z0≠0 => ρ0=7, ϕ0=2, z0=3-------------------------- 

Figure 4.25. Dynamic 3D S-Box from BT (T8) in Round 3 

The above Figure 4.25 illustrates the output from BT (T8) in round 3. In this step the 

input to BT is the output from previous step (3D in Figure 4.23). Every rows in 

dynamic 3D S-Box in Figure 4.23 is translated by increment ρ0=7, and every section 

is translated by increment z0=3 as well as every column is rotated by increment ϕ0 =2 

which is means rotate by ϕ0 =90. 

-----------------------T4 => ρ0≠0, ϕ0≠0, z0=0 => ρ0=4, ϕ0=4----------------------------------- 

 

Figure 4.26. Dynamic 3D S-Box from BT (T4) in Round 3 

The above Figure 4.26 illustrates the output from BT (T4) in Round 3. In this step the 

input to BT is the output from previous step (3D in Figure 4.25). Every rows in 
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dynamic 3D S-Box in Figure 4.21 is translated by increment ρ0=4, and every column 

is rotated by increment ϕ0 =4 which is means rotate by ϕ0 =180. 

------------------------T6 => ρ0≠0, ϕ0=0, z0≠ 0 => ρ0=6, ϕ0=0, z0=-2------------------------- 

 

 

Figure 4.27. Dynamic 3D S-Box from BT (T6) in Round 3 

The above Figure 4.27 illustrates the output from BT (T6). In this step the input to BT 

is the output from previous step (3D in Figure 4.26). Every rows in dynamic 3D S-

Box in Figure 4.26 is translated by increment ρ0=6, and every section is translated by 

increment z0=-2. 

 

 Dynamic P-Box 

 

Figure 4.28.  Dynamic P-Box in Round 3 

 

Figure 4.29. Output of CCSDPB function and ciphertext in Round 3 
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Figure 4.29 illustrates the output of CCSDPB function and ciphertext in round 3 in 

hexadecimal where the CCSDPB function is 64 bits while the outputs of the 

ciphertext in Round 3 is 128 bits. The results on the others rounds are shown in 

Appendix B.   

4.3 Phase 2 RAF Implementation 

The deliverables of this phase comprise two parts: (1) key expansion, and (2) data 

encryption and data decryption. 

4.3.1 Key Expansion  

The key expansion generated the P-array and dynamic 3D S-Box values. The results 

from the key expansion are shown below. 
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Figure 4.30. Output of key expansion part 

Figure 4.30 illustrates the output of key expansion part that is dynamic 3D S-Box 

with four sections and 18 subkeys in hexadecimal. The input in this step is secret key 

(150788b603d88b31adf4f9490e8def13 in hexadecimal) while the outputs are one 

3DS-Box and 18 subkeys from P0-P17 of 64 bits (16 digits in hexadecimal). 

4.3.2 Data Encryption and Data Decryption 

The results for this step are shown in Figure 4.30 
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Figure 4.31. Data encryption and data decryption 

The data encryption in  Figure 4.31 was encrypted to produce the ciphertext ' 

dad368a99fd532f46b501c39ab1e2864' whereas in data decryption the same ciphetext 

'dad368a99fd532f46b501c39ab1e2864' was decrypted and produced the original 

input (plaintext) which is '1a13f85b442c10eceda380bb84d1647a '.  

4.3 Summary 

The chapter presents the output for the phase 1 and phase 2 of the methodology. 

These include dynamic 3D S-Box, dynamic P-Box, different secret random keys, F-

function (CCSDPB) in the first fourth rounds, subkeys for p1-p17, dynamic 3D S-box 

in key expansion part, and data encryption and decryption for RAF. 
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CHAPTER FIVE 

               EXPERIMENTAL RESULTS OF DYNAMIC 3D S-BOX 

5.1 Introduction 

This chapter presents the results on the dynamic 3D S-Box, including the verification 

of the dynamic 3D S-Box using three criteria (AVAL, SAC, and BIC), the correlation 

coefficient between dynamic 3D S-Boxes in RAF under different 256-bit Encryption 

keys (Eks), and the different random and nonrandom plaintext, the latter both low-

entropy and high-entropy. The aim is to examine the effect of randomness of the Eks 

and the plaintext on the security of the dynamic 3D S-Box in RAF. The verification 

process has been mentioned earlier in Section 3.4.1. 

5.2 Results of Dynamic 3D S-Box Evaluation with 3 Criteria 

This section presents the empirical results of the dynamic 3D S-Box using three 

criteria AVAL, SAC, and BIC with different Eks. The results are compared with S-

Boxes in BA. 

5.2.1 AVAL Empirical Results  

Table 5.1 shows the AVAL results. The values of  kAVAL (i) satisfies Equation (2.13) 

and values of kAVAL correspond to the changed input bits (еi, i= 1 …8) where e1 

represents the first changed input bit, е2 represents the second changed input bit, and 

subsequently the other parameters whereby еi  (i=3 …8). The third column in Table 

5.1 indicates the random Eks in hexadecimal, the fourth column shows the changed i-

th input bit, and the last column contains the average change of the output bits from 
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the changed the i-th input bit. The results of the first five experiments are discussed 

here as follows: 

Table 5.1 

kAVAL (i) values for the S-boxes (first random128–bit Ek) 

Name of 

algorithm 

 

No. of 

experiment 

 

Random 128-bit Ek in 

Hexadecimal 

 S-Box 

sequence 

 

i-th 

Avalanche 

value of i-th 

Avalanche 

(kAVAL( i )) 

BA 

 

 

 

 

1 5a22cf8f5c8b190447fe784

467b2e538 

 

1 kAVAL (1) 0.5029 

kAVAL (2) 5.4..0 

kAVAL (3) 5.4.71 

kAVAL (4) 5.0100 

kAVAL (5) 5.4.00 

kAVAL (6) 5.4.41 

kAVAL (7) 5.4460 

kAVAL (8) 5.01.5 

2 2 kAVAL (1) 5.0561 

kAVAL (2) 5.0150 

kAVAL (3) 5.0506 

kAVAL (4) 5.4.0. 

kAVAL (5) 5.4.70 

kAVAL (6) 5.4.44 

kAVAL (7) 5.0506 

kAVAL (8) 5.4.44 

3 3 

 

 

 

 

 

 

 

 

kAVAL (1) 5.4.44 

kAVAL (2) 5.0561 

kAVAL (3) 5.4.0. 

kAVAL (4) 5.4.50 

kAVAL (5) 5.4.40 

kAVAL (6) 5.0550 

kAVAL (7) 5.0577 

kAVAL (8) 5.0550 

4 4 kAVAL (1) 0.4946 

kAVAL (2) 0.4985 

kAVAL (3) 5.050. 

kAVAL (4) 5.0100 

kAVAL (5) 5.44.0 

kAVAL (6) 5.4.07 

kAVAL (7) 5.0505 

kAVAL (8) 5.0570 

RAF 

 

5  dynamic 3D 

S-Box 

kAVAL (1) 0.5068 

kAVAL (2) 0.5010 

kAVAL (3) 0.5088 

kAVAL (4) 0.5088 
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The results in Table 5.1 indicate that the values of kAVAL(i) approximates to half. This 

means that the dynamic 3D S-Box in RAF and the S-Boxes in BA do not satisfy the 

exact AVAL criterion, i.e., these S-Boxes satisfy AVAL only within a range of error. 

Other experiments have similar results.  

Table 5.2 summarize the values of ϵA, the maximum (Max) and the minimum (Min) 

values of the kAVAL which correspond to the changed input bits еi where i=1...8 

with ten random 128-bit Eks and random plaintext 

(a24a52153c3ede6735e0865e8d99bfbc).  

Table 5.2 

ϵA, Max, and Min values of kAVAL (ten random 128-bit Eks) 

kAVAL (5) 0.5205 

kAVAL (6) 0.4971 

kAVAL (7) 0.4834 

kAVAL (8) 0.5186 

Name of 

algorithm 

 

No of 

experiment 

Random 128-bit Eks in 

Hexadecimal 

 

S-Boxes 

Sequence 

ϵA Max value 

of  KAVAL 

Min value 

of kAVAL 

 

BA 

1 5a22cf8f5c8b190447fe784467b

2e538 

1 5.5041 0.51.5 0.4810 

2 0 0.0210 0.5105 0.4895 

3 0 5.51.5 5.5095 5.4.50 

4 4 5.5044 0.5122 0.4878 

RAF 5 dynamic 

3D S-Box 

0.0410 0.5205 0.4795 

BA 

 

6 6ba36e2fe0a4c7840de1537e13

c20ec 

1 0.0332 0.5166 0.4834 

7 0 0.0298 0.5149 0.4851 

8 0 0.0361 0.5181 0.4819 

9 4 0.0234 0.5117 0.4883 

RAF 10 dynamic 

3D S-Box 

0.0488 0.5244 0.4756 

BA 11 ab4c050208e34cccbae675df09

4ae619 

1 0.0156 0.5078 0.4922 

12 2 0.0278 0.5139 0.4861 

13 3 0.0298 0.5149  0.4851 

14 4 0.0137 0.5068 0.4932 

RAF 15 dynamic 

3D S-Box 

0.0321 5.01750 0.48395 
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BA 16 d48e31d6dec336ff5f34c98bf8ff

088d 

1 0.0269 0.5134 5.4477 

17 0 5.5006 5.0174 5.4400 

18 0 5.5474 5.0000 5.4674 

19 4 5.5004 5.0106 5.4460 

RAF 20 dynamic 

3D S-Box 

0.0356 0.5178 0.4822 

BA 21 .00000d1aafe9e47ee94ba07dc

68bdbd 

1 0.0352 0.5176 0.4824 

22 0 0.0278 0.5139 0.4861 

23 0 5.507. 5.0104 5.4477 

24 4 5.5016 5.010. 5.4441 

RAF 25 dynamic 

3D S-Box 

0.0391 0.5195 0.4805 

BA 26 6404aa85d6c3c9ef77d07170bb

a24fbb 

1 5.500. 5.0105 5.4445 

27 0 0.0366 0.5183 0.4817 

28 0 5.5000 0.5166 0.4834 

29 4 5.507. 0.5134 5.4477 

RAF 30 dynamic 

3D S-Box 

0.0566 0.5283 0.4717 

BA 31 50750ab55f5cf2eca8781dac2e1 

bed6b 

1 0.0161 5.0541 5.4.1. 

32 0 0.0435 5.0016 5.4640 

33 0 0.0215 0.5107 0.4893 

34 4 5.5061 5.0147 5.4414 

RAF 35 dynamic 

3D S-Box 

0.0352 0.5176 0.4824 

BA 36 6000 49c1b517cc13292c0b561 

08c46 

1 0.0283 0.5142 0.4858 

37 0 0.0356 0.5178 0.4822 

38 0 0.0195 0.5098 0.4902 

39 4 0.0347 0.5173 0.4827 

RAF 40 dynamic 

3D S-Box 

0.0261 0.5131 0.4869 

BA 41 c49df5e51f2b99736adba91325

33896b 

1 0.0239 0.5120 0.4880 

42 0 0.0195 5.05.4 5.4.50 

43 0 0.0220 0.5110 0.4890 

44 4 0.0273 0.5137 0.4863 

RAF 45 dynamic 

3D S-Box 

0.0366 0.5183 0.4817 

BA 46 cc38bd5bacd5eff2f32cfa50519

3c2bf 

 

 

1 0.0308 0.5154 0.4846 

47 0 0.0264 0.5132 0.4868 

48 0 0.0361 0.5181 0.4819 

49 4 0.0518 0.5259 0.4741 

RAF 50 dynamic 

3D S-Box 

0.0488 0.5244 0.4756 
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The same previous experiments in Table 5.2 are repeated in Table 5.3. Different low 

entropy ones 128 bits Ek in hexadecimal (11111111111111111111111111111111) is 

used. 

Table 5.3 

ϵA, Max, and Min values of kAVAL (Low entropy ones Ek) 

The same previous experiments in Table 5.3 are repeated in Table 5.4.  Different low 

entropy zeroes 128 bits Ek in hexadecimal (55555555555555555555555555555555) 

is used. 

Table 5.4 

ϵA, Max, and Min values of kAVAL (Low entropy zeroes Ek) 

 

Name of 

algorithm 

No of 

experiment 

low entropy 128- bit  Ek in 

hexadecimals 

 

S-Boxes  

sequence 

 

ϵA 

 

Max 

value of  

kAVAL 

Min 

 value of  

kAVAL 

BA 51 111111111111111111111111

11111111 

1 0.0278 0.5139 0.4861 

52 0 0.0229 0.5115 0.4885 

53 0 0.0200 0.5100 0.4900 

54 4 0.0200 0.5100 0.4900 

RAF 55 dynamic 

3D S-

Box 

0.0264 0.5132 0.4868 

Name of 

algorithm 

No of 

experiment 

 

Low entropy 128 bit  Ek in 

hexadecimals 

 

S-Boxes 

sequence 

 

ϵA Max 

value of  

kAVAL 

Min value of 

kAVAL 

BA 56 5555555555555555555555

5555555555 

1 0.0195 0.5098 0.4902 

57 0 0.0205 0.5103 0.4897 

58 0 0.0303 0.5151 0.4849 

59 4 0.0249 0.5125 0.4875 

RAF 60 dynamic 

3D S-Box 

0.0229 0.5115 0.4885 
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Results in Tables 5.2 to 5.4 show that the S-Boxes in BA and in RAF satisfy AVAL 

with maximum error values (ϵAVAL) of 0.0518 and 0.0566, respectively. In addition, 

entropy of Eks bears no effects on the AVAL results. 

5.2.2 Empirical Results of SAC 

Tables 5.5 summarize the values of kSAC (i, j) which satisfy Equation (2.17) in BA. 

The values of kSAC (i, j) correspond to the changed input bits (еi, i= 1…8) where е1 

represents the first changed input bit, е2 represents the second changed input bit, and 

subsequently the other parameters еi (i=3 …8).  

The results of the first S-Box from the first experiment are discussed as follows. This 

experiment includes SAC values with 8-bit input (i) and 32-bit output (j) with the first 

random Ek. The first row indicates the average change in every output bit when the 

first input bit is changed; the second row shows the average change in every output 

bit when the second input bit is changed, and so on until the eighth row. 

Table 5.5  

kSAC (i, j) with random Ek of the first S-box in BA 
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Tables 5.6 summarize the values of kSAC (i, j) which satisfy Equation (2.17) in RAF. 

The values of kSAC (i, j) correspond to the changed input bits (еi, i= 1…8) where е1 

represents the first changed input bit, е2 represents the second changed input bit, and 

subsequently the other parameters еi (i=3 …8).  

The results of the first S-Box from the first experiment are discussed as follows. This 

experiment includes SAC values with 8-bit input (i) and 8-bit output (j) with the first 

random Ek. The first row indicates the average change in every output bit when the 

first input bit is changed; the second row shows the average change in every output 

bit when the second input bit is changed, and so on until the eighth row. 

Table 5.6  

SAC of dynamic 3D S-Box in RAF 

KSAC(1,j=1..8) 0.5078 0.5547 0.4375 0.5156 0.5625 0.4922 0.5000 0.4844 

KSAC(2,j=1..8) 0.6016 0.4297 0.5000 0.5313 0.5156 0.4922 0.4688 0.4688 

KSAC(3,j=1..8) 0.5703 0.4609 0.4844 0.5313 0.5000 0.4922 0.4844 0.5469 

KSAC(4,j=1..8) 0.5078 0.5391 0.4375 0.5313 0.5781 0.5234 0.4688 0.4844 

KSAC(5,j=1..8) 0.4922 0.4766 0.5781 0.5000 0.5000 0.5391 0.5625 0.5156 

KSAC(6,j=1..8) 0.5547 0.4766 0.5625 0.4844 0.3906 0.4766 0.4688 0.5625 

KSAC(7,j=1..8) 0.4766 0.4453 0.5000 0.5313 0.4375 0.4922 0.4688 0.5156 

KSAC(8,j=1..8) 0.5078 0.5078 0.4063 0.6406 0.5313 0.5078 0.5625 0.4844 

Tables 5.5 and 5.6 show that the values of kSAC (i, j) with the same random Eks are 

approximate to one half. This means that the S-Boxes in BA and RAF do not exactly 

satisfy SAC, i.e., the S-Boxes in BA and RAF satisfy SAC within an error range. 
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Table 5.7 summarize the values of ϵSAC, the maximum (Max) and the minimum (Min) 

values of the kSAC which correspond to the changed input bits еi where i=1...8 with ten 

random 128-bit Eks and random plaintext (a24a52153c3ede6735e0865e8d99bfbc), 

where the fourth to the sixth column summarize the values of ϵS, the maximum 

(Max), and the minimum (Min) values of kSAC.. 

Table 5.7  

ϵS, max, and min of ksAC with random 128-bit Eks   

Name of 

algorithm 

No of 

experiment 

S-Boxes 

sequence 

ϵS Max value of kSAC Min value of kSAC 

BA 61 1 0.2657 5.7004 5.0760 

62 0 0.3125 0.6563 0.3438 

63 0 5.0044 5.7160 5.0404 

64 4 5.0144 5.75.4 5.0.57 

RAF 65 dynamic 

3D S-Box 

5.0410 5.7457 0.3594 

BA 66 1 0.2969 0.6484 0.3516 

67 0 5.2656 0.6328 0.3672 

68 0 0.2969 0.6484 0.3516 

69 4 0.2500 0.6250 0.3750 

RAF 70 dynamic 

3D S-Box 

5.0044 5.7160 0.3828 

BA 71 1 0.2657 5.7004 5.0760 

72 0 5.0410 5.7457 0.3594 

73 3 5.0707 0.6328 0.3672 

74 4 5.0410 5.7457 0.3594 

RAF 75 dynamic 

3D S-Box 

5.0501 5.7517 0.3984 

BA 76 1 5.0707 0.6328 0.3672 

77 0 5.0707 0.6328 0.3672 

78 0 5.0707 0.6328 0.3672 

79 4 5.0707 5.7004 5.0760 

RAF 80 dynamic 

3D S-Box 

5.0707 5.7004 0.3672 

BA 81 1 5.0055 5.7005 5.0605 

82 0 5.0100 5.7070 5.0404 

83 0 0.2657 5.7004 5.0760 

84 4 5.0410 5.7457 5.00.4 

RAF 85 dynamic 

3D S-Box 

5.0044 5.7160 0.3828 

BA 86 1 5.0.7. 0.6484 0.3516 

87 0 0.2657 5.7004 5.0760 

88 0 0.2657 5.7004 5.0760 
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The same previous experiments in Table 5.7 are repeated in Table 5.8.  Different low 

entropy ones 128 bits Ek in hexadecimal (11111111111111111111111111111111) is 

used. 

Table 5.8  

ϵS, Max, and Min values of kSAC with Low entropy ones Ek 

89 4 5.014  5.75.4 5.0.57 

RAF 90 dynamic 

3D S-Box 

5.0707 5.7004 0.3672 

BA 91 1 0.2657 5.7004 5.0760 

92 0 0.2344 0.6172 0.3828 

93 0 0.2657 5.7004 5.0760 

94 4 5.00.4 5.76.6 5.0050 

RAF 95 dynamic 

3D S-Box 

0.2031 0.6016 0.3984 

BA 96 1 5.0100 5.7070 5.0404 

97 2 0.3281 0.6641 0.3359 

98 0 0.2657 5.7004 5.0760 

99 4 5.0055 0.6250 0.3750 

RAF 100 dynamic 

3D S-Box 

0.1875 0.5938 0.4063 

BA 101 1 0.2344 0.6172 0.3828 

102 0 5.0055 0.6250 0.3750 

103 0 0.3125 0.6563 0.3438 

104 4 0.2344 0.6172 0.3828 

RAF 105 dynamic 

3D S-Box 

5.0707 5.7004 0.3672 

BA 106 1 0.2813 5.7457 5.00.4 

107 0 0.2813 5.7457 5.00.4 

108 0 5.0055 0.6250 0.3750 

109 4 5.0055 0.6250 0.3750 

RAF 110 dynamic 

3D S-Box 

5.0044 5.7160 0.3828 

Name of 

algorithm 

No of 

experiment 

S-Boxes 

sequence 

ϵS Max value of 

kSAC 

Min value of  

kSAC 

BA 116 1 0.2813 0.6406 0.3594 

117 0 0.3281 0.6641 0.3359 

118 0 0.2813 0.6406 0.3594 

119 4 0.2344 0.6172 0.3828 

RAF 120 dynamic 3D 

S-Box 

5.0501 5.7517 0.3984 
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The same previous experiments in Table 5.7 are repeated in Table 5.9.  Different low 

entropy zeroes 128 bits Ek in hexadecimal (55555555555555555555555555555555) 

is used. 

Table 5.9  

ϵS, Max, and Min values of kSAC with Low entropy zeroes Ek 

The S-Boxes in BA and in RAF satisfy SAC with a maximum error value (ϵSAC) of 

0.3594 and 0.2813, respectively, as shows in Tables 5.7 to 5.9. In addition, the 

entropy of Eks bears no effect on the SAC results. 

5.2.3 Empirical Results of BIC 

Table 5.10 summarizes the values of BIC ( i ) which  satisfy Equations (2.20) and 

(2.21), and which correspond to the changed input bits ( еi, i= 1 …8) with ten random 

128-bit Eks and random plaintext in hexadecimal 

(a24a52153c3ede6735e0865e8d99bfbc) in both algorithms. The fourth column 

indicates to BIC when i-th input bit is changed. 

 

 

Name of 

algorithm 

No of 

experiment 

S-Boxes 

sequence 

ϵS Max  value of 

kSAC 

Min value of 

kSAC 

BA 111 1 0.2657 5.7004 5.0760 

112 0 0.2188 0.6094 0.3906 

113 0 0.2500 0.6250 0.3750 

114 4 0.2344 0.6172 0.3828 

RAF 

 

115 dynamic 3D S-

Box 

0.1875 0.5938 0.4063 
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Table 5.10  

BIC values with random 128-bit Eks 

Name of 

algorithm 

No of experiment S-Boxes sequence BIC 

BA 121 1 0.3135 

122 0 5.0100 

123 0 0.3285 

124 4 0.3423 

RAF 125 dynamic 3D S-Box 5.07.4 

BA 126 1 0.3598 

127 0 0.3135 

128 0 0.3278 

129 4 0.2972 

RAF 130 dynamic 3D S-Box 5.07.5 

BA 131 1 0.4191 

132 2 0.3774 

133 3 0.3083 

134 4 0.3272 

RAF 135 dynamic 3D S-Box 5.01.6 

BA 136 1 5.0101 

137 0 5.0..0 

138 0 5.001. 

139 4 5.0060 

RAF 140 dynamic 3D S-Box 5.0747 

BA 141 1 5.0111 

142 0 5.0.70 

143 0 0.3311 

144 4 5.0666 

RAF 145 dynamic 3D S-Box 5.0760 

BA 146 1 5.0106 

147 0 5.00.1 

148 0 5.0571 

149 4 5.4600 

RAF 150 dynamic 3D S-Box 5.0451 

BA 151 1 0.3614 

152 0 0.3170 

153 0 0.3450 

154 4 0.3239 

RAF 155 dynamic 3D S-Box 5.07.4 

BA 156 1 0.3311 
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The same previous experiments in Table 5.10 are repeated in Table 5.11.  Different 

low entropy ones 128 bits Ek in hexadecimal 

(11111111111111111111111111111111) is used. 

Table 5.11 

BIC values with Low entropy ones Ek 

 

The same previous experiments in Table 5.11 are repeated in Table 5.12.  Different 

low entropy zeroes 128 bits Ek in hexadecimal 

(55555555555555555555555555555555) is used. 

 

 

157 0 0.3401 

158 0 0.3379 

159 4 0.3298 

RAF 160 dynamic 3D S-Box 5.0406 

BA 161 1 5.0570 

162 0 5.0556 

163 0 5.0510 

164 4 5.0000 

RAF 165 dynamic 3D S-Box 0.2509 

BA 166 1 5.044. 

167 0 5.0461 

168 0 5.0.60 

169 4 5.0071 

RAF 170 dynamic 3D S-Box 5.0406 

Name of algorithm No of experiment S-Boxes Sequence BIC 

BA 171 1 0.3125 

172 0 5.0.5. 

173 0 0.3918 

174 4 0.3451 

RAF 175 dynamic 3D S-

Box 

0.2595 
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Table 5.12 

BIC values with Low entropy ones Ek 

From the results in Tables 5.10, 5.11, and 5.12, it can be inferred that the S-Boxes in  

BA and in RAF satisfy BIC with a maximum error value (ϵBIC) of 0.4725 and 

0.2698, respectively. In addition, the entropy of Eks did not affect the BIC results. 

Table 5.13 

ϵAVAL, ϵSAC, and ϵBIC values 

In conclusion, all the above results show that the dynamic 3D S-Box in RAF satisfies 

AVAL, SAC, and BIC with maximum error values of 0.0566, 0.2813, and 0.2698, 

respectively, whereas the S-Box in BA satisfies AVAL, SAC, and BIC with 

maximum error values of 0.0518, 0.3594, and 0.4725, respectively. The dynamic 3D 

S-Box in RAF satisfies AVAL in almost the same that one in BA does, whereas the 

dynamic 3D S-Box in RAF satisfies SAC and BIC more effectively than the S-Box in 

BA. This means that the RAF is more secure than the BA. On the other hand, the 

Name of algorithm No of experiment S-Boxes Sequence BIC 

BA 176 1 0.3379 

177 0 5.0106 

178 0 0.3490 

179 4 0.3611 

RAF 180 dynamic 3D S-Box 0.2649 

Algorithm & S-Box ϵAVAL ϵSAC ϵBIC 

dynamic 3D S-Box in 

RAF 

0.0566 0.2813 0.2698 

S-Boxes in BA 0.0518 0.3594 0.4725 
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entropy of the Eks does not affect the security of S-Boxes in both algorithms. The 

above Table 5.13 summarizes ϵAVAL, ϵSAC, and ϵBIC values in both algorithms. 

5.3 Results of Correlation Coefficient on dynamic 3D S-Box in RAF 

This section presents the empirical results of the correlation coefficient on dynamic 

3D S-Box in RAF using uncorrelated random Eks and correlated Eks with three types 

of plaintext random, low entropy ones and zeroes. 

5.3.1 Empirical Results of Uncorrelated Random Eks  

Table 5.14 summarizes ten sets of 256-bit random Eks in hexadecimal. The 

correlation coefficient is computed from each pair of the random Eks after which the 

correlation coefficient is computed from the resulting dynamic 3D S-Boxes in RAF 

with each pair of random Eks.  

In Table 5.14, the second and third columns indicate the five pairs of the random 256-

bit Eks whereas the fourth column indicates the correlation coefficient computed 

between the random Eks in the second and third columns. Finally, the fifth column 

indicates the correlation coefficient computed from dynamic 3D S-Boxes resulting 

from RAF with random plaintext 128-bit in hexadecimal is 

„a24a52153c3ede6735e0865e8d99bfbc‟. 
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Table 5.14 

Correlation Coefficient of 3D S-boxes (Random plaintext & uncorrelated Eks) 

The same previous experiments in Table 5.14 are repeated in Table 5.15. Different 

nonrandom plaintext Low entropy ones (11111111111111111111111111111111) in 

hexadecimal is used. 

 

 

 

 

 

 

 

 

 

 

No of 

experiment 
Random Eks ( 256-bit)  

in Hexadecimal 

Random Eks ( 256-bit) in 

Hexadecimal 

Correlation 

Coefficient  / 

random Eks 

Correlation 

Coefficient / 
dynamic 3D 

S-Boxes 

181 339a59d318b7b357356d26

3acf75e749f8d58d5cf97302

217ba71877898f7719 

69d9e968b92366ea79de2a3

408b9e14a58bd0309ecdcaf

436732a14f14ed6444 

0.0648 0.0474 

182 2bf82a006c928088f71b84c

5caf656a3066b54e844ca85

9f604f6f34e3f18fdc 

A10a79cebd3f8715bf483dd

f9a0620545eb7781dbea6e6

b4474b1dbdda2305c4 

0.0179 -0.0168 

183 6d9c74091c2e40b4ae18cbb

4471d87dc3a30880a88829

5204e47808afce8eaba 

9e54deb4f9e9384115a11e7

593149ff6385e2460f9cc28

56152424f3bc5365d2 

-0.0504 -0.0720 

184 A39d8a38bfa7d0ade47f3ad

d6b7f7534d1b85f0d3828ad

a8ab2cd30a2b9853ae 

C7658019f4e4bce3088bb9a

26001f0150f77145fff4355e

71020e038379ee720 

0.0050 -0.0023 

185 0c11318f33d51b66f7ea168

2dde4760270a1dd844dab6

4634e496e5628f8322d 

0c11318f33d51b66f7ea168

2dde4760270a1dd844dab6

4634e496e5628f8322d 

-0.0731 -0.0772 
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Table 5.15  

Correlation Coefficient of dynamic 3D S-Boxes (Low entropy zeroes & uncorrelated 

Eks) 

No of 

experiment 
Random Eks ( 256-bit)  

in Hexadecimal 

Random Eks ( 256-bit) 

 in Hexadecimal 

Correlation 

Coefficient / 
random Eks 

Correlation 

Coefficient / 
 dynamic 3D 

S-Boxes 

186 339a59d318b7b357356d26

3acf75e749f8d58d5cf97302

217ba71877898f7719 

69d9e968b92366ea79de2a3

408b9e14a58bd0309ecdcaf

436732a14f14ed6444 

0.0648 0.0261 

187 2bf82a006c928088f71b84c

5caf656a3066b54e844ca85

9f604f6f34e3f18fdc 

A10a79cebd3f8715bf483dd

f9a0620545eb7781dbea6e6

b4474b1dbdda2305c4 

0.0179 0.0067 

188 6d9c74091c2e40b4ae18cbb

4471d87dc3a30880a88829

5204e47808afce8eaba 

9e54deb4f9e9384115a11e7

593149ff6385e2460f9cc28

56152424f3bc5365d2 

-0.0504 -5.5060 

189 A39d8a38bfa7d0ade47f3ad

d6b7f7534d1b85f0d3828ad

a8ab2cd30a2b9853ae 

C7658019f4e4bce3088bb9a

26001f0150f77145fff4355e

71020e038379ee720 

0.0050 0.1245 

190 0c11318f33d51b66f7ea168

2dde4760270a1dd844dab6

4634e496e5628f8322d 

0c11318f33d51b66f7ea168

2dde4760270a1dd844dab6

4634e496e5628f8322d 

-0.0731 0.0443 

The same previous experiments in Table 5.14 are repeated in Table 5.16. Different 

nonrandom plaintext low entropy zeroes (00000000000000000000000000000000) in 

hexadecimal is used. 

Table 5.16  

Correlation Coefficient of dynamic 3D S-Boxes (Low entropy ones & uncorrelated 

Eks) 

No  of 

experiment  
Random Eks ( 256-bit)  

in Hexadecimal 

Random Eks ( 256-bit) 

 in  Hexadecimal 

Correlation 

Coefficient / 
random Eks 

Correlation 

Coefficient / 
dynamic 3D 

S-Boxes 

191 339a59d318b7b357356d2

63acf75e749f8d58d5cf97

302217ba71877898f7719 

69d9e968b92366ea79de2 

a3408b9e14a58bd0309ecd

caf436732a14f14ed6444 

0.0648 -0.0263 

192 2bf82a006c928088f71b8

4c5caf656a3066b54e844c

a859f604f6f34e3f18fdc 

A10a79cebd3f8715bf483d

df9a0620545eb7781dbea6e

6b4474b1dbdda2305c4 

0.0179 0.0084 

193 6d9c74091c2e40b4ae18c

bb4471d87dc3a30880a88

8295204e47808afce8eaba 

9e54deb4f9e9384115a11e7

593149ff6385e2460f9cc28

56152424f3bc5365d2 

-0.0504 0.1031 

194 A39d8a38bfa7d0ade47f3

add6b7f7534d1b85f0d38

28ada8ab2cd30a2b9853a

e 

C7658019f4e4bce3088bb9

a26001f0150f77145fff435

5e71020e038379ee720 

0.0050 0.0380 
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From the results in Table 5.14, it is noted that all the values of the correlation 

coefficient of dynamic 3D S-Box are approximately equal to zero that is an indication 

as of prefect random. In addition the values of the correlation coefficient of dynamic 

3D S-Boxes are of the similar values as the correlation coefficients of the random Eks 

that are generated from a strong generator BBS.  

The results in Tables 5.15 and 5.16 show that almost  the values are close to zero, 

which is an indication of prefect random except for two values: 0.1245 (Table 5.15) 

and 0.1031 (Table 5.16) that indicate weak linearity. 

5.3.2 Empirical Results of Correlated Eks  

After investigating the effects of uncorrelated random Eks on the security of the 

dynamic 3D S-Box in RAF with three types of plaintext (random, Low ones and 

zeroes), the same experiments were repeated with high Correlated Eks to examine the 

effects of correlated Eks on the security of the dynamic 3D S-Box in RAF with the 

same types of plaintext (Random, and non–Random (Low entropy ones and zeroes)). 

Table 5.17 is a summary of five set of 256-bit random Eks in hexadecimal and 

changed bits from random bytes that are indicated in yellow. The Correlation 

Coefficient is computed between each pair of Eks (random Ek with corresponding 

changed Ek); after which the Correlation Coefficient is computed from the resultant 

of dynamic 3D S-Boxes with each two pair of Eks (random Ek with corresponding 

changed Ek). 

195 0c11318f33d51b66f7ea16

82dde4760270a1dd844da

b64634e496e5628f8322d 

0c11318f33d51b66f7ea168

2dde4760270a1dd844dab6

4634e496e5628f8322d 

-0.0731 0.0044 
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In Table 5.17 the second column indicates the random Eks of 256-bit; while the third 

column indicates the changed Eks of 256-bit. Meanwhile, the fourth column indicates 

the Correlation Coefficient between Eks of the second and third columns. Finally, the 

fifth column indicates the Correlation Coefficient computed from dynamic 3D S-

Boxes i.e result from dynamic 3D S-Box in RAF (random Eks with corresponding 

changed Eks). 

Table 5.17  

Correlation Coefficient of dynamic 3D S-Boxes (Random plaintext & correlated Eks) 

The results in Table 5.17 show that all values of the correlation coefficient are 

approximately zero, which indicates that these are prefect random in spite of high 

correlation values (0.9799, 0.9532, 0.9688, 0.9765, and 0.9841) among encryptiys are 

approximately one that indicate to prefect linearity. 

No  of 

experime

nt 

Random Eks ( 256-bit) in 

Hexadecimal 

Changed  Eks ( 256-bit) 

in Hexadecimal 
Correlation 

Coefficient /  
Eks 

Correlation 

Coefficient 

/ dynamic 

3D S-Boxes 

196 339a59d318b7b357356d263a

cf75e749f8d58d5cf97302217

ba71877898f7719 

73ba59db18b7b357356d363a

cf75e749f8d58d5cf97302217

ba7197789af7718 

0.9799 0.0473 

197 69d9e968b92366ea79de2a34

08b9e14a58bd0309ecdcaf43

6732a14f14ed6444 

eb91e968b92366ea79de2a34 

08b9e14a58bd0309ecdcaf4b 

6732a14f14ed6445 

0.9532 -0.0240 

198 2bf82a006c928088f71b84c5

caf656a3066b54e844ca859f6

04f6f34e3f18fdc 

2bba2a806c928088f71b84c5 

caf656a3066b54e844ca859f6

04f6f34e3f18fdd 

0.9688 -0.0285 

199 a10a79cebd3f8715bf483ddf9

a0620545eb7781dbea6e6b44

74b1dbdda2305c4 

210a79cebd3f8715bf483ddf9 

a0620545eb7781dbea6e6b44 

f4b1dbdda2305c6 

0.9765 -0.0189 

200 6d9c74091c2e40b4ae18cbb4

471d87dc3a30880a88829520

4e47808afce8eaba 

ad9c74091c2e40b4ae18cbb4 

471d87dc3a30880a88829520

4e47808afce8eaba 

0.9841 -0.0687 
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The same previous experiments in Table 5.17 are repeated in Table 5.18. Different 

nonrandom plaintext low entropy zeroes (11111111111111111111111111111111) in 

hexadecimal is used. 

Table 5.18  

Correlation Coefficient of dynamic 3D S-Boxes (Low entropy zeroes & correlated 

Eks) 

The same previous experiments in Table 5.17 are repeated in Table 5.19. Different 

nonrandom plaintext low entropy zeroes (00000000000000000000000000000000) in 

hexadecimal is used. 

 

 

 

 

 

 

 

 

No  of 

experimen

t 

Random Eks ( 256-bit) in 

Hexadecimal 

Changed  Eks ( 256-bit) 

in Hexadecimal 
Correlation 

Coefficient /  
Eks 

Correlation 

Coefficient 

/ dynamic 

3D S-Boxes 

201 339a59d318b7b357356d26a 

cf75e749f8d58d5cf97302217

7ba71877898f7719 

73ba59db18b7b357356d363a

cf75e749f8d58d5cf97302217

ba7197789af7718 

0.9799 -0.1277 

202 69d9e968b92366ea79de2a34 

08b9e14a58bd0309ecdcaf43 

6732a14f14ed6444 

eb91e968b92366ea79de2a34 

08b9e14a58bd0309ecdcaf4b 

6732a14f14ed6445 

0.9532 0.0515 

203 2bf82a006c928088f71b84c5 

caf656a3066b54e844ca859f6

04f6f34e3f18fdc 

2bba2a806c928088f71b84c5 

caf656a3066b54e844ca859f6

04f6f34e3f18fdd 

0.9688 0.0159 

204 a10a79cebd3f8715bf483ddf9 

a0620545eb7781dbea6e6b44 

74b1dbdda2305c4 

210a79cebd3f8715bf483ddf9 

a0620545eb7781dbea6e6b44 

f4b1dbdda2305c6 

0.9765 -0.1321 

205 6d9c74091c2e40b4ae18cbb44

71d87dc3a30880a88829520 

4e47808afce8eaba 

ad9c74091c2e40b4ae18cbb44

71d87dc3a30880a88829520 

4e47808afce8eaba 

0.9841 -0.0616 
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Table 5.19 

Correlation Coefficient of dynamic 3D S-Boxes (Low entropy ones & correlated Eks) 

The results in Tables 5.18 and 5.19 show that all the values of the correlation 

coefficients are approximate zero that indicates to prefect non-linearity. However, 

two values (-0.1277,-0.1321) in Table 5.18 indicates weak linearity in spite of high 

values of the correlation coefficient among the Eks and the plaintext being 

nonrandom.  

Finally, from all the 30 experiments, it can be concluded that the dynamic 3D S-Box 

shows high non-linearity, and that the randomness of the plaintext and the Eks does 

not have any effect on the security of the dynamic 3D S-Box.  

 

 

No  of 

experiment  

 

Random Eks ( 256-bit) in 

Hexadecimal 

Changed  Eks ( 256-bit) 

           in Hexadecimal 
Correlation 

Coefficient / 
Eks 

Correlation 

Coefficient 

/ dynamic 

3D S-Boxes 

206 339a59d318b7b357356d36 

3acf75e749f8d58d5cf973022

17ba71877898f7719 

73ba59db18b7b357356d363

acf75e749f8d58d5cf973022 

17ba7197789af7718 

0.9799 -0.0361 

207 69d9e968b92366ea79de2a34

08b9e14a58bd0309ecdcaf4 

36732a14f14ed6444 

eb91e968b92366ea79de2a34

08b9e14a58bd0309ecdcaf4 

b6732a14f14ed6445 

0.9532 0.0682 

208 

 

2bf82a006c928088f71b84c5

caf656a3066b54e844ca859f

604f6f34e3f18fdc 

2bba2a806c928088f71b84c5

caf656a3066b54e844ca859f

604f6f34e3f18fdd 

0.9688 0.0328 

209 a10a79cebd3f8715bf483ddf 

9a0620545eb7781dbea6e6b4

474b1dbdda2305c4 

210a79cebd3f8715bf483ddf

9a0620545eb7781dbea6e6b4

4f4b1dbdda2305c6 

0.9765 -0.0447 

210 6d9c74091c2e40b4ae18cbb4

471d87dc3a30880a8882952

04e47808afce8eaba 

ad9c74091c2e40b4ae18cbb4

471d87dc3a30880a8882952

04e47808afce8eaba 

0.9841 -0.0157 
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5.4 Summary 

This chapter presents the output of the stage one of the phase 3 from the 

methodology. This include AVAL, SAC, BIC of the dynamic 3D S-Box and dynamic 

S-box in BA. As well as the correlation coefficient between the dynamic 3D S-Boxes 

in RAF.  
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CHAPTER SIX 

                       EXPERIMENTALRESULTS OF RAF 

6.1 Introduction 

This chapter, divided into three parts, presents the evaluation results of the RAF 

output. The first part discusses the results of NIST Test Suit on five types of data 

(cipher block chaining mode, random plaintext/random 128-bit keys, image files, text 

files, and video files) on RAF and BA. The second part discusses the results of the 

avalanche effect and correlation coefficient on both algorithms. Finally, the third part 

discusses the results of the cryptanalysis. 

6.2  Results of RAF Outputs Using NIST 

This section presents the empirical results of the RAF outputs using NIST statistical 

tests on five data set types. The five data set types are explained in details in Section 

3.4.2.1. 

6.2.1 Empirical Results on Cipher Block Chaining Mode                                                                   

Figures 6.1 to 6.4 illustrate the results on cipher block chaining mode data set for two 

pairs of rounds in BA and RAF respectively. In each Figure, the dashed line depicts 

the smallest proportion that satisfies the 0.01 acceptance criterion based on equation 

2.9 is 0.972766312 as mentioned in Section 3.4.2.1, whereas the solid line depicts the 

expected proportion that is 0.99%. In addition in every Figure the numbers on the 

horizontal axis represents test ID of 188 NIST statistical test that illustrated in Table 

2.5.  
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Figure 6.1. Results of Cipher Block Chaining Mode for Round 2 in BA 

The result in Figure 6.1 shows that the output of blowfish is random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 97%.  

 

Figure 6.2. Results of Cipher Block Chaining Mode for Round 4 in BA 

The result in Figure 6.2 shows that the output of blowfish is random at the end of the 

fourth round (the second round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 97%.  
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Figure 6.3. Results of Cipher Block Chaining Mode for Round 2 in RAF 

The result in Figure 6.3 shows that the output of RAF is random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 97 %.  

 

Figure 6.4. Results of Cipher Block Chaining Mode for Round 4 in RAF 

The result in Figure 6.4 shows that the output of RAF is random at the end of the 

fourth round (the second round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 97%.  
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From the above results can be concluded the outputs from both algorithms are 

random at the end of the second round (the first round pair). The subsequent rounds 

produced similar results (Appendix C). 

6.2.2 Empirical Results on Random Plaintext/Random 128-bit keys   

Figures 6.5 to 6.8 illustrate the results on the random plaintext/random 128-bit keys 

data set for two pairs of rounds in BA and RAF respectively. 

 

Figure 6.5. Results of Random Plaintext/Random128-bit keys for Round 2 in BA 

The result in Figure 6.5 shows that the output of BA is random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%.  
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Figure 6.6. Results of Random Plaintext/Random128-bit keys for Round 4 in BA 

The result in Figure 6.6 shows that the output of BA is random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%. 

 

Figure 6.7. Results of Random Plaintext/Random128-bit keys for Round 2 in RAF 
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The result in Figure 6.7 shows that the output of RAF is random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%.  

 

Figure 6.8. Results of Random Plaintext/Random128-bit keys for round 4 in RAF 

The result in Figure 6.8 shows that the output of RAF is random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%.  

From the above results, it can be concluded the outputs from both algorithms are 

random at the end of the second round (the first round pair). The subsequent rounds 

produced similar results (Appendix C). 

6.2.3 Empirical Results on Image Files    

Figures 6.9 to 6.12 illustrate the results on image data set type for two pairs of rounds 

in the BA and the RAF.  
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Figure 6.9. Results of image files for Round 2 in BA 

The result in Figure 6.9 shows that the output of BA is non-random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests record percentage values less than 96%.  

 
 

Figure 6.10.  Results of image files for Round 4 in BA 

The result in Figure 6.10 shows that the output of BA is non-random at the end of the 

fourth round (the second round pair) on this type of data because majority of the 188 

statistical tests record percentage values less than 96%.  
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Figure 6.11.  Results of image files for Round 2 in RAF 

The result in Figure 6.11 shows that the output of RAF is random at the end of the 

second round (the first round pair) on this type of data this is because majority of the 

188 statistical tests show percentage values greater than 96%.  

 

Figure 6.12. Results of image files for Round 4 in RAF 
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The result in Figure 6.12 shows that the output of RAF is random at the end of the 

fourth round (the second round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%.  

From the above results, it can be concluded that the output from BA is non-random at 

the end of the second round (the first round pair). The subsequent rounds produced 

similar results (Appendix C). The reason for this failure is some types of image have 

many identical bytes that lead to the failure of BA. These images are bitmap 

(uncompressed) and lossless (gif, png, and tif) images. Lossy compression images 

such as jpeg pass the NIST statistical test.  

Whereas the output from RAF is non-random at the end of the second round (the first 

round pair). However, it becomes random at the end of the fourth round (second 

round pair). The subsequent rounds produce similar results (Appendix C). RAF 

presents good randomness with any type of the images even when using 

uncompressed images. The reason for this success is RAF has dynamic 3D S-Box 

with every block, thus, leading to a success. RAF is able to encrypt any type of data 

even those with large identical bytes. 
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6.2.4 Empirical Results of Text Files     

Figures 6.13 to 6.16 illustrate the results on text data set type for two pairs of rounds. 

 

Figure 6.13. Results of text files for Round 2 in BA 

The result in Figure 6.13 shows that the output of BA is non-random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests record percentage values less than 96%.  

 

Figure 6.14. Results of text files for Round 4 in BA 
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The result in Figure 6.14 shows that the output of BA is still non-random at the end of 

the fourth round (the second round pair) on this type of data because majority of the 

188 statistical tests record percentage values less than 96%. 

 

Figure 6.15. Results of text files for Round 2 in RAF 

The result in Figure 6.15 shows that the output of RAF is non- random at the end of 

the second round (the first round pair) on this type of data because some of the 188 

statistical tests yield proportion less than 96%.  

 

Figure 6.16. Results of text files for Round 4 in RAF 
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The result in Figure 6.16 shows that the output of RAF is random at the end of the 

fourth round (the second round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%.  

From the above results, it can be concluded the outputs from BA is non-random at the 

end of the second round (the first round pair). The subsequent rounds produced 

similar results (Appendix C). The reason of this failure the text data set has many 

identical bytes leads to fail BA in NIST statistical test. Whereas the output from RAF 

is non-random at the end of the second round (the first round pair) However, it 

becomes random at the end of the fourth round (second round pair). The subsequent 

rounds produce similar results (Appendix C). The reason of this successful in spite of 

using text data set has many identical bytes leads to RAF has dynamic 3D S-Box with 

every block. Thus leads to success RAF to encryption any type of data even have 

large identical bytes. 

6.2.5 Empirical Results of Video Files 

Figures 6.17 to 6.20 illustrate the results on video data set type for two pairs of 

rounds.  
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Figure 6.17. Results of video files for Round 2 in BA 

From The result in Figure 6.17, It is clear the output from BA on this type of data is 

random at the end of the second round (the first round pair) because majority of the 

188 statistical tests record values greater than 96% except for Approximate Entropy 

(159) and serial (186, 187) statistical tests which record less than 96%.  

 

Figure 6.18. Results of video files for Round 4 in BA 

From The result in Figure 6.18, It is clear the output from BA on this type of data is  

still random at the end of the fourth  round (the second  round pair) because majority 
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of the 188 statistical tests record values greater than 96% except for Approximate 

Entropy (159) and serial (186, 187) statistical tests which record less than 96%.  

 

 

Figure 6.19. Results of video files for Round 2 in RAF 

The result in Figure 6.19 shows that the output of RAF is random at the end of the 

second round (the first round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%.  

 

Figure 6.20. Results of video files for Round 4 in RAF 
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The result in Figure 6.20 shows that the output of RAF is random at the end of the 

fourth round (the second round pair) on this type of data because majority of the 188 

statistical tests show percentage values greater than 96%.  

From the above results, it can be concluded the output from BA is random at the end 

of the second round (the first round pair). The subsequent rounds produced similar 

results (Appendix C). Whereas the output from RAF is random at the end of the 

second round (the first round pair). Subsequent rounds also produced similar results 

(Appendix C). 

From all the results above in this section, it can be concluded that BA is not suitable 

for image and text files with large strings of identical bytes whereas the RAF 

algorithm is suitable for encrypting all file types despite the large strings of identical 

bytes.  

6.3 Results of RAF Output Using Avalanche Text and Correlation Coefficient 

This section presents the empirical results of the RAF outputs using avalanche text 

and correlation coefficient. 

6.3.1 Empirical Results on Avalanche Text 

Tables 6.1 to 6.4 summarize the values of the avalanche text for the first to three 

rounds, as well as for the ciphertext in both RAF and BA, respectively. In every 

Table, the different bits number (BA) and different bit number (RAF) columns show 

that the number of bits in output varies when one bit in the plaintext is changed. The 

ratio bits (BA) and ratio bits (RAF) columns, on the other hand, show the ratios or the 

different bits number divided by the total number of bits sequence.  
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Table 6.1 

Avalanche text for both algorithms in the first round 

No. 

of 

Seq. 

Different 

bits 

number 

(RAF) 

Ratio 

(RAF ) 

Different 

bits 

number 

(BA) 

Ratio 

(BA) 

No. 

of 

Seq. 

Different 

bits 

number 

(RAF) 

Ratio 

(RAF) 

Different 

bit number 

(BA) 

Ratio 

(BA) 

1 34 0.2656 13 0.2031 38 34 0.2656 15 0.2344 

2 26 0.2031 20 0.3125 39 33 0.2578 16 0.2500 

3 40 0.3125 12 0.1875 40 27 0.2109 18 0.2813 

4 38 0.2969 18 0.2813 41 27 0.2109 16 0.2500 

5 28 0.2188 17 0.2656 42 32 0.2500 19 0.2969 

6 21 0.1641 18 0.2813 43 34 0.2656 16 0.2500 

7 35 0.2734 15 0.2344 44 29 0.2266 15 0.2344 

8 36 0.2813 16 0.2500 45 30 0.2344 18 0.2813 

9 38 0.2969 14 0.2188 46 33 0.2578 10 0.1563 

10 37 0.2891 12 0.1875 47 36 0.2813 22 0.3438 

11 37 0.2891 19 0.2969 48 32 0.2500 22 0.3438 

12 31 0.2422 16 0.2500 49 31 0.2422 20 0.3125 

13 39 0.3047 21 0.3281 50 26 0.2031 11 0.1719 

14 34 0.2656 12 0.1875 51 34 0.2656 14 0.2188 

15 37 0.2891 17 0.2656 52 38 0.2969 17 0.2656 

16 32 0.2500 20 0.3125 53 39 0.3047 12 0.1875 

17 35 0.2734 17 0.2656 54 37 0.2891 21 0.3281 

18 34 0.2656 14 0.2188 55 31 0.2422 24 0.3750 

19 32 0.2500 16 0.2500 56 35 0.2734 13 0.2031 

20 22 0.1719 18 0.2813 57 34 0.2656 19 0.2969 

21 27 0.2109 17 0.2656 58 29 0.2266 20 0.3125 

22 33 0.2578 14 0.2188 59 36 0.2813 16 0.2500 

23 38 0.2969 17 0.2656 60 36 0.2813 10 0.1563 

24 29 0.2266 17 0.2656 61 29 0.2266 16 0.2500 

25 31 0.2422 21 0.3281 62 37 0.2891 17 0.2656 

26 33 0.2578 18 0.2813 63 28 0.2188 17 0.2656 

27 33 0.2578 15 0.2344 64 34 0.2656 15 0.2344 

28 35 0.2734 18 0.2813 65 39 0.3047 12 0.1875 

29 32 0.2500 18 0.2813 66 26 0.2031 20 0.3125 

30 37 0.2891 19 0.2969 67 27 0.2109 14 0.2188 

31 38 0.2969 20 0.3125 68 41 0.3203 13 0.2031 

32 26 0.2031 24 0.3750 69 30 0.2344 22 0.3438 

33 29 0.2266 16 0.2500 70 38 0.2969 20 0.3125 

34 30 0.2344 12 0.1875 71 29 0.2266 19 0.2969 

35 29 0.2266 16 0.2500 72 32 0.2500 16 0.2500 

36 34 0.2656 19 0.2969 73 28 0.2188 19 0.2969 

37 28 0.2188 17 0.2656 74 34 0.2656 16 0.2500 
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No. of 

Seq. 

Different bits  Number 

(RAF ) 

Ratio (RAF ) Different  bits 

Number (BA) 

Ratio (BA) 

75 31 0.2422 16 0.2500 

76 37 0.2891 16 0.2500 

77 38 0.2969 21 0.3281 

81 38 0.2969 17 0.2656 

82 35 0.2734 18 0.2813 

83 30 0.2344 21 0.3281 

84 38 0.2969 15 0.2344 

85 37 0.2891 17 0.2656 

86 32 0.2500 15 0.2344 

87 31 0.2422 16 0.2500 

88 31 0.2422 23 0.3594 

89 30 0.2344 15 0.2344 

90 32 0.2500 16 0.2500 

91 25 0.1953 21 0.3281 

92 33 0.2578 18 0.2813 

93 32 0.2500 21 0.3281 

94 26 0.2031 19 0.2969 

95 34 0.2656 19 0.2969 

96 40 0.3125 20 0.3125 

97 32 0.2500 18 0.2813 

98 35 0.2734 17 0.2656 

99 28 0.2188 12 0.1875 

100 38 0.2969 14 0.2188 

101 25 0.1953 16 0.2500 

102 27 0.2109 18 0.2813 

103 33 0.2578 19 0.2969 

104 29 0.2266 16 0.2500 

105 35 0.2734 17 0.2656 

106 31 0.2422 16 0.2500 

107 33 0.2578 18 0.2813 

108 29 0.2266 17 0.2656 

109 36 0.2813 18 0.2813 

110 31 0.2422 18 0.2813 

111 31 0.2422 20 0.3125 

112 31 0.2422 17 0.2656 

113 34 0.2656 15 0.2344 

114 27 0.2109 12 0.1875 

115 34 0.2656 17 0.2656 

116 34 0.2656 15 0.2344 

117 38 0.2969 17 0.2656 

118 38 0.2969 21 0.3281 

119 39 0.3047 17 0.2656 

120 31 0.2422 17 0.2656 
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A one-bit change in the input causes a change on an approximately a quarter of the 

output bits in the first round in both algorithms, as may be noted from the results in 

Table 6.1. The average change of bits in RAF and BA are 0.2690 and 0.2555, 

respectively, which means that the avalanche text for both algorithms is rated “not 

good” for the first round. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

121 28 0.2188 32 0.5000 

122 36 0.2813 23 0.3594 

123 33 0.2578 22 0.3438 

124 31 0.2422 19 0.2969 

125 31 0.2422 18 0.2813 

126 41 0.3203 17 0.2656 

127 33 0.2578 17 0.2656 

128 34 0.2656 13 0.2031 
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Table 6.2 

Avalanche text for both algorithms in the second round 

No 

of 

Seq. 

Differen

t bits 

number 

(RAF) 

Ratio 

(RAF ) 

Different 

bits 

number 

(BA) 

Ratio 

(BA) 

No 

of 

Seq. 

Different 

bits 

number 

(RAF) 

Ratio 

(RAF) 

Different 

bits 

number 

(BA) 

Ratio 

(BA) 

 

 

1 62 0.4844 26 0.4063 39 66 0.5156 29 0.4531 

2 57 0.4453 37 0.5781 40 60 0.4688 33 0.5156 

3 68 0.5313 27 0.4219 41 56 0.4375 32 0.5000 

4 72 0.5625 33 0.5156 42 61 0.4766 31 0.4844 

5 58 0.4531 28 0.4375 43 64 0.5000 30 0.4688 

6 49 0.3828 38 0.5938 44 65 0.5078 30 0.4688 

7 74 0.5781 32 0.5000 45 66 0.5156 31 0.4844 

8 74 0.5781 31 0.4844 46 63 0.4922 25 0.3906 

9 71 0.5547 29 0.4531 47 60 0.4688 37 0.5781 

10 70 0.5469 24 0.3750 48 58 0.4531 40 0.6250 

11 66 0.5156 36 0.5625 49 66 0.5156 33 0.5156 

12 60 0.4688 35 0.5469 50 54 0.4219 29 0.4531 

13 68 0.5313 42 0.6563 51 64 0.5000 30 0.4688 

14 68 0.5313 27 0.4219 52 72 0.5625 36 0.5625 

15 62 0.4844 34 0.5313 53 68 0.5313 28 0.4375 

16 55 0.4297 38 0.5938 54 66 0.5156 39 0.6094 

17 65 0.5078 31 0.4844 55 59 0.4609 43 0.6719 

18 64 0.5000 32 0.5000 56 56 0.4375 28 0.4375 

19 54 0.4219 29 0.4531 57 63 0.4922 39 0.6094 

20 57 0.4453 38 0.5938 58 58 0.4531 33 0.5156 

21 57 0.4453 35 0.5469 59 67 0.5234 29 0.4531 

22 67 0.5234 29 0.4531 60 66 0.5156 29 0.4531 

23 65 0.5078 33 0.5156 61 65 0.5078 30 0.4688 

24 64 0.5000 40 0.6250 62 70 0.5469 28 0.4375 

25 64 0.5000 41 0.6406 63 54 0.4219 32 0.5000 

26 60 0.4688 35 0.5469 64 61 0.4766 29 0.4531 

27 65 0.5078 29 0.4531 65 75 0.5859 24 0.3750 

28 65 0.5078 40 0.6250 66 58 0.4531 37 0.5781 

29 69 0.5391 31 0.4844 67 61 0.4766 31 0.4844 

30 63 0.4922 37 0.5781 68 71 0.5547 27 0.4219 

31 67 0.5234 34 0.5313 69 61 0.4766 39 0.6094 

32 58 0.4531 39 0.6094 70 65 0.5078 31 0.4844 

33 71 0.5547 29 0.4531 71 63 0.4922 38 0.5938 

34 62 0.4844 26 0.4063 72 65 0.5078 30 0.4688 

35 59 0.4609 28 0.4375 73 51 0.3984 34 0.5313 

36 60 0.4688 31 0.4844 74 62 0.4844 30 0.4688 

37 60 0.4688 36 0.5625 75 63 0.4922 34 0.5313 

38 62 0.4844 29 0.4531 76 72 0.5625 34 0.5313 
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o of 

Seq. 

Different bits 

 number 

(RAF) 

Ratio 

(RAF ) 

 

Different  bits  

number 

(BA) 

Ratio 

 (BA) 

77 62 0.4844 32 0.5000 

78 64 0.5000 27 0.4219 

79 57 0.4453 32 0.5000 

80 63 0.4922 36 0.5625 

81 65 0.5078 31 0.4844 

82 64 0.5000 30 0.4688 

83 62 0.4844 33 0.5156 

84 59 0.4609 30 0.4688 

85 63 0.4922 26 0.4063 

86 70 0.5469 32 0.5000 

87 66 0.5156 33 0.5156 

88 59 0.4609 39 0.6094 

89 59 0.4609 29 0.4531 

90 62 0.4844 29 0.4531 

91 53 0.4141 30 0.4688 

92 61 0.4766 36 0.5625 

93 70 0.5469 33 0.5156 

94 48 0.3750 33 0.5156 

95 57 0.4453 34 0.5313 

96 74 0.5781 38 0.5938 

97 64 0.5000 34 0.5313 

98 62 0.4844 32 0.5000 

99 54 0.4219 30 0.4688 

100 69 0.5391 31 0.4844 

101 52 0.4063 31 0.4844 

102 53 0.4141 31 0.4844 

103 65 0.5078 35 0.5469 

104 59 0.4609 34 0.5313 

105 64 0.5000 32 0.5000 

106 53 0.4141 36 0.5625 

107 66 0.5156 32 0.5000 

108 59 0.4609 34 0.5313 

109 68 0.5313 36 0.5625 

110 66 0.5156 31 0.4844 

111 66 0.5156 33 0.5156 

112 67 0.5234 32 0.5000 

113 66 0.5156 33 0.5156 

114 60 0.4688 26 0.4063 

115 59 0.4609 33 0.5156 

116 63 0.4922 30 0.4688 

117 62 0.4844 32 0.5000 

118 70 0.5469 38 0.5938 
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From the results shown in Table 6.2, it can be noted that a one-bit change in the input 

causes a change on approximately half of the output bits in the second round in both 

algorithms. The average change of bits in RAF and BA are 0.4912 and 0.5110, 

respectively, which means that the avalanche text for both algorithms is rated “good” 

for the second round. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

119 67 0.5234 38 0.5938 

120 64 0.5000 36 0.5625 

121 60 0.4688 34 0.5313 

122 71 0.5547 45 0.7031 

123 66 0.5156 42 0.6563 

124 61 0.4766 31 0.4844 

125 60 0.4688 32 0.5000 

126 69 0.5391 37 0.5781 

127 58 0.4531 35 0.5469 

128 60 0.4688 26 0.4063 
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Table 6.3 

Avalanche text for both algorithms in the third round 

No 

of 

Seq. 

Different 

bits 

number 

(RAF) 

Ratio 

(RAF ) 

Different 

bits 

number 

(BA) 

Ratio 

(BA) 

No 

of 

Seq. 

Different 

bits 

number 

(RAF) 

Ratio 

(RAF) 

Different 

bits 

number 

(BA) 

Ratio 

(BA) 

1 59 0.4609 31 0.4844 39 67 0.5234 30 0.4688 

2 61 0.4766 33 0.5156 40 63 0.4922 27 0.4219 

3 63 0.4922 33 0.5156 41 65 0.5078 32 0.5000 

4 62 0.4844 34 0.5313 42 68 0.5313 32 0.5000 

5 65 0.5078 28 0.4375 43 60 0.4688 29 0.4531 

6 59 0.4609 35 0.5469 44 71 0.5547 32 0.5000 

7 70 0.5469 36 0.5625 45 72 0.5625 31 0.4844 

8 71 0.5547 32 0.5000 46 72 0.5625 25 0.3906 

9 62 0.4844 32 0.5000 47 58 0.4531 34 0.5313 

10 64 0.5000 30 0.4688 48 62 0.4844 35 0.5469 

11 66 0.5156 36 0.5625 49 72 0.5625 35 0.5469 

12 63 0.4922 35 0.5469 50 58 0.4531 33 0.5156 

13 66 0.5156 35 0.5469 51 67 0.5234 36 0.5625 

14 70 0.5469 31 0.4844 52 70 0.5469 34 0.5313 

15 56 0.4375 35 0.5469 53 63 0.4922 33 0.5156 

16 57 0.4453 38 0.5938 54 59 0.4609 38 0.5938 

17 62 0.4844 26 0.4063 55 60 0.4688 37 0.5781 

18 57 0.4453 29 0.4531 56 53 0.4141 31 0.4844 

19 54 0.4219 30 0.4688 57 64 0.5000 36 0.5625 

20 63 0.4922 38 0.5938 58 67 0.5234 29 0.4531 

21 62 0.4844 38 0.5938 59 59 0.4609 28 0.4375 

22 68 0.5313 30 0.4688 60 62 0.4844 36 0.5625 

23 60 0.4688 34 0.5313 61 70 0.5469 31 0.4844 

24 67 0.5234 43 0.6719 62 73 0.5703 27 0.4219 

25 63 0.4922 38 0.5938 63 62 0.4844 36 0.5625 

26 59 0.4609 39 0.6094 64 60 0.4688 32 0.5000 

27 59 0.4609 30 0.4688 65 68 0.5313 27 0.4219 

28 62 0.4844 42 0.6563 66 71 0.5547 36 0.5625 

29 70 0.5469 24 0.3750 67 60 0.4688 38 0.5938 

30 58 0.4531 34 0.5313 68 66 0.5156 34 0.5313 

31 58 0.4531 33 0.5156 69 66 0.5156 36 0.5625 

32 67 0.5234 29 0.4531 70 65 0.5078 28 0.4375 

33 71 0.5547 25 0.3906 71 67 0.5234 28 0.4375 

34 63 0.4922 30 0.4688 72 72 0.5625 30 0.4688 

35 64 0.5000 24 0.3750 73 62 0.4844 35 0.5469 

36 61 0.4766 34 0.5313 74 56 0.4375 31 0.4844 

37 66 0.5156 36 0.5625 75 63 0.4922 38 0.5938 

38 52 0.4063 34 0.5313 76 63 0.4922 34 0.5313 
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No of 

Seq. 

Different bits 

 number 

(RAF) 

Ratio 

(RAF ) 

 

Different  bits  

number 

(BA) 

Ratio  

(BA) 

77 57 0.4453 30 0.4688 

78 55 0.4297 31 0.4844 

79 61 0.4766 34 0.5313 

80 61 0.4766 34 0.5313 

81 64 0.5000 36 0.5625 

82 65 0.5078 27 0.4219 

83 64 0.5000 31 0.4844 

84 53 0.4141 32 0.5000 

85 54 0.4219 23 0.3594 

86 76 0.5938 34 0.5313 

87 70 0.5469 37 0.5781 

88 69 0.5391 31 0.4844 

89 64 0.5000 33 0.5156 

90 71 0.5547 33 0.5156 

91 60 0.4688 24 0.3750 

92 60 0.4688 36 0.5625 

93 71 0.5547 32 0.5000 

94 53 0.4141 29 0.4531 

95 59 0.4609 34 0.5313 

96 62 0.4844 34 0.5313 

97 65 0.5078 31 0.4844 

98 62 0.4844 34 0.5313 

99 60 0.4688 32 0.5000 

100 61 0.4766 35 0.5469 

101 58 0.4531 31 0.4844 

102 55 0.4297 28 0.4375 

103 58 0.4531 31 0.4844 

104 60 0.4688 35 0.5469 

105 67 0.5234 29 0.4531 

106 50 0.3906 39 0.6094 

107 64 0.5000 32 0.5000 

108 68 0.5313 34 0.5313 

109 64 0.5000 38 0.5938 

110 63 0.4922 30 0.4688 

111 69 0.5391 29 0.4531 

112 68 0.5313 31 0.4844 

113 60 0.4688 35 0.5469 

114 67 0.5234 33 0.5156 

115 58 0.4531 31 0.4844 

116 61 0.4766 28 0.4375 

117 60 0.4688 25 0.3906 

118 62 0.4844 34 0.5313 
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119 65 0.5078 36 0.5625 

120 61 0.4766 36 0.5625 

121 64 0.5000 35 0.5469 

122 67 0.5234 42 0.6563 

123 69 0.5391 36 0.5625 

124 59 0.4609 31 0.4844 

125 66 0.5156 35 0.5469 

126 62 0.4844 33 0.5156 

127 56 0.4375 33 0.5156 

128 56 0.4375 31 0.4844 

From the results shown in Table 6.3, it can be noted that a one-bit change in the input 

causes a change on approximately half of the output bits in the third round in both 

algorithms. The average change of bits in RAF and BA are 0.4926 and 0.5098, 

respectively, which means that the avalanche text for both algorithms is rated “good” 

for the third round. 
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Table 6.4 

Avalanche text for both algorithms in the ciphertext 

No  
of 

Seq. 

Differe
nt bits 

number 

(RAF) 

Ratio 
(RAF ) 

Different 
bits  

Number 

(BA) 

Ratio 
(BA) 

No 
of 

Seq. 

Different 
bits 

Number 

(RAF) 

Ratio 
(RAF) 

Different 
bits  

number 

(BA) 

Ratio 

(BA) 

1 60 0.4688 27 0.4219 39 66 0.5156 35 0.5469 

2 54 0.4219 41 0.6406 40 67 0.5234 30 0.4688 

3 68 0.5313 34 0.5313 41 70 0.5469 31 0.4844 

4 59 0.4609 31 0.4844 42 75 0.5859 28 0.4375 

5 64 0.5000 32 0.5000 43 64 0.5000 34 0.5313 

6 64 0.5000 28 0.4375 44 60 0.4688 31 0.4844 

7 68 0.5313 33 0.5156 45 63 0.4922 27 0.4219 

8 64 0.5000 34 0.5313 46 61 0.4766 31 0.4844 

9 57 0.4453 26 0.4063 47 64 0.5000 26 0.4063 

10 59 0.4609 39 0.6094 48 65 0.5078 27 0.4219 

11 66 0.5156 24 0.3750 49 54 0.4219 37 0.5781 

12 55 0.4297 35 0.5469 50 64 0.5000 38 0.5938 

13 64 0.5000 32 0.5000 51 60 0.4688 34 0.5313 

14 59 0.4609 28 0.4375 52 66 0.5156 27 0.4219 

15 62 0.4844 38 0.5938 53 55 0.4297 30 0.4688 

16 70 0.5469 27 0.4219 54 62 0.4844 34 0.5313 

17 67 0.5234 28 0.4375 55 63 0.4922 29 0.4531 

18 55 0.4297 35 0.5469 56 62 0.4844 30 0.4688 

19 63 0.4922 32 0.5000 57 62 0.4844 33 0.5156 

20 67 0.5234 28 0.4375 58 69 0.5391 31 0.4844 

21 67 0.5234 29 0.4531 59 63 0.4922 29 0.4531 

22 69 0.5391 38 0.5938 60 65 0.5078 31 0.4844 

23 61 0.4766 33 0.5156 61 74 0.5781 41 0.6406 

24 67 0.5234 36 0.5625 62 62 0.4844 34 0.5313 

25 66 0.5156 31 0.4844 63 67 0.5234 28 0.4375 

26 62 0.4844 24 0.3750 64 60 0.4688 33 0.5156 

27 65 0.5078 33 0.5156 65 73 0.5703 27 0.4219 

28 64 0.5000 29 0.4531 66 65 0.5078 32 0.5000 

29 68 0.5313 34 0.5313 67 67 0.5234 28 0.4375 

30 63 0.4922 36 0.5625 68 67 0.5234 26 0.4063 

31 61 0.4766 35 0.5469 69 58 0.4531 36 0.5625 

32 71 0.5547 32 0.5000 70 69 0.5391 35 0.5469 

33 61 0.4766 31 0.4844 71 59 0.4609 29 0.4531 

34 57 0.4453 33 0.5156 72 56 0.4375 30 0.4688 

35 69 0.5391 30 0.4688 73 64 0.5000 27 0.4219 

36 72 0.5625 27 0.4219 74 56 0.4375 33 0.5156 

37 60 0.4688 28 0.4375 75 58 0.4531 34 0.5313 

38 67 0.5234 37 0.5781 76 62 0.4844 30 0.4688 
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No  of Seq. Different bits 

 Number (RAF) 

Ratio 

 (RAF ) 

Different  bits  

Number (BA) 

Ratio 

(BA) 

77 78 0.6094 30 0.4688 

78 66 0.5156 33 0.5156 

79 67 0.5234 32 0.5000 

80 68 0.5313 36 0.5625 

81 64 0.5000 36 0.5625 

82 68 0.5313 25 0.3906 

83 66 0.5156 40 0.6250 

84 55 0.4297 31 0.4844 

85 54 0.4219 30 0.4688 

86 56 0.4375 31 0.4844 

87 61 0.4766 32 0.5000 

88 65 0.5078 30 0.4688 

89 60 0.4688 35 0.5469 

90 65 0.5078 33 0.5156 

91 71 0.5547 33 0.5156 

92 67 0.5234 40 0.6250 

93 63 0.4922 23 0.3594 

94 70 0.5469 34 0.5313 

95 61 0.4766 30 0.4688 

96 63 0.4922 31 0.4844 

97 54 0.4219 37 0.5781 

98 60 0.4688 30 0.4688 

99 64 0.5000 29 0.4531 

100 67 0.5234 32 0.5000 

101 53 0.4141 30 0.4688 

102 66 0.5156 36 0.5625 

103 73 0.5703 29 0.4531 

104 63 0.4922 36 0.5625 

105 64 0.5000 30 0.4688 

106 63 0.4922 39 0.6094 

107 62 0.4844 26 0.4063 

108 70 0.5469 34 0.5313 

109 71 0.5547 31 0.4844 

110 65 0.5078 37 0.5781 

111 55 0.4297 36 0.5625 

112 49 0.3828 29 0.4531 

113 63 0.4922 35 0.5469 

114 61 0.4766 26 0.4063 

115 57 0.4453 31 0.4844 

116 58 0.4531 29 0.4531 

117 61 0.4766 34 0.5313 

118 56 0.4375 28 0.4375 

119 60 0.4688 38 0.5938 
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From the results shown in Table 6.4, it can be noted that a one-bit change in the input 

causes a change on approximately half of the output bits in ciphertext in both 

algorithms. The average change of bits in RAF and BA are 0.4950 and 0.4972, 

respectively, which means that the avalanche text for both algorithms is rated “good” 

for the ciphertext. 

From all the results presented above, it can be observed that the avalanche text of 

RAF is almost similar to that of BA. Moreover, the avalanche text for both algorithms 

is rated as “good” from the second round. 

Figures 6.21 to 6.24 illustrate the results of avalanche text in both algorithms from the 

first to the third rounds, as well as in the ciphertext.  

 

 

120 63 0.4922 26 0.4063 

121 65 0.5078 35 0.5469 

122 59 0.4609 32 0.5000 

123 66 0.5156 35 0.5469 

124 65 0.5078 36 0.5625 

125 62 0.4844 34 0.5313 

126 61 0.4766 30 0.4688 

127 63 0.4922 36 0.5625 

128 71 0.5547 28 0.4375 
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Figure 6.21. Results of the avalanche text of both algorithms for the first round 

 

Figure 6.22. Results of the avalanche text of both algorithms for the second round 

 
 

Figure 6.23. Results of the avalanche text of both algorithms for the third round 
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Figure 6.24. Results of the avalanche text of both algorithms for the ciphertext 

6.3.2 Empirical Results and Analysis on Correlation Coefficient 

 From the results in Table 6.5, it can be noted that 87 values of the correlation 

coefficient in RAF approximates to zero, indicating a prefect non-linear relationship 

between  plaintext and ciphertext. However, 41 values are greater than 0.1 and less 

than 0.3, as well as less than -0.1 and greater than -0.3, thereby indicating a weak 

linear positive or linear negative relationship. In BA, 80 values approximate to zero 

which is an indication of a non-linear relationship between the input and the output. 

One value (-0.3974) indicates a moderate negative linear relationship. However, 47 

values are greater than 0.1 and less than 0.3, as well as less than -0.1 and greater than 

-0.3. This category indicates a weak positive or weak negative linear relationship. 

Despite these, both algorithms show good non-linear relationships, although the RAF 

shows better-impact non-linear relationships than the BA. Figure 6.25 illustrates the 

correlation results for both algorithms. 
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Figure 6.25. Results of correlation of both algorithms 
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Table 6.5 

Correlation Coefficient between plaintext and ciphertext in both algorithms 

No of seq. 

 

RAF BA Sequence 

Number 

RAF  BA 

1 -0.029 0.1758 40 -0.0313 -0.1815 

2 0.1998 0.0667 41 -0.0306 0.0636 

3 -0.0781 0.1268 42 0.1106 0.0518 

4 -0.0297 -0.0552 43 0.0277 -0.1177 

5 -0.0201 -0.0658 44 0.0614 0.0355 

6 0.0315 -0.1534 45 0.0809 -0.2136 

7 -0.0928 -0.2333 46 0.0688 -0.0571 

8 0.0854 -0.1536 47 0.1381 0.0949 

9 -0.002 -0.0029 48 -0.0029 -0.0542 

10 -0.0972 -0.0029 49 0.0156 -0.1569 

11 0.0618 -0.0010 50 0.0495 -0.0120 

12 -0.035 0.0518 51 -0.1491 -0.0499 

13 0.1222 0.1316 52 -0.032 -0.0626 

14 -0.0201 0.1068 53 0.1869 0.0616 

15 0.1776 0.0625 54 -0.1216 0.0373 

16 -0.1851 0.1554 55 -0.1216 -0.0316 

17 0.0729 -0.1850 56 0.0285 -0.0977 

18 0.0652 0.0294 57 0.0573 0.0390 

19 -0.0893 -0.0104 58 0.0181 0.2505 

20 0.0573 0.0518 59 -0.1083 -0.0316 

21 0.0639 0.1631 60 0.0591 0.0626 

22 0.0166 0.0325 61 -0.0237 -0.1420 

23 0.1251 -0.0070 62 -0.1209 0.2197 

24 0.0609 0.0920 63 0.1738 0.1150 

25 0.1171 0.1700 64 0.1588 0.0159 

26 -0.1122 -0.1003 65 -0.0834 -0.1914 

27 -0.0262 -0.1962 66 0.0373 -0.0373 

28 -0.0171 0.0985 67 -0.0366 -0.0333 

29 -0.0918 -0.0143 68 -0.0129 -0.1250 

30 -0.0739 0.0089 69 0.0157 -0.1563 

31 0.0646 -0.0211 70 -0.00098 -0.0079 

32 0.202 0.1002 71 -0.1805 -0.0378 

33 -0.08 0.1563 72 0.0314 0.1395 

34 -0.032 0.0049 73 -0.0628 0.1486 

35 -0.0807 -0.0885 74 -0.0417 -0.1794 

36 0.0012 0.0635 75 0.0821 -0.0630 

37 -0.0388 0.0218 76 0.0507 -0.0882 

38 0.0142 0.0479 77 -0.1266 0.0316 

39 -0.0929 0.0049 78 0.1513 0.0314 
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79 -0.0612 -0.1291 104 0.1083 -0.0499 

80 -0.0753 -0.0906 105 0.1216 -0.1378 

81 0.1034 0.0373 106 0.1408 0.1395 

82 0.0499 0.0959 107 -0.1034 -0.0686 

83 0.0476 -0.0499 108 0.111 -0.1252 

84 -0.0089 0.1651 109 -0.0787 -0.0852 

85 -0.047 -0.0313 110 -0.1248 0.2471 

86 0.1256 -0.0891 111 0.0606 -0.1183 

87 -0.167 -0.1467 112 -0.1692 0.0373 

88 -0.1287 -0.1252 113 0.0455 -0.0854 

89 0.0315 -0.3974 114 -0.0511 0.0518 

90 -0.0797 0.2520 115 0.1423 0.0039 

91 0.1196 0.1420 116 0.000244 0.1532 

92 -0.0518 0.0333 117 0.0807 0.0949 

93 -0.0127 0.1227 118 -0.105 0.0198 

94 -0.0156 -0.0010 119 -0.0249 0.0499 

95 -0.0628 0.0256 120 -0.0422 -0.0218 

96 -0.0752 -0.0404 121 0.0821 -0.1227 

97 -0.1985 0.0294 122 -0.0648 0.0683 

98 -0.032 0.0888 123 0.0578 0.0313 

99 -0.0127 0.0938 124 0.0825 -0.1479 

100 0.178 -0.0120 125 0.0784 0.1268 

101 -0.2189 0.0333 126 0.1002 0.0885 

102 -0.0161 0.0920 127 0.1398 0.0401 

103 0.0253 -0.2633 128 0.1086 -0.1569 

6.4 Cryptanalysis 

This section presents the explanation on the resistance of RAF on differential, linear, 

and short attacks. 

6.4.1 Differential and Linear Attacks   

The use of dynamic 3D S-Box and dynamic P-Box is a significant feature of the RAF. 

The dynamic 3D S-Box and dynamic P-Box protect the algorithm against differential 

and linear cryptanalysis. The specific properties of the dynamic 3D S-Box, 

specifically the structure that is completely unknown to the cryptanalyst, assist and 

support the RAF for it to remain resistant against attacks. The dynamic P-Box, 
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meanwhile, is introduced to provide security and protection to the output of the 3D S-

Box. Together, these two components frustrate all linear and differential trails. The 

3D S-Box in RAF is not only dynamic but also changeable in every round with every 

block of plaintext, such that in encryption one block of plaintext, forty dynamic 3D S-

Boxes are generated. This means that the 3D S-Box is not a fixed entity, and any 

attempts to construct iterative linear or differential relations between rounds such as 

the previous attacks on the original algorithm BA in (Vaudenay, 1995; Nakahara, 

2007) lead to frustrations. 

6.4.2 Short Attack 

 Shortcut attack is the trial disclosure of the cryptographic design‟s internal structure 

(Hosseinkhani & Javadi, 2012; Ritter, 1991; Zhang & Chen, 2008; Krishnamurthy & 

Ramaswamy, 2009; Elkamchouchi & Elshafee, 2003; Ritter, 1990). The RAF is 

resistant to existing shortcut attacks which try to recover the specific internal structure 

of the cipher. The 3D S-Box in RAF has  4 x 8 x 8 entries with probability of 

repeating some of the elements. A cryptanalyst wanting to decode the RAF needs to 

generate all possible 3D S-Box and P-Box values, which is an almost impossible task 

because the cryptanalysis must attempt all possible cases
2

)2( nn with each section of 

3D S-Box. Moreover, four sections are present in 3D S-Box of RAF; therefore, the 

cryptanalyst must attempt all possible cases
32 44 2))2(( nnn  where n is 8. Each of the 

ten rounds has four different 3D S-Boxes, thereby creating a total of 40 different 3D 

S-Box for RAF. This means that the cryptanalyst's must try a total of 1044 ))2(((
3n  

times the first block, and because the 3D S-Box in RAF changes with each encryption 

process of the plaintext block, the cryptanalyst must try again the same computation 
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1044 ))2(((
3n  that equals to 2

81920 
for every block of plaintext. In other words, if there 

are five blocks of plaintext, the cryptanalysis must perform five times of 2
81920

. 

Moreover, one dynamic P-Box in every round had 2
6
! possibilities. For 10 rounds, 

therefore, 10 dynamic P-Boxes with possibility (2
6
!)

10 
for just one block of plaintext 

exist, thereby making the RAF a very secure algorithm. Attackers, therefore, would 

pay a higher more price. By contrast, S-Boxes of BA with entries 0...255 force the 

attacker to try (2
32

)
256 

for each S-Box, and because BA has four S-Boxes, the attacker 

has to try out ((2
32

)
256

)
4 

times
 
that equal 2

32768
. From this analysis, it can be concluded 

that RAF is more secure than BA. 

6.5 Computation Efficiency 

This section presents the computation efficiency of RAF and BA. 

6.5.1 RAF 

RAF consists of one main component (CCSDPB) and two subcomponents (dynamic 

3D S-Box and dynamic P-box). Dynamic 3D S-Box has two procedures byte 

relocations and byte transformation. Byte relocation has four procedures (D0, D1, D2, 

and D3). Therefore, the computation efficiency of RAF includes the computation 

efficiency of byte relocations, byte transformation, dynamic P-Box, and new F-

Function. The following shows the computation made: 

i.  Byte relocation 

The computation efficiency for byte relocation is  

O(D0)=225 operations 

O (D1)=73 operations 
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O (D2)=81 

O (D3)=69 
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The computation efficiency of byte relocate takes the largest computation efficiency 

that is 1830. Where i represents an account of the round and D0, D1, D2, D3 is 

conducted in round 0 to 3 respectively. The details of this computation are presented 

in Appendix D. 

ii.  Byte transformation 

Byte transformation has three transformations T8, T4, T6.  The computation 

efficiency of these transformations is as follows: 

O (Byte Transformation)={

1                             𝑗1  1…     
                               𝑗1   …      
11                           𝑗1   …      

 

 

The computation efficiency of Byte Transformation takes the largest computation 

efficiency that is 1424. The details of this computation are presented in Appendix D.  

iii. Dynamic P-BOX 

The computation efficiency of Dynamic P-Box is O (dynamic P_Box) = 322. The 

details of this computation are presented in Appendix D. 

iv. New F-Function 

The computation efficiency of F-Funcion takes the largest computation efficiency of 

its parts that is 6934  in Round 0.  
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Therefore, the computation effeciency of RAF is O (RAF)= 69593. This means that O 

(RAF) is constant time O(1). The details of this computation are presented in 

Appendix D.  

6.5.2 Blowfish Algorithm (BA) 

BA consists of one main component, F-Function. The computation efficiency of BA 

includes the computation efficiency of F-Function. The following shows the 

computation made: 

i. F-Function 

The computation efficiency of F-Function is O (F-Function) = 9. Therefore, the 

computation efficiency of BA is O (BA) = 230. This means that the computation 

efficiency of BA is constant time = O (1). 

From the above results, it can be observed RAF requires higher number of operations 

than BA. However, both algorithms require constant time. The details of this 

computation are presented in Appendix D. Table 6.6 shows the summary of the 

computation efficiency of RAF and BA. 
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 Table 6.6  

Summary of the Computation Efficiency of RAF and BA. 

Name of the algorithms 
Components 

RAF 

Byte Relocation 

No. of rounds 
Computation Efficiency 

(no. of operations) 

Round 0 
1830 

Round 1 
614 

Round 2 
677 

Round 3 
582 

Byte Transformation 

Computation Efficiency 

 round(0 to 9) 

1424 

Dynamic P-Box 

Computation Efficiency 

 round(0 to 9) 

322 

F-Function(CCSDPB) 

Computation Efficiency 

round 0 

6934 

RAF 

Computation Efficiency 

round(0 to 9) 

69593 

BA 

F-Function 

Computation Efficiency 

round 0 

9 

BA 

Computation Efficiency 

round(0 to 15) 
230 

6.6 Results of Comparison on RAF with other Cryptographic Algorithms 

This section presents results of  RAF as compared to Mars, RC6, Rijndael, Serpent, 

and Twofish in terms of randomness using the Low Density Plaintext dataset. 
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Figures 6.26 to 6.35 illustrate the results on Low Density Plaintext data set for every 

round. 

 
 

Figure 6.26. Results of Low Density Plaintext for Round 1 in RAF 

 

 
 

Figure 6.27. Results of Low Density Plaintext for Round 2 in RAF 
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Figure 6.28. Results of Low Density Plaintext for Round 3 in RAF 

 

 
 

Figure 6.29. Results of Low Density Plaintext for Round 4 in RAF 
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Figure 6.30. Results of Low Density Plaintext for Round 5 in RAF 

 

 
 

Figure 6.31. Results of Low Density Plaintext for Round 6 in RAF 
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Figure 6.32. Results of Low Density Plaintext for Round 7 in RAF 

 

 
 

Figure 6.33. Results of Low Density Plaintext for Round 8 in RAF 
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Figure 6.34. Results of Low Density Plaintext for Round 9 in RAF 

 

 
 

Figure 6.35. Results of Low Density Plaintext for Round 10 in RAF 

Results from Figure 6.26 to Figure 6.35 show that the output of RAF is random at the 

end of the first round on this type of data.  This is because the majority of the 188 

statistical tests show percentage values greater than 96%.  

Table 6.7 shows the comparison of randomness test for RAF with Mars, RC6, 

Rijndael, Serpent, and Twofish cryptographic algorithms. 
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Table 6.7 

Comparison Randomness of RAF with finalist of AES  

 

The second column in Table 6.7 indicates that to the round number that output of the 

algorithm is random. It can be seen that Mars achieves random at round 1, RC6 at 

round 4, Rijndael at round 3, Serpent at round 4, Twofish at round 2, and RAF at 

round 1. This show that Mars and RAF  are secure.  

However, RAF is better than Mars as it has a dynamic 3D S-Box that varies in every 

round with every block. Thus RAF is secured better than others algorithms in table 

6.7. 

6.7 Summary  

This chapter presents results of  Phase 3 (Stage 2 and Stage 3) from the methodology. 

These include results on NIST statistical test, correlation coefficient, avalanche text, 

and cryptanalysis (linear, differential, and short attacks), and computation efficiency, 

and comparison of RAF with other cryptographic algorithms. 

Algorithm Round, where randomness is evident 

Mars 1 

RC6 4 

Rijndael 3 

Serpent 4 

Twofish 2 

RAF 1 
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CHAPTER SEVEN 

CONCLUSION 

7.1 General Discussion 

The research addressed the limitation of the original BA which utilizes a large 

memory (up to 4,096 bytes), is unsuitable for small devices with limited memory, is 

incompatible with image and text files having large strings of identical bytes, and 

with output encrypted files not comprehensively tested for randomness.  

In general, the main aim is to design a new cryptography algorithm based on the BA.  

The new cryptographic algorithm should satisfy these important requirements: reduce 

memory requirements of S-Boxes and enhance security by increasing randomness of 

the outputs and the resistance of the algorithm against attacks. To come up with the 

new algorithm, these specific objectives should be achieved: generating multi secret 

keys; designing a dynamic 3D S-Box; generating dynamic P-Box; and developing a 

new F-Function. The strength of the new algorithm was evaluated through 

verification of dynamic 3D S-Box and RAF output.   

The methodology of this research study comprised of three phases: RAF design, RAF 

implementation, and RAF verification. In the first phase (RAF design), the activities 

included designing the dynamic 3D S-Box, designing the dynamic P-Box, and 

developing a new F-Function (CCSDPB). The second phase (RAF implementation) 

included performing key expansion and performing data encryption and data 



 

206 

 

decryption. Finally, the third phase (RAF verification) verified the RAF strength by 

performing verifications on the 3D S-Box and the RAF output. 

7.2 Research achievement 

All the study objectives have been successfully achieved, as summarized below. 

 Objective 1: To design a dynamic 3D S-Box   

 Two algorithms of byte permutation corresponding to the transformation in the right 

cylinder have been suggested. The execution of this objective produced dynamic 3D 

S-Box that varied in every round with every block of plaintext; results were presented 

in Chapter 4. The 3D S-Box was also verified to ensure that all components work 

well; results for this part were presented in Chapter 5. 

 Objective 2: To generate multi secret keys during the encryption process using 

random function.  

Five sets of random number that were used as secret keys to permute the values of 3D 

S-Box were produced. Results were shown in Chapter 4. 

 Objective 3: To design dynamic P-Box. 

Dynamic P-Box was successfully developed. The dynamic P-Box is varied in every 

round with every block of plaintext. The algorithm and the execution results were 

presented in Chapter 4. 
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 Objective 4: To design a new F-Function (CCSDPB) 

A new round function was developed. The algorithm and the execution results were 

presented in Chapter 4. 

Objective 5:  To determine the computational efficiency for the enhanced BA. 

Computational efficiency for an enhanced BA is done in Chapter 6 and Appendix D. 

7.3 Contributions  

The study contributed the following: 

 A 3D S-Box design that incorporates the CCS 

The research used CCS to render one dynamic 3D S-Box with 256 bytes. In the 

original BA, four 1D S-Box were used and led to the utilization of large memory 

space. This was unsuitable for limited-memory applications. However, the dynamic 

3D S-Box design in this study is able to cater for the needs of small applications.  

 A dynamic 3D S-Box design by employing two procedures of byte permutation 

based on multi secret keys  

Two procedures were used to permute the values of one 3D S-Box so it occupies less 

memory space, such that every quarter (16-bit) are substituted into 16-bit from the 

same S-Box (3D S-Box) after applying byte permutation. The original BA occupies 

larger memory space because the algorithm allocates one S-Box for every quarter (8-

bit). Thus, the use of dynamic 3D S-Box reduces the need for a large memory space. 
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From the evaluation of the S-Boxes in both algorithms, it can be concluded that the 

3D S-Box in RAF is more secure than the S-Boxes in BA because 3D S-Box in RAF 

satisfies AVAL, SAC, and BIC with maximum error values of 0.0566, 0.2813, and 

0.2698 respectively. By contrast, the S-Boxes in BA satisfy AVAL, SAC, and BIC 

with maximum error values of 0.0518, 0.3594, and 0.4725 respectively. Both 3D S-

Box in RAF and the S-Boxes in BA are approximately the same in satisfying the 

AVAL. However, the 3D S-Box in RAF satisfy SAC and BIC more effectively than 

the S-Boxes in BA, thereby showing that the dynamic 3D S-Box in RAF is more 

secure than the S-Box in BA. Moreover, the entropy of the encryption keys does not 

affect the security of S-Boxes in both algorithms. 

From the results of correlation coefficient for 3D S-Box in RAF, it can be concluded 

that the 3D S-Box has high non-linearity and randomness of plaintext and encryption 

keys that do not affect the security of 3D S-Box. 

 A dynamic P-Box design to permute the output of 3D S-Box 

The dynamic P-Box developed to break the byte level of 3D S-Box down to bit level 

thereby giving additional security to the outputs of the 3D S-Box. 

 Multi secret keys generation during encryption process using random function 

The study was able to generate five different sets of secret keys from the random 

function. The seed of random function includes some variables, one of which is the 

sequence of block plaintext which leads to the generation of different seed values and 
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the production of a many random secret keys. This increases the randomness of the 

algorithm and further increases the level of security. 

 A new F- function (CCSDPB) 

The CCSDPB function was developed based on the dynamic P-Box and the dynamic 

3D S-Box. In previous works, F-Function in BA contained four dynamic S-Boxes 

which are fixed in every round, thereby leading to some successful trials of attacks. 

While such attacks fail in RAF because dynamic of S-Box in the original algorithm 

(BA) is improved. 3D S-Box in RAF varies in every round. Also RAF resists to 

existing short attacks that try to recover the specific internal structure of the cipher. 

The cryptanalyst, therefore, needs to try 2
81920 

times for every block because the RAF 

that has one dynamic P-Box in every round. This means that there is the possibility of 

(2
6
!)

10 
attempts for every block, thereby making the RAF secure such that attackers 

would have to pay more in terms of costs rather than brute attack. On the other hand, 

S-Boxes in BA have entries 0...255 and four S-Boxes also, thereby leading the 

attacker to try as many as 2
32768

 times. In all, it can be concluded that the RAF is more 

secure than the BA. 

The avalanche text of RAF are 0.4912, 0.4926, and 0.4950 for the second, third 

rounds and ciphertext, respectively, whereas the avalanche texts of BA are 0.5110, 

0.5098, and 0.4972 in the second, third rounds and ciphertext, respectively. It is worth 

noting that the avalanche text of RAF approximates the same avalanche text in BA in 

these rounds. However, the avalanche text of the first round of both algorithms (RAF 

and BA) is 0.2555 and 0.2690, respectively. From the results, it can be concluded that 
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the two algorithms gave good avalanche texts from the second round, and that RAF 

has better impact of the non-linear relations than BA. 

In terms of randomness, RAF when compared with MARS, RC6, Rijndael, Serpent, 

and Twofish shows better results. This means RAF is more secured. 

7.4 Limitation 

The study has been done to address the memory and security problems. Speed has not 

been addressed. This will be the future project. 

7.5 Recommendations for Future Work 

In concluding this study, several recommendations for future work is extended. Even 

though this research has shown that the proposed algorithm is able to reduce memory 

space and enhance the security level of BA, further research needs to be done to 

enhance or support the proposed algorithm.  Among the suggestions are the 

following:   

 Analysis of RAF performance based on speed, throughput, and power 

consumption, after which its performance can be compared with other algorithms 

of various platforms;  

  Implementation and evaluation of the characteristic criteria of RAF, such as 

flexibility, hardware, software suitability, and algorithm simplicity; 

 Development of a new procedure based on key-dependence for the generation of 

S-Box and P-array; 

 Application of another geometric shape (such as hypercube) to design a new 5D S-

Box 
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