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Abstrak

Penggunaan Internet dalam konteks kontemporari berkembang pesat terutamanya un-
tuk tujuan paparan maklumat. Ini disebabkan oleh kemunculan ‘Information-Centric
Networking’ (ICN) dalam domain yang lebih luas iaitu akademik dan industri. ‘Na-
med Data Network (NDN)’ adalah hasil daripada ICN. Di samping itu, NDN diu-
tamakan sebagai seni bina untuk trafik video yang lancar diantara permintaan dan
penerima video dalam talian. Penyelidikan ringkas ini mengenal pasti isu semasa
yang menyebabkan kesesakan di beban kerja ‘Video on Demand’ (VoD) yang ber-
punca daripada penyimpanan kerap objek kandungan dalam repositori tempatan, yang
membawa kepada masalah penampanan dan kehilangan paket data. Kajian itu ak-
an menilai teknik cache NDN untuk memilih teknik penggantian cache yang lebih
sesuai untuk menangani isu-isu kesesakan, dan menilai prestasinya. Untuk demiki-
an, kajian semasa menggunakan proses penyelidikan berdasarkan ‘Design Research
Methodology’ (DRM) dan pendekatan VoD untuk menerangkan aktiviti-aktiviti uta-
ma yang menghasilkan peningkatan dalam hasil akhir penyelidikan. Kumpulan data,
serta topologi rangkaian Internet2 dan statistik tontonan video telah dikumpulkan da-
ri platform PPTV. Sebanyak 221 pelayan disambungkan kepada rangkaian dari pusat
akses yang sama seperti dalam penggunaan sebenar PPTV. Di samping itu, NS3 meng-
analisa prestasi metrik teknik penggantian caching (LRU, LFU dan FIFO) untuk VoD
dalam ‘Named Data Network’ (NDN) dari segi nisbah hit cache, pemprosesan, dan
keputusan beban pelayan dalam hasil yang munasabah yang muncul berkhidmat seba-
gai pengganti yang berpotensi dengan pelaksanaan topologi semasa Internet2, di mana
nod diedarkan secara rawak. Berdasarkan keputusan, teknik LFU memberikan hasil
yang lebih baik untuk kesesakan di antara teknik-teknik lain yang dibentangkan. Akhir
sekali, kajian ini mendapati bahawa prestasi metric nisbah cache, kendalian, dan beban
pelayan untuk LFU menghasilkan kadar kesesakan yang paling rendah dan mencuku-
pi. Justeru, penyelidik membuat kesimpulan bahawa kecekapan teknik penggantian
yang berbeza perlu juga disiasat untuk memberikan pandangan serta idea untuk me-
laksanakan teknik-teknik ini dalam konteks tertentu. Walau bagaimanapun, keputusan
ini memenuhi pemahaman semasa untuk teknik penggantian saiz cache yang berbeza.
Setelah teknik penggantian yang berbeza diaplikasikan dan diperiksa, ciri-ciri presta-
si dan prestasi jangkaan juga didapati merangsang model cache untuk berjalan cepat
merentasi pelbagai aplikasi terbenam.

Kata-kunci: Information-Centric Networking (ICN), Named Data Network (NDN),
Video on Demand (VoD), Congestion, Caching Replacement Techniques
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Abstract

The rapid growing use of the Internet in the contemporary context is mainly for content
distribution. This is derived primarily due to the emergence of Information-Centric
Networking (ICN) in the wider domains of academia and industry. Named Data Net-
work (NDN) is one of ICN architectures. In addition, the NDN has been emphasized as
the video traffic architecture that ensures smooth communication between the request
and receiver of online video. The concise research problem of the current study is the
issue of congestion in Video on Demand (VoD) workload caused by frequent storing of
signed content object in the local repositories, which leads to buffering problems and
data packet loss. The study will assess the NDN cache techniques to select the prefer-
able cache replacement technique suitable for dealing with the congestion issues, and
evaluate its performance. To do that, the current study adopts a research process based
on the Design Research Methodology (DRM) and VoD approach in order to explain
the main activities that produced an increase in the expected findings at the end of the
activities or research. Datasets, as well as Internet2 network topology and the statistics
of video views were gathered from the PPTV platform. Actually, a total of 221 servers
is connected to the network from the same access points as in the real deployment
of PPTV. In addition, an NS3 analysis the performance metrics of caching replace-
ment technique (LRU, LFU, and FIFO) for VoD in Named Data Network (NDN) in
terms of cache hit ratio, throughput, and server load results in reasonable outcomes
that appears to serve as a potential replacement with the current implementation of
the Internet2 topology, where nodes are distributed randomly. Based on the results,
LFU technique gives the preferable result for congestion from among the presented
techniques. Finally, the research finds that the performance metrics of cache hit ratio,
throughput, and server load for the LFU that produces the lowest congestion rate which
is sufficient. Therefore, the researcher concluded that the efficiency of the different re-
placement techniques needs to be well investigated in order to provide the insights
necessary to implement these techniques in certain context. However, this result en-
riches the current understanding of replacement techniques in handling different cache
sizes. After having addressed the different replacement techniques and examined their
performances, the performance characteristics along with their expected performance
were also found to stimulate a cache model for providing a relatively fast running time
of across a broad range of embedded applications.

Keywords: Information-Centric Networking (ICN), Named Data Network (NDN),
Video on Demand (VoD), Congestion, Caching Replacement Techniques
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CHAPTER ONE

INTRODUCTION

This chapter provides an overview of this study. It includes a brief introduction

of Named Data Networking (NDN) technique and its application such as Video-on-

Demand. Besides, the chapter contains the research problem and the research ques-

tions which are in line with the research objectives. The scope and significance of this

research is also explained in this chapter.

1.1 Background of the Study

Named Data Networking (NDN) has been identified as the communication architec-

ture used in an Internet video storage. It gives high priority to the data which in-

clude videos. The NDN architecture is basically comprised of communication units as

shown in Figure 1.1 as interest packet and data packet [1].

Figure 1.1: Data Flow in NDN Architecture [1]

The interest packet is one of the communication units in NDN sent upon the request

of consumers of data or video steaming, while the data packet is protected by a cryp-

tographic signature giving most integrity of the data video source from the cache.
1



Therefore, the interest packet carries a selector field to indicate instances in case there

are multiple data to satisfy the interest packet [1, 6]. On the other hand, the data

packet, basically satisfies the interest packet since the interest packet has carried the

prefix name of the data [6].

In addition, the notable Internet architecture, such as TCP/IP, provides IP addresses

to the host and thus, projects Internet as a point-to-point communication system [1].

NDN has been referred to as the Internet architecture that provides benefits over

TCP/IP due to its ability to give a venue to content distribution (such as video stream-

ing) to reach the designated destination successfully [2]. NDN ensures that consumers

retrieve data content through the use of specified hierarchical data names [1, 2] as

shown in Figure 1.2. This implies that NDN architecture is capable of representing

future Internet architecture so as to ensure accuracy and prompt delivery of online

content distribution.

Figure 1.2: Video Content Streaming with Specified Hierarchical Data Name [2]

Furthermore, the NDN-video protocol is comprised of two participants, publisher and

consumer, while the streaming processes are through one-to-many [2]. The NDN-

2



video architecture ensures that a publisher publishes or releases, data which is received

or used by many consumers, thus, leading to the workload of the cache or storage.

Besides, the operation of NDN architecture in the cache provides the data consumer’s

ability to release interest packets or request that bears an assigned name of the expected

contents [1, 2].

Over the recent years, Video-on-Demand (VoD) has become a rapidly popular service

in the Internet. However, it is an expensive service due to its high bandwidth require-

ments and high number of requests. Internet on-demand video traffic has been rapidly

growing while on-demand video streaming or VoD has become extremely popular in

the Internet. For example, YouTube is a video-sharing service that streams its videos

to users on demand with about 20 million views per day and a total viewing time of

over 10,000 years to date. Other examples of major Internet VoD publishers are MSN

Video, Yahoo video, Google Video, and CNN. Most of the VoD services streamed over

the Internet is encoded in the range of 200-400 kbps for which video publishers are

typically charged at 0.1 to 1.0 cents per video minute by ISPs (or CDNs) [7]. YouTube

itself pays over 1 million dollars a month for its bandwidth expenses, whereas MSN

VoD has a billing rate corresponding to 2.20 Gbps [8]. With the explosive increase

of higher quality video demands up to 3 Mbps or more, these costs are expected to

further go up. This causes considerably serious challenges of deploying VoD services

at large scale as mentioned below [9]:

• The enormity of the video catalog size makes a content providers’ effort to replicate

the video library in different locations totally wasteful and non-scalable.

• Higher video quality requires efficient utilization of network bandwidth resources

which is very expensive.

3



• The emergence of various device modalities demands design efficiency in systems

and techniques in order to cater to the requirements of users as well as device features.

1.2 Motivation

The rapidly growing use of the Internet in the contemporary context is mainly for

content distribution. This is derived primarily due to the emergence of Information-

Centric Networking (ICN) in the wider domains of academia and industry [10]. Its use

can be traced back in the 1960s and 1970s, when point-to-point paradigm of the Inter-

net was widely used in the beginning of computer networks. In the current context, the

Internet is mainly dominated by rich multimedia content. Being the forerunner of the

future Internet, ICN proposes a redesign of the network infrastructure built around the

content which is considered as a notable paradigm shift from the current sender-driven

point-to-point communication to a receiver-driven content distribution communica-

tion [11]. This new network architecture aims at resolving many issues of the current

Internet (such as content distribution efficiency, security, congestion, etc.) and thus

providing a better network communication to all.

The main platforms used for the Internet or online video streaming are linked to web

browser plug-in, game console, and TV. It is supported by the video streaming tech-

nique between providers and clients. Studies have found out that videos are sourced

from either the Internet or traditional way which requires completion before engaging

in playback, thus both ways are characterized with the traffic issue [12]. Previous stud-

ies have stressed that many of the Internet videos are encoded at different rates ranging

from 235Kb/secs standard definition to 5Mb/secs high definition [13, 14]. This em-

powers the Internet videos to be stored as separate files on the server and cause more

work for the storage cache. Sometimes, large storage by the Internet video streaming

experiences failure while users access it. This happens due to the workload (number

4



of different yet related entities) of VoD. VoD is a system which allows users to select

and watch video content when they choose to, rather than having to watch at a spe-

cific broadcast time. IPTV technology is often used to bring VoD to televisions and

personal computers [6].

1.3 Problem Statement

The NDN has been emphasized as the video traffic architecture that ensures smooth

communication between the request and receiver of online video [15]. Therefore,

it enables the cache storage to attend to several forms of request of online videos

simultaneously [6, 15].

In addition, researchers have stressed that the NDN is flexible and supports many of

encoding formats allowed by streamer which is a pipeline-based multimedia frame-

work [2]. Thus, it allows the publishers to obtain a signed content object from the

input video stream that could either be live or pre-recorded and stored in local reposito-

ries. However, immediate and frequently storing of signed content object into the local

repository has caused congestion of VoD due to the persistent workload [1, 16, 17].

Furthermore, frequent congestion in VoD workload leads to buffering of request con-

tent, especially in the Internet video request [17]. Ideally, handling of large data of

video is controlled by the inner layer which prompts the information needed to allow

the compatibility of NDN-video with frame rate codes and ensure buffer playback.

But multiple buffering of request videos leads to data packet loss due to the conges-

tion in the cache storage network [1, 2, 15, 16, 17]. Therefore, it is important to further

improve the architecture used in Internet video streaming in order to deal with the con-

gestion issues that are further associated with buffering issues and data packet loss.
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The concise research problem of the current study is the issue of congestion in VoD

workload [1, 2, 16, 17] caused by frequent storing of signed content object in the

local repositories, which leads to buffering problems and data packet loss. The study

will assess the NDN cache techniques to select the best cache replacement technique

suitable for dealing with the congestion issues, and evaluate its performance.

1.4 Research Questions

The completeness of the current study will produce answers to the following research

questions:

i. What is the preferable NDN cache replacement technique that is suitable for im-

proving congestion during VoD workload?

ii. How can evaluate the performance of the replacement techniques for the NDN

cache to improve congestion during VoD workload?

1.5 Research Objectives

The objectives of the current study are:

1. To determine the preferable cache replacement technique that is suitable for improv-

ing congestion during VoD workload by assessing existing NDN cache replacement

techniques.

2. To evaluate the performance of the cache replacement technique of NDN during

VoD workload in terms of throughput, cache hit ratio and server load.
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1.6 Research Scope

This study is basically towards assessing the congestion in the NDN cache technique

used in the VoD workload. Studies have shown that viewership of video over the

Internet is increasing exponentially, while the content distribution of video data has

been distressed due to the data congestion [2, 15, 18]. Thus, it is required to assess the

NDN cache technique in order to stop the current long time buffering of data request

of Internet video caused by data congestion in the repository. The scope of research

for the current study is illustrated in Figure 1.3 below.

Figure 1.3: Scope of Research

As shown in Figure 1.3, the current study provides a broad outline of Information-

Centric Networking (ICN) and more specifically, the Named Data Networking (NDN)

technique. NDN is a communication architecture used for Internet video storage. Due

to video streaming happening on a large scale, the NDN architecture frequently faces

congestion issues during VoD workload which lead to buffering of the on-demand
7



Internet video requests. This further demands assessment of the NDN to sort out the

congestion problem by reducing it. The current study will assess the NDN architecture

to identify the causes of congestion. Relevant cache replacement techniques, such as

LRU, LFU, and FIFO, will be used to assess the NDN cache technique by executing

with four cache size (1GB, 10GB, 100GB, 1TB) in order to ensure eradication or

reduction of congestion during VoD workload. These cache replacement techniques

will be evaluated in terms of key performance metrics in order to determine the best

replacement techniques for the NDN cache technique to resolve the congestion issue

of VoD workload.

1.7 Significance of the Research

This study would have a practical contribution to the demand for more Internet videos

once the repository is lower of data congestion. Thus, the benefit of VoD workload

would affect both users and providers of Internet videos positively [6]. In other words,

there would be more revenue for the Internet service providers and indirectly the host

of online video once the long and frequent buffering of the request of VoD workload

is reduced, if not completely stopped. Moreover, the study would assist academically

with integrating the previous works on NDN, online video and Internet of Thing.

1.8 Dissertation Outline

Chapter One of the dissertation provides the introductory ideas of what the study is all

about. It contains a brief outline of the research, including the problem statement, re-

search questions and objectives, and the scope and significance of the research. Chap-

ter Two provides an extensive review of previous and related literature and focus on the

online video streaming and NDN video streaming architecture. Chapter Three focuses

on the designing of methodological approach to achieve the objectives of this research.

Chapter Four presents the results on the implementations of the three cache replace-
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ment techniques using the NS3 simulator. Chapter Five contains the discussions of the

results. Finally, Chapter Six has the conclusion and future works.
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CHAPTER TWO

LITERATURE REVIEW

This chapter discusses the relevant literature that is related to the context of this study.

Most of the literature that is highlighted in this chapter are part of the requirement for

achieving the objectives of this study. It contains a brief overview of ICN network. The

chapter mainly focuses on the overview of the NDN, its architecture, and attributes.

The chapter also discusses the issues in the video on demand, cache replacement tech-

niques and the causes of congestion.

2.1 Information-Centric Networking

Information-Centric Networking (ICN) is a new networking archetype which focuses

on skeptical location-based content identifiers rather than host identifiers. ICN has

been implemented to propose several network architectures. One of the most important

characteristics of ICN is the in-network caching capability, which is enabled by the

skeptical location-based content identifiers and explicit naming of contents. However,

there is still a shortage of suitable public tools for effective performance evaluation of

caching systems. The available simulators are either bound to a specific architecture

or cannot simulate at the required scale within the desired time-frame. These problems

can be addressed by Icarus, which is a Python-based caching simulator for ICN [19].

Icarus provides modeling tools for caching research and is used for evaluating ICN-

implemented caching techniques.

In-network caching is significantly in content-driven Internet which is based on ICN

frameworks [11]. ICN can deliver a named block of data anywhere. It contains

content-oriented data chunks [20] which are atomic units explicitly addressed by name

[21] (Such as \objects", \items", and \chunks") and which do not differ independent
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data items from segments [22]. ICN conducts systematic caching without any te-

dious processing tasks such as HTTP header parsing. Universal in nature [11], ICN

caching contains Content Distribution Networks [23], which is a subset of paying con-

tent providers, as well as Internet users of all sizes or status with their content cached.

However, this universal nature of ICN leads to severe security concerns [24, 25, 26]

such as agility of denying service attacks by injecting corrupted content in network

caches [27]. The digital signature associated with every chunk [28, 29] permits each

ICN node to reliability verify content and source. The valid objects are then identified

and stored by network caching.

2.2 Overview of NDN

The Named Data Network or NDN has been widely studied by researchers over recent

years, which it is one of ICN architectures [10]. Studies have shown that NDN has

been suggested as the evolution of IP architecture to circulate thin waist role [30, 3].

Figure 2.1 shows the packet-based NDN, which can be renamed and other objects

from the endpoint communication. NDN can change the semantics of the network

service delivery package to a specific destination address to get the data by identifying

a specific name. Thus, the design and functionality of the NDN architecture makes it

easier for the user’s choice and competition with the network evolution [31, 32].
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Figure 2.1: Building blocks of the NDN Architecture [3]

The name in an NDN packet is capable of naming objects like end point, a piece of

data into a movie or a book and ordered to turn on some lights. It can change the

concept of the NDN networks towards the use of the Internet that have been tested

physically. However, the NDN architecture is unable to resolve a much wider range

of challenges, including end-to-end communications group, distribution problems, and

content control. Nonetheless, the NDN along with the strengths and weaknesses of the

current Internet structure builds in the design primitives security and self-regulation of

network traffic [33]. Moreover, NDN architecture has been described by researchers

as the outcome of the previous instance of the general direction of research network

that emerged with different architectural designs [10, 34].

2.2.1 NDN Architecture

Communication and motivation in the NDN by the receivers, which are referred to

as consumer data, happens through the exchange of two types of package: interest

and data [4]. Each package bears a name that identifies a piece of data that can be

transmitted in a single data packet [34]. The consumer function primarily puts the
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name of the desired piece of data in the interest packet and sends it to the network.

On the other hand, routers use a unique name for the assignment of interest about the

data product. Studies have revealed that once interest rates reach the node containing

the required data, the node returns the data packet containing both the name and the

content [10, 35]. Besides, NDN architecture has the signing key used for the product,

which connects the two beams as shown in Figure 2.2. Thus, the trace in the reverse

path makes the interest package to return to the consumer requesting a packet data.

Figure 2.2: Packets in the NDN architecture [4]

2.2.2 Operation of NDN Architecture

The data and interest packets can be forwarded with each router of NDN maintain-

ing three data structures: Pending Interest Table (PIT), Forwarding Information Base

(FIB), and Content Store (CS) as shown in Figure 2.3. In addition, the operation is

performed from the re-routing strategy that determines whether, when and where to

redirect each tray interest in NDN architecture. All the stores of PIT Interests referred

to a router, but not satisfy the stage [36, 37, 38].

Moreover, the interest package arrived through a router NDN leads to a preliminary

examination of the content store to match the data, thus restoring the data packets on

the router interface and the interest packets on their sources. Else, the router is used
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to search for the name of the PIT. In case of any matching entry, it simply records the

incoming interface of interest in the introduction of PIT [37, 5]. If the input matching

PIT is absent, it can cause the router to redirect attention to the data product which

is based on information in the FIB along with adaptive forwarding router strategy

[10, 39]. Thus, guiding Interests of the same name have multiple downstream of the

contract and forward only the initial data source about the product. Thus, the FIB

is characterized with the prefix-based routing protocol name, and can have multiple

interface output for each prefix [39].

In addition, the redirection in the NDN sometimes leads to dropping interest in a strat-

egy whenever the upstream links are congested or suspected of interest to be part of a

denial of service attack [40]. Moreover, all the interests in the package ensure that the

re-routing strategy retrieves the longest prefix, links it with the FIB input, and decides

the referral points and the time of the interest. Content Store of NDN is a temporary

cache for data packets received by the router. In other words, the independent feature

of the package NDN data is meaningful whenever it has been temporarily stored to

meet the interest in the future [10, 39].

Figure 2.3: Forward processing in NDN Node [5]
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The arrival of the packet data helps NDN routing device to find the PIT entry matching

and routing data to all downstream interfaces included in the entry PIT, and thus the

entry is removed from PIT and the data is stored in the content store. At the same time,

data packets always take the reverse path of interest, results, and one benefit package

in a single data packet on each link in the absence of packet losses. Moreover, no data

packets carry any host or interface addresses. Routers route interest packets towards

data producers [41]. Based on the names carried in the packets, forward data packets

are ensured based on the information PIT set up by the state to its interests at every hop

of consumers [14, 33]. Thus, the symmetry of interest / data package pays leap after

leap loop control, and eliminates the need for any idea of the source or destination

nodes in data delivery, contrary to what happened in the IP model for packet delivery

end-to-end exchange.

2.2.3 Attributes of NDN

2.2.3.1 Routing and Forwarding

NDN forwards and routes packets to the names which eliminate problems caused

headlines in architecture such as the IP address space exhaustion, NAT traversal, and

management of the address. Although there is no problem of exhaustion title since

the namespace is unlimited, there is a problem NAT traversal in existence since NDN

eliminates public and private addresses. Generally address assignment and manage-

ment is not required in local networks. Thus, the NDN is able to use the traditional

routing techniques such as link-state and distance vector rather than the announce-

ment of IP prefixes whose names and covers are announced by router NDN and are

directed to serve the intended data [30, 3]. Thus, the routing protocol propagates these

ads across the network, and informs all construction-oriented networks with their own

FIB.
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The PIT state in each router supports re-routing through the plane NDN data, and

recording all outstanding interfaces containing benefits and the removal of interest

after receiving the matching data or timeouts. Based on the information in the FIB and

performance measurements, unit redirection to adapt in each router makes informed

decisions about Interests forward strategy which interfaces [3, 5]. Besides, it also

focuses on the number of unsaturated interests to allow the PIT, the relative priority

of different interests, disclosure of interest routing between multiple interfaces, and

choose alternative routes to avoid the failure load balancing [38, 5].

2.2.3.2 In-network Storage

NDN package bearing the name and signature of the data includes requests or retrieved

independent projects. Thus, the router can cache receiving data packets in the content

store, and use it to meet future demands. Besides, the content store is similar to the

buffer memory in IP routers, but IP routers cannot be reused after the package is for-

warded to the destination, while the NDN routing devices can. In some cases, NDN

treats storage channels and a similar network in terms of data retrieval. In statistical

context and content delivery, NDN achieves nearly optimal data delivery and takes

advantage of caching in the case of multicast or retransmission after packet loss [3, 5].

Furthermore, caching data raise consumer name different from that IP, which allows

examination of packet headers’ privacy concerns and loads data consumers [3, 34].

Naming and caching of data in NDN networks does not facilitate control what data

is requested, but without the destination addresses it is difficult to determine who re-

quests it. Therefore, the NDN offers a radically different kind of privacy protection of

existing IP networks. Many caching researchers have confirmed in the network, such

as the basic gains of buildings ICN in context [34]. Despite the fact that the NDN

can support more powerful CDN architectures of TCP / IP, NDN provides many other
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functions such as data leading to a number of insurance gains, and shows a large and

important advantages [30, 3].

2.2.4 Congestion in NDN

Extensive research has been conducted on congestion handler in NDN. Most of the

previous perform follow the actual end-to-end technique of TCP through adjusting

one Interest to suit a certain network characteristics and usage settings [31]. How-

ever, the heterogeneous Round Trip Time (RTT) due to caching, multiple providers

and multipath forwarding makes it hard to line retransmission timeout as in TCP is

designed to provide further support to detect blockage [32]. Consequently, some so-

lutions seek to help predict RTT a lot more accurately through certain areas based on

the association of stored data with future content relevant to the data packets.

Congestion control in NDN is always recognized to be a smart and adaptive way in

which the information is processed similar to the IP manner [3]. In addition, the

congestion control of NDN also consists of routing, which serves a similar purpose

as in an IP network for the aim of computing direction-finding tables through which

the process for forwarding information in an NDN network is split into a two-step

procedure: client first sends interest packets, then info relevant to that interest packets

flow back on the same path inside the reverse direction [30].

On the other hand, a number of perspectives can be attained when dealing with conges-

tion enhancement in NDN based routers. This includes balancing the pending requests

associated with clients’ interest to steer Data packets time for requesting packets. The

impending Interest condition, together with all the two-way info makes it possible for

NDN routers’ forwarding procedure to measure performance associated with different

trails. It also includes determining any potential failures as well as retry alternative
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paths. Such features associated with NDN is referred to as adaptive forwarding that

provides the possibility for routers to detect network issues quickly without antici-

pating global direction-finding convergence. However, in the event that data is not

received before the timer expires, there might be potential forwarding issues where

NDN routers can begin exploring alternative paths instantly using regional state info

[3].

The moment congestion arises; data retransmission is aided by simply caching the

attached information within the same path. For instance, in the event that more than

one congested inbound link is found over the path between the client and server in

which the data supply gets through the first infected link may not make it in the second

link [39]. After this, caching as a result will permit the information dedicated to certain

packet to be retransmitted more than only the other congested link. Meanwhile, the

current characteristics of Internet make it difficult to control the congestion in NDN

where the retransmission connected with data could happen all the way backs to the

server. This can lead to increase the number of trails packets need to pass a certain link

[5]. As such, it can be concluded that NDN help to make steady progress towards the

final destination for the aim of fulfilling the clients’ Interest together with retransmitted

packets. In addition, NDN reduces the risk of congestion collapse, which could occur

throughout today’s Internet when bandwidth simply repeated retransmissions.

2.2.5 Video on Demand

Replacement technique defines the enhancement factor in deciding the system perfor-

mance [42]. Different policies have different effects on system performance, but there

is a performance gap between processors and memory system. For instance, IPTV

services provides various services to the user as per their request. The proposed tech-

nique is based on the total number of hit and miss counts on the files on every access,
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whereas replacement is based on the most recently accessed counts, which perform

better than other replacement policies like LRU, LFU, and FIFO etc.

Previous studies have revealed that the video represents 66% of total Internet traffic

and accounts for more than 40% of the cellular traffic [33, 43]. This demand cel-

lular providers have led to massive deployment capabilities to support high-quality

streaming video [33]. In spite of these efforts, reliable video over cellular networks

has proven to be difficult. In some cases, it was found that part of the stalled videos

with the video quality increases with 10.5% of the videos 240p stall while 45.7% of

the videos (720P) suffer from procrastination [44].

Most of the content providers today use Adaptive-Bit-Rate (ABR) streaming where

the goal is to match the parts of the video delivery rate to the bandwidth available end-

to-end [14, 33]. In other words, the principle of a simple and practical application has

to infer the available bandwidth and adjust the price cut while balancing metrics such

as quality, and cuts the number of rate switches [3, 33]. In addition, the state-of-the-

art techniques do not comply with how to infer the available and historical bandwidth

productivity usage, while others use the buffer occupancy traffic shaping [36, 39].

Moreover, reasoning minutes of display available is non-trivial because of varying

bandwidth capabilities, link congestion, and other factors [3]. This is a difficult task,

especially in the cellular networks due to the inherent variability in signal strength,

interference, noise, and movement causing the user bandwidth to vary widely over

time [36]. With the correct result, there is not a great match between the estimates

used by the existing techniques, and the bandwidth of the network actually available,

leading to a poor quality of experience over cellular networks [36, 39]. On the other

hand, recent studies have opened the possibility of a promising technique in order to
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accurately predict the available short and medium time scale bandwidth [32, 35].

2.2.6 Congestion in VoD

Congestion plays important role in determining performance of any networks. With

more congestion, performance of networks deteriorates. In the context of the con-

gestion issues in VoD, it is mainly caused by frequent storing of videos requested in

the local repositories. In case of a pipeline-based multimedia framework, publishers

can obtain the signed content object from the input video stream which can be live or

pre-recorded, and stored in the local repository [2]. As online videos are requested

frequently, the signed content objects are stored quite frequently into the local repos-

itories. This further leads to congestion of videos on demand due to the continuous

workload [1, 16, 17]. Moreover, congestion in the workload leads to buffering of the

requested videos. But multiple buffering of such video requests can cause loss of data

packet due to congestion in the storage network.

2.2.7 Cache Replacement Technique

Cache replacement technique plays a crucial role in the web caching. Replacement

techniques are necessary to achieve the high sophisticated cache mechanism. The re-

placement technique is helpful in the eviction of the object from the cache and building

new space for the incoming object. Due to its limited size, a cache cannot store the

entire requested object [45]. So, the cache replacement technique provides room for

new documents [45, 46]. This is applicable when the cache is full of objects and the

new object is then inserted into the cache. There are several replacement policies in

caching techniques which are presented below.

The reasearcher chooses three cache replacement techniques which they are Least

Recently Used (LRU), Least Frequently Used (LFU), and First-In-First-Out (FIFO),
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because they are the most common video replacement techniques and they are used

widely in today’s network [47]. Most of these techniques do not conform to the prin-

ciple of locality according to which the memory references tend to be clustered over a

short period of time. Thus, by this principle, if a video has been referenced, there are

chances of its future reference as well. For instance, First-in-first-out (FIFO) technique

tries to give reference to those videos which have been referenced once.

2.2.7.1 Least Recently Used (LRU)

The LRU video replacement technique is simple and easy to use. This technique works

on the timestamp. It removes the least recently used object that was not used for a long

time when the cache exceeds its maximum size and puts a new object in place of the

evicted object [45, 48, 49]. In case of the cache size is not full, it will insert the object

in the cache memory.

Table 2.1: Example of LRU Video Replacement Technique

Requests V7 V0 V1 V2 V0 V3 V0 V4 V2 V3
Part 3 V1 V1 V1 V3 V3 V3 V2 V2
Part 2 V0 V0 V0 V0 V0 V0 V0 V0 V3
Part 1 V7 V7 V7 V2 V2 V2 V2 V4 V4 V4

In addition, in order to clearly understand LRU technique, the researcher assumes

having “10” requests as video pages, that are arranged as (V7, V0, V1, V2, V0, V3, V0,

V4, V2, and V3) sequentially based on the time of the request the object as shown in the

above Table 2.1 that presents an example of how LRU caching replacement technique

works. Also, we suggest that the three parts of cache memory are empty when starting,

so for example, the first three requests (V7, V0, V1) are inserted in the three parts of

cache memory (Part 1, Part 2, and Part 3) as sequentially because these three parts of

cache memory are empty.

21



Furthermore, the request (V2) is saved instead of the request (V7), because of two

reasons: (1) The three parts of cache memory are saved three requests of video (V7,

V0, V1), that makes the cache memory full, (2) the request (V7) is the least recently

used (In other words, V7 is the request that was done before the requests V0, and V1).

2.2.7.2 Least Frequently Used (LFU)

The LFU video replacement technique removes videos which are least frequently used

and then put a new requested video in free part of cache memory [45, 46, 48, 49]. It is

very simple and easy to use. In this, a counter which will count the frequency of the

video is maintained. The video which is less frequent to use is replaced by the new

incoming video.

Table 2.2: Example of LFU Video Replacement Technique

Requests V7 V0 V1 V2 V0 V3 V0 V4 V2 V3
Part 3 V1,1 V1,1 V1,1 V3,1 V3,1 V3,1 V2,1 V2,1
Part 2 V0,1 V0,1 V0,1 V0,2 V0,2 V0,3 V0,3 V0,3 V0,3
Part 1 V7,1 V7,1 V7,1 V2,1 V2,1 V2,1 V2,1 V4,1 V4,1 V3,1

In addition, in order to clearly understand LFU technique, the researcher assumes

having “10” requests as video pages, that are arranged as (V7, V0, V1, V2, V0, V3, V0,

V4, V2, and V3) sequentially based on the time of the request the object as shown in the

above Table 2.2 that presents an example of how LFU caching replacement technique

works. Also, we suggest that the three parts of cache memory are empty when starting,

and the frequency count has an initial value begin with zero to all requests (Frequency

of all requests=0). So for example, the first three requests (V7, V0, V1) are inserted in

the three parts of cache memory (Part 1, Part 2, and Part 3) sequentially because these

three parts of cache memory are empty.

While, the request (V2) is saved instead of the request (V7), because of three reasons:
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(1) The three parts of cache memory save three requests of video (V7, V0, V1), that

makes the cache memory full, (2) all the three parts of cache memory have the same

value of the counting of frequent (Frequence=1), (3) the request (V7) is the request

that was done before the requests (V0, and V1).

Moreover, the last request (V3) gives another case that saves the request (V3) instead of

the request (V4). This case is done because of three reasons: (1) the cache memory is

becoming full, (2) the counting of frequent is different (Frequency of V4=1, Frequency

of V0=3, and Frequency of V2=1), therefore the request (V0) must not replace with it

another request because it has a high frequency, (3) the request (V4) is the request that

was done before the request (V2).

Since a network proxy is required to serve thousands of requests per second, the over-

head needed to do so should be kept to a minimum. To that effect, those Videos that are

less frequently used should be evicted. Hence, the frequently used videos are retained

at the expense of the less frequently used, since the former have proved themselves to

be useful over a period of time [46]. Many arguments have been placed to counter this

assertion that the frequently used videos may not be needed in the future, however, this

is not a usual case in most situations. For instance, the static videos of heavily used

videos are often requested by every user of that video. While using the LFU cache

replacement technique, the least frequently used resources can be evicted when the

memory is fully used.

2.2.7.3 First-In-First-Out (FIFO)

The first-in-first-out technique (FIFO) sets and maintains a fixed-size queue of tags T .

A concrete k-way FIFO cache set S can therefore be modeled as a k-tuple of cache

tags, which are ordered from last-in to first-in from left to right [50]. A cache hit does
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not change the cache set. A cache miss inserts the new tag at position 0, shifting others

to the right and evicting the one at the rightmost position. The update function US:

S " T → S models the effect of a cache set when accessing a memory block with tag

′T ′[51].

As a cache replacement technique, FIFO has several advantages over other policies of

cache replacement [52]. Caches with FIFO replacement technique demonstrate lower

energy consumption, especially when compared with another cache using LRU re-

placement technique [53]. Their simple design makes a FIFO caches inexpensive to

implement due to the following reasons: FIFO is widely used as the cache replacement

technique in embedded processors such as Tensilica Xtensa LX2 processors, Intel XS-

cale ARM9 and ARM11 processors [52]. Therefore, a fast simulator to decide the

cache miss rate of an application on various FIFO caches is in high demand. To meet

this demand, smart data structure-based cache simulators are in use [54]. However, the

possibility to utilize caching inclusion properties in addition to smart data structures

would be of great use in reducing simulation time further. Hence, FIFO cache property

has not been significantly reduced to single-pass simulation time [52].

The challenges faced by FIFO in static analysis is that it is difficult to extract may-

information [51]. At the same time, may-information is necessary to obtain precise

must information. For example, a FIFO cache set has unknown contents. After ob-

serving a cache access to a block a, one knows that a must be cached|trivial must

information is available. If one cannot classify the access to a as a miss, another ac-

cess to a different block b may immediately evict a. This is the case if the access to a

is a hit on the first-in, i.e., rightmost, position and the access to b is a miss [50]. Thus,

without (implicitly or explicitly) classifying some accesses as misses, it is not possible

to infer that two or more blocks are cached.
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Practical cache replacement policies attempt to follow optimal replacement by pre-

dicting the re-reference interval of a cache block. The commonly used LRU replace-

ment technique always predicts a near-immediate re-reference interval on cache hits

and misses. Applications exhibiting a distant re-reference interval perform badly un-

der LRU. Such applications usually have a working set larger than the cache or have

frequent bursts of references to non-temporal data (called scans). To improve the

performance of such workloads, this paper proposes cache replacement using Re-

reference Interval Prediction (RRIP). Static RRIP (SRRIP) is scan-resistant while Dy-

namic RRIP (DRRIP) is both scan-resistant and thrash-resistant. Both RRIP policies

require only 2-bits per cache block and easily integrate into existing LRU approxima-

tions found in modern processors.

2.3 The Causes of Congestion

The process of controlling and managing congestion is a vital aspect in maintaining

network performance to handle packets effectively when it transfers from client to the

server. The main causes of congestion have been discussed by many researchers in

single and shared communication medium. This is due to that fact that congestion in

a network could lead to various system performance problems which include slow-

ing down a network and increase its disturbance. Esmalifalak, Han, and Song [55]

explained how network congestion is usually formed, they stated that congestion is

established when the load referenced to a certain channel is larger than the supported

bandwidth for the same channel.

Current studies have emphasized on the congestion related causes in traditional shared

network based on the bandwidth and the network bisection channels [56, 57]. It

has been concluded that network congestion can be resulted due to the experience

of the bottlenecks found in internal network channels. In addition, network conges-
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tion caused can be also related to the lack of using proper replacement schemas in

order to shift channels with full bisection bandwidth to randomized channels in the

same network [58].

Congestion occurring in networks with sufficient bisection bandwidth can take place at

the edge of the network. However, another phase of congestion is a network endpoint

which commonly found in wide range networks. The main causes can also be due to

the use of incompatible replacement models utilized mostly in large computer systems

[59, 60]. In the even that traffic in a network is neglected, the congestion resulted can

be randomly effecting the network performance of senders into the same destination.

Congestion therefore take place only when the traffic cannot be processed by the over-

subscribed destination which results in substantive queues [61].

However, other network schemes associated different network protocols can be af-

fected by the packet congestion, which lead to a packet drop. With this in mind, many

studies tried to reduce the congestion in a network by using tightly-controlled buffer

allocation policies or replacement schemes in order provide the desired packet flow

[62]. This is because ignoring congestion problems without taking the suitable man-

agement could affect the whole network performance.

Congestion in a network can be associated with the slow-starting of the dropped pack-

ets, which can be reasoned to the unnecessary retransmits due to the failure of the

server to manage the resulted bursts. Such even can lead to an unnecessary retrans-

mit timeout [63]. In the event that congestion occurs in a large network, retrieving

popular content of packets can without a retransmit timeout, which could also lead

to unnecessary transition from the slow-start to the congestion-avoidance phase [64].

Therefore, congestion can also occur when packet drops are experienced in buffer-
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ing or in moderately-congested networks. The main issues associated with network

congestion were identified and summarized into the following:

Duplicate segments

Studies such as [65] revealed that the larger initial window could sometimes lead to

an increase in the segment drop from the client start point to the server endpoint. This

is due to that packet may not be dropped if the sender had slow-started from an initial

server point.

Segments dropped later in the network

Another reason for having congestion is that packets are dropped before it reaches

the destination which can be due to the losing of referenced packet’s tracks especially

in connections that are affected by multiple congested links. In addition, the network

may fail to reference the associated packets due to the scarce bandwidth placed usually

in the congested link. Therefore, replacement scheme can help solving current issues

by introducing better mechanisms for managing packet drops along the network path

which lead to congestion collapse.

An increased packet drop rate

The sudden increase in packet drop can be initiated by the interchangeable traffic state

which occasionally increase when drop rate it increase further. Some studied men-

tioned above explained this as the increase substance in drop tail queue that also ac-

company bursty traffic in times of congestion. Nonetheless, assumed uncorrelated

arrivals for unstable network connections could increase the value of the segment drop

rate.
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2.4 Summary

This chapter discusses previous works on the Information Centric Network, Name

Data Networking (NDN) and the basic architecture of Name Data Networking. The

cache replacement technique in NDN with respect to the VoD was discussed in de-

tail. A critical review of previous works on cache replacement technique is discussed

and presented. However, the chapter shows that the congestion in NDN and VoD is

highlighted in the problem streaming. Therefore, there is need to investigate further

with the possible technique that could solve the congestion while requesting the on-

line videos, preferably through the replacement approach and through determining the

causes of congestion.
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CHAPTER THREE

RESEARCH METHODOLOGY

This chapter discusses detailed research methods that would be used to achieve the

objectives of the research. It also explains the research process, based on the De-

sign Research Methodology (DRM) adopted for the design, implementation, analysis,

and validation of the preferable replacement technique for Named Data Networking

(NDN) cache technique to reduce congestion issues during VoD workload. The re-

search process is divided into different stages which are described in detail along with

the stages and deliverables. The evaluation of the NDN cache replacement technique

in VOD service is conducted by using three key performance metrics of throughput,

cache hit ratio, and network load.

3.1 Research Process

The research process is referred to as the number of stages that represent the entire

activities in the study. The current study adopts a research process based on the Design

Research Methodology (DRM) in order to explain the main activities which give rise

to the expected results at the end of the activities. Because it is widely adopted by

researchers to conduct effective, efficient, and realistic research [66, 67], DRM can be

divided into four stages:

1. Research Clarification (RC).

2. Descriptive Study (DS).

3. Prescriptive Study (PS).
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4. Descriptive Study II (DS-II).

The research is divided into four stages in relation to the stages of DRM as illustrated

in the following diagram Figure 3.1. The deliverables of each stage are described

further.

Figure 3.1: Research Process

3.1.1 Stage 1 – Research Clarification (RC)

This is the initial stage of the current research that provides an understanding of the

topic while deriving an overall research plan. It provides an extensive analysis of

the literatures leading to the formulation of the research problem and the objectives.

Whereas, the research steps for this stage are explained in Figure 3.2.
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Figure 3.2: Research Steps

The deliverables of this stage are as follows:

• Research problem

• Research questions

• Research objectives

• Research scope and significance

3.1.2 Stage 2 – Descriptive Study (DS)

This stage provides a critical review of the literature in the research area to identify the

congestion in the NDN cache techniques during VoD workload. Deliverables of this

stage are as follows:
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• Critical review of the previous studies on NDN architecture.

• Applications and attributes of NDN.

• Overview of video-on-demand and cache replacement techniques.

• The causes of congestion.

3.1.3 Stage 3 – Prescriptive Study (PS)

This stage aims to determine the preferable cache replacement technique for NDN to

improve congestion during VoD workload. To do this, the researcher makes experi-

mantal study of the NDN cache replacement techniques – LRU, LFU, and FIFO – then

selects the preferable cache replacement technique to resolve congestion issues during

VoD workload. In order to assess the replacement techniques, the study uses datasets

sources and VoD approach.

3.1.3.1 PPTV as a Datasets Sources

Data sets are defined as collection of data. To assess the impact or effect of the caching

replacement technique in the NDN, this research would obtain the datasets, a router

level network topology, and session-level statistics of video views from the operational

platform of PPTV. PPTV client instrument software can be used for collecting data

from router level topology because this software has traced capabilities [15].

The PPTV is a leading form of online Internet protocol television (IPTV) application

in China that allows real-time viewing and downloading of clips streaming. Presently,

the PPTV is given a commercial content to the consumers through the server box that

relatively has peer-to-peer (P2P) platform delivery [17]. Moreover, researchers have
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found that PPTV has more than 49.7% of the total number of Internet-based television

users in China, thus terming it to be the most used content portals in China.

3.1.3.2 Video on Demand Approach

This approach collects data in the form of a request from the PPTV server logs where

each log denotes statistics of a single video request that transfers the log collected

whenever the video sessions terminate [16]. Whereas, the following entries represent

the categories of operations in the PPTV video clips streaming to be used in assessing

the caching replacement techniques in the NDN [15].

Deliverables of this stage are as follows:

• Use datasets sources and VoD approach to assess the caching replacement techniques.

• Implement and assess NDN cache replacement techniques.

• Determine the preferable replacement technique to improve congestion in NDN dur-

ing VoD workload.

3.1.4 Stage 4 – Descriptive Study II (DS-II)

This stage provides the description of implementation and validation of the cache re-

placement techniques for NDN. It implements the key performance metrics of cache

hit ratio, throughput, and server load to evaluate the performance of the cache replace-

ment techniques of NDN during VoD workload.

The entries of operations of PPTV are Buffering Ratio, Average Bit Rate and Join Time

that would be examined while assessing the effect of caching replacement techniques
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in NDN. Moreover, the following equations below are to understand them briefly.

• Buffering Ratio = Buffering Time / Total View Time. (3.1)

• Average Bit Rate = Total Bytes Downloaded / Total Play Time. (3.2)

• Join Time = Start Time of Play – Request Time. (3.3)

Deliverables of this stage include the following:

• Evaluation of the cache replacement techniques for NDN using the key performance

metrics – cache hit ratio, throughput, and server load.

• Validation of the preferable replacement technique by evaluating its performance

on resolving the congestion issues of NDN during VoD workload. The Fourth stage

of this study uses a simulation approach along with the key performance metrics to

evaluate the performance of the cache replacement techniques for NDN. It measures

the output of the techniques, analyzes, and compares it with the preferable techniques

in order to find out how it performs in improving the congestion issues of NDN during

VoD workload.

3.2 Simulation Approach

A simulation is an imitation of the real world for a real system or process which pro-

vides the understanding of things around us through creativity and imagination using

simulator software. In terms of evaluating real-world performance of a real system,

simulations are used for examining the system’s behavior under different scenarios

in order to find out the preferable of them. Complex in nature, NDN techniques are
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modeled in a real world which undertakes many assumptions the preferable of which

performs the “what if” technique. The best environment for its performance is sim-

ulation modeling in which software system models can be designed, analyzed, and

evaluated easily. The simulation also can modify and change parts of the system in

order to rectify mistakes, if any, or reevaluate the system according to the user’s re-

quirements. Simulation modeling is frequently used in NDN networks. Based upon

literature survey, the current study uses NS-3 simulators for evaluating the perfor-

mance of the NDN cache replacement techniques in order to find out the preferable

cache replacement technique to improve congestion [68, 69, 70, 71, 72].

NS-3 is a discrete-event network simulator which implements simulation and models

in C++. Functioning as a library, NS-3 is linked statically or dynamically to a C++

main program which further defines the simulation topology and starts the simulator.

When it exports an API to Python, Python imports the “ns3” module. Furthermore,

NS3 simulation is used for achieving high scalability and extensibility in NDN cache

evaluation similar to online VoD services [40, 73]. Also, the packet used of NS3 is an

open source and implements NDN protocol stack for network simulation (NS3), that

the address location of it is (http://www.nsnam.org/ns-3-22/). Because of the above,

the researcher chooses NS3 simulator. Moreover of the high scalability in NDN cache

can be achieved through a complete simulation in the case of a very large network with

thousands of routers, millions of NDN clients, and infinite number of content-view

logs within a reasonable period of time. Whereas, high extensibility in a simulation can

be achieved when it supports several existing caching and routing strategies measured

by the cache hit ratio, throughput, and server load. This further allows the NDN cache

to provide APIs to plug in proposed techniques in a replacement form.

Furthermore, the implementation would be performed through the first and second ob-
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jectives, whereas the three techniques would be evaluated in term of congestion in first

objective and also evaluated in terms of performance metrics in the second objective

and comparing them based on cache size (1GB, 10GB, 100GB, and 1TB) [15]. This

evaluation is performed by doing the experimental set-up to find the performance of

the system. In addition, the output of the simulation techniques will be measured,

analysis and making comparison to evaluate them.

The researcher examines the congestion performance of these techniques is based on

the standard settings that are usually implemented. In the first objective, the value

corresponds to the zero-cache scenario was used as a reference point, whereas VoD

through PPTV was used for evaluating three techniques in order to understand the

congestion in each of them.

However, the efficiency of the three different replacement techniques needs to be well

investigated in order to provide the insights necessary to implement these techniques

in certain context. To that end, the researcher implements these three techniques in

terms of the certain performance metrics and makes an NS3 analysis of the perfor-

mance metrics for the above three techniques in terms of cache hit ratio, throughput,

and server load results in reasonable outcomes that appears to serve as a potential re-

placement with the current implementation of the Internet2 topology, where nodes are

distributed randomly. However, the results of this implementation enriches the cur-

rent understanding of replacement techniques in handling different cache sizes (1GB,

10GB, 100GB, and 1TB). After having addressed the different replacement techniques

and examined them performance, the performance characteristics along with their ex-

pected performance also find to state a cache model for providing a relatively fast

running time of across a broad range of embedded applications.
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In addition, this empirical implementation sends randomly PPTV packets depended

on a trace file of high quality in an MPEG4 stream, that is downloaded from

(http://www2.tkn.tu-berlin.de/research/trace/ltvt.html) as shown in Figure 3.3. A valid

trace file is a file with 4 columns: 1- the first column represents the frame index. 2- the

second column indicates the kind of the frame: I, P or B. 3- the third column refers to

the time on which the frame was generated by the encoder. 4- the fourth one refers to

the frame size in byte.

Figure 3.3: Trace File

Moreover, the simulation link of NS3 would ensure a number of routers, clients, videos

and many content requests, which provide scalability of the replacement technique

[74]. Hence, Table 3.1 that contains the parameters of the simulation, which is used to
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evaluate the three techniques.

Table 3.1: The Parameters of PPTV Simulation

Description Value
No. of node 53 nodes

Network area size 562,500 m2

Simulation time 400 sec
Node trannsmeission rang 30 m

Average Bit Rate 5 Mbps
Join Time 2 Sec
Cache size 1GB, 10GB, 100GB, 1T B
Packet size 1024 Bit

3.3 Performance Metrics

Performance metrics are used for evaluating the performance of the cache replacement

techniques for NDN during VoD workload. Based on the literature review [75, 76, 15].

The following metrics are selected for measuring performance :

3.3.1 Cache Hit Ratio

Caches are widely used in computer systems, including CPU level 1 and 2 caches,

operating and file system caches, translation look-aside buffers (TLBs), and database

(block) buffer caches (Oracle, DB2, Sybase, MySQL, PostgreSQL, InnoDB, etc.). The

main function of the cache has been to keep recently used data in a small area, which

is faster than the large and slow primary storage area, for future accessing of the data.

This results in faster access times for the system. The Cache Hit Ratio refers to the

ratio of the number of cache hits to the number of misses, which varies from 60% to

greater than 99% depending on the nature of the cache.

The cache hit ratio can be measured by using the following equation:

Cache Hit Ratio(CHR)= C H
CH+C M

(3.4)

38



where CH is number of cache hits and CM is number of cache misses.

Cache hit ratio is inherently logarithmic, indicating that when it is closer to 100%, its

gains are exponentially greater. A cache hit ratio is converted to a relative performance

metric by estimating the relative costs of a cache hit and a cache miss.

3.3.2 Throughput

Throughput measures the total amount of information units processed by a system in a

given amount of time. Its applications are widespread, ranging from various aspects of

computers and network systems in organizations. Related measures of system produc-

tivity are: 1) speed with which some specific workload can be completed, 2) response

time, and 3) amount of time between a single interactive user request and receipt of

the response. In case of storage systems, throughput is defined as the amount of data

received and written to the storage medium or read from media and returned to the

requesting system. It is typically measured in bytes per second (Bps).

Throughput can be measured by using the following equation:

Throughput= Size o f in f ormation
Time (3.5)

Another definition of throughput refers to the number of discrete I/O operations re-

sponded in a second (IOPS). Throughput can be applied to higher levels of the IT

infrastructure where databases and Web servers can be discussed in terms of Transac-

tions Per Second (TPS) and page-views per minute respectively.
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3.3.3 Server Load

Server load is defined as the amount of traffic carried by the server. It is expressed

in number format. The amount of number of processes standing in chain for seeking

processor. Smaller the server loads better the performance of network. But not all

processes are similar.

Server load can be measured by using the following equation:

SL = NumCachedReq
V (3.6)

In the above equation NumCachedReq presents the number of requests that are served

from some in-network cache. On the other hand, the variable v presents all video

requests. In cases of low-priority processes, when a new server request (video request)

appears, it can be handled without any delay and responded immediately while the

lower priority processes will wait.

3.4 Summary

This chapter has discussed the methodology that would be used for achieving the ob-

jectives of this research. The methods contain research process that includes four

stages based on the stages of the DRM method. The stages and their deliverables have

been discussed in the chapter. The stages included the following: a) an extensive anal-

ysis of literatures in order to formulate the research problem, b) critical review of the

previous works on NDN architectureto identify the congestion in the NDN cache tech-

niques during VoD workload, c) assessment of the NDN cache replacement techniques

using datasets sources and VoD approach in order to determine the preferable cache

replacement technique to improve congestion during VoD workload, and d) analysis

and evaluation of the performance of the cache replacement techniques which would
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be conducted using NS3 simulator and measured by three key performance metrics –

cache hit ratio, throughput, and server load.
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CHAPTER FOUR

RESULTS

4.1 Introduction

ICN concepts are supported in a lot of future Internet architectures such as NDN archi-

tecture. One of the main reasons for this behavior is that the Internet traffic consump-

tion is mostly content driven. This means that users mainly worried about the type of

content they want, and less about the location of the content that they request. As a

result of this, several aspects of the networks nowadays could be simplified. One of

the aspects is that complex optimizations that are required by CDNs (Content Delivery

Networks) could be eliminated. Another aspect is to provide intrinsic trust in content

in order to minimize trust in the sources. The network could be also enabled to scale

to greater volumes. This inspiration for NDN goes together with, and is guided in

considerable part, by the remarkable increase in Internet video traffic volumes in the

last several years. Whereas, NDN caching architecture is presented in Figure 4.1.

Figure 4.1: NDN Caching Architecture

In this chapter, the researcher evaluated the congestion of well-known types of strate-

gies:

1- Least recently used or LRU.
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2- First-in first-out or FIFO.

3- Least frequently used or LFU.

Performance metrics that were considered in this study include cache hit ratio,

throughput and server load. In order to ensure the stability of techniques’ perfor-

mance, the researcher considered a combination of 3 content replacement executed

over 4 cache size of 1GB, 10GB, 100GB, and 1TB. However, the main concern in this

study was to determine the stability of the least congestion technique for a better user

experience.

4.2 Dataset and Topology

The basis for establishing the evaluation scenario has a mainly emphasis on the dataset

and topology customized in this study for evaluating the selected techniques and to

report on the result obtained from such scenario. Datasets, as well as router-level

network topology and the statistics of video views were gathered from the PPTV plat-

form. Three types of nodes are usually utilized in order to favor the performance of

servers or content origins, and routers.

In this study, the evaluations carried on servers that correspond to the group of the

PPTV CDN. It is necessary to note that the mode associated with P2P was not taken

into consideration, but only the CDN mode. Actually, 221 servers in total are con-

nected to the network from the same access points as in the real deployment of PPTV.

It was expected that these servers are preserving all of the video contents to which the

end users were referenced to PPTV clients that are observed in the dataset.

Each of the clients is connected with the access router that has IP with the longest
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prefix in common. In addition, the researcher considered the same size of the cache.

However, the customization of routing tables in each referenced router was injected

into the network with the consideration of the shortest paths as recommended by [40,

77]. By doing so, it can be summated that each of the content requests is routed

towards the closest origin server. In the event the content is found in an on-path router,

then the request is “shortcut”.

Two main dimensions could be researched in this part, the cache size, and the content

replacement technique. In this study, the researcher has taken into account 4 cache

sizes. So, considering that the total volume of different videos in our dataset is 137

TB, the sizes of caches could store nearly 0.0007, 0.007, 0.07, and 0.7 percentages

of the processed contents. As such the value correspond to the zero-cache scenario

was applied as a reference point and the following replacement techniques are imple-

mented: FIFO, LRU and LFU.

Moreover, the Internet2 topology was used in this study. Whereas, Internet2 is a re-

search based network, which mainly configured to provide dynamic, innovative and

cost-effective hybrid optical and packet network. In contrast to a commercial ISP net-

work, Internet2 issues the information about its network topology and provides com-

plete link traffic data in the form of the round robin database to download. In addition,

the round robin database fetches requisite data in a round robin way from multiple

data sources and consolidates the data in multiple methods and stores them in Round

Robin Archives files.

In addition, the Figure 4.2 is given as the result of the implementation of this study

that appears how it works using one server, three towers, 53 cellphones, and medium

network area size (562,500 m2). The Internet2 topology is an exceptional community

44



of the United State (US) and international leaders in research, academia, industry and

government. For example, National Lambda Rail (NLR) that is a group of leading

US research and technology private companies sector, universities, and dissemination,

infrastructure and national networks, a new and unique to promote the advancement

of the simultaneous research and applications based on a next-generation network in

the field of science, engineering, medicine networks. Also, Internet2 topology has the

environment of NDN and cache replacement techniques, therefore it is utilized in this

study [78].

Figure 4.2: Network Topology for PPTV
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4.3 Simulation Results

In this study scenario, Video on Demand through PPTV was used for evaluating three

techniques, FIFO, LRU and LFU in order to understand the congestion in each of them.

The congestion is denoted to requests’ content number Nr divided by the number of

all interest video requests for all content ∑
R
r Nr. Whereas, Cr is refered to a congestion

[79].

Cr= Nr
∑

R
r Nr

(4.1)

Figure 4.3: Congestion Ratio of The PPTV

According the presented congestion results in Figure 4.3, we can see that the FIFO

technique has a value of 0.889706, LRU technique has a value of 0.444853, LFU

technique has a value of 0.296569. Hence, LFU has the lowest value of all three

presented cache replacement techniques. After all, the selected technique was further

tested for other performance metrics discussed in the following section.

4.4 LFU Configuration

The presented scenario in this work where the cache ejection technique was configured

based on the information obtained for addressing the frequency value along with the

node when request vector is received and compared with the frequency held in the local
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cache with the requests for other items. On the other hand, the optimal conditions for

operating the node regarding to its request vector r was based on caching the items i

with the maximum average request rate. If FC(r) presents the function that returns the

C largest values from r, then the cache probability vector for node k, Ckas shown in

the following equation:

CLFU
K = 1i∈FC(rk )

(4.2)

where 1 presents the indicator function.

However, in the event that the average of request rates corresponds to the LFU was

static, then the best technique in steady state is to cache items with high average request

rates. But, this is not an optimal technique because the temporal variations in requests

could initiate ejection of the items that are popular in the long run. As such, modeling

the performance of LFU can enable us to understand the estimation of an average case

not including the upper or lower performance bounds.

4.5 Performance Evaluation of LFU

4.5.1 Cache Hit Ratio

Average cache hit ratio across all routers could be expressed by the equation (3.4).

Whereas, Figure 4.4 shows the cache hit ratio of the techniques selected in this study.

The cache hit ratio was tested at 1GB shows a propositional increase in hit ratio starting

from LRU which shown to give the highest ratio of 0.008. Both FIFO and LFU shown

slightly low ratio of 0.007.
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Figure 4.4: Cache Hit Ratio for 1GB

Figure 4.5 shows the result of cache hit ratio for all schemes in 10GB. The result

revealed that LFU achieved the highest performance of 0.025 compared to others. The

results of other schemes were slightly the same except for LFU which shown to result

in the lowest hit ratio.

Figure 4.5: Cache Hit Ratio for 10GB

Figure 4.6 shows the result of cache hit ratio for all schemes in 100GB. The result

revealed that LFU again performed higher than the other schemes in 0.058. The result

of other schemes were approximately same, where the LRU had 0.048 and the FIFO

give value of 0.045 that was the lowest hit ratio.
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Figure 4.6: Cache Hit Ratio for 100GB

Figure 4.7 presents the result of cache hit ratio for all schemes in 1TB. The result

showed that LFU again performed higher than other schemes in 0.111. The result of

other schemes were 0.091 hit ratio to LRU but the FIFO was the lowest that had a

0.085 hit ratio.

Figure 4.7: Cache Hit Ratio for 1TB

Based on this, it can be concluded that cache hit ratio for the selected schemes were

mostly the highest in LFU. The results of the cache hit ratio when the cache size is

1GB can help us to notice that the cache hit ratio of the LFU technique is nearly

lowest. Reason for this behavior is that when the cache size is 1GB, the cache hit ratio

and the average reduction of video traffic is low across all caching strategies. But,

when the cache size is increased to 10GB, the cache hit ratio is significantly improved.

LFU to drastically increase.
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In addition, Figure 4.8 is aimed to compare the results of each technique based on the

four cache sizes. Whereas, the results of cache hit ratio are more than 0.007, 0.013,

0.045, and 0.085 with cache size (1GB, 10GB, 100GB, and 1TB) respectively. There-

fore, we can conclude that the significantly increased of the cache hit ratio happens

when the cache size is raised. In addition, we can see that the LFU has the best result

of cache hit ratio with three cache sizes (10GB, 100GB, and 1TB), because the highest

value of cache hit ratio gives the best performance. Therefore, we can conclude that

the LFU has the preferable results than the other two techniques.

Figure 4.8: Cache Hit Ratio for Cache Replacement Techniques

4.5.2 Analysis the Throughput Performance Metric

The throughput as a performance metric presents the number of bits that are sent in

one second. It can be calculated with the following equation:

MT = Bytes∗8[bits]
Time[s] (4.3)

In the above equation Bytes refer to the number of bytes that are sent or received.

This value is multiplied by 8 to give the total number of bits, because one byte has 8

bits. The value of Time is expressed in seconds and it refers to the time of the sent or
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received bytes or bits. So, throughput MT is expressed with the number of transmitting

bits per second. Figure 4.9 presents the throughput value for the selected scheme in

1GB. The result showed that LFU provided high throughput value of 125.1, followed

by LRU and FIFO respectively.

Figure 4.9: Throughput for 1GB

Figure 4.10 presents the throughput value for the selected scheme in 10GB. The re-

sult showed that LFU provided the highest throughput value of 126.9. The value of

throughput was changed when increasing the size to 10GB. However, LRU provided

the lowest throughput value of 121.3.

Figure 4.10: Throughput for 10GB

Figure 4.11 presents the throughput value for the selected scheme in 100GB. The

result revealed that LFU again has provided the highest throughput value of 120.9. It

can be also noticed that the LFU maintained its performance when increasing the size

to 100GB. However, LRU provided the lowest throughput value of 115.6.
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Figure 4.11: Throughput for 100GB

Figure 4.12 presents the throughput value for the selected scheme in 1TB. The result

revealed that LFU has provided the highest throughput value of 128.7 followed by

FIFO which resulted in 122.2 throughput. In addition, the LRU provided the lowest

throughput value of 121.5.

Figure 4.12: Throughput for 1TB

The throughput performance results of the three selected techniques are starting from

1 second to 25 seconds. Figure 4.13 shows a comparison in LRU throughput perfor-

mance from second 1 to 25. The result shows that the throughput begins with 164.3123

in its early period and ending with 70.6173. The result indicates that LRU throughput

performance is constantly reduced when it arrives the second 25. This indicates that

LRU is an approach that is affected by the time variance in which the replacing the

items source load. However, LRU is driven by the required time to distribute them
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within the network.

Figure 4.13: Throughput in the LRU Cache Replacement Technique

As for FIFO technique, the results of throughput performance from 1-25 second is

shown in Figure 4.14. It is shown that a slight better performance for throughput than

LRU. The result indicated that FIFO throughput starts with 169.8762 and ended with

71.7689. This can be reasoned to that FIFO provides an optimal way for replacing

resources in a sequential order which donates the received packet with similar path

when it sent back. As such, FIFO technique provides better throughput performance

than LRU.
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Figure 4.14: Throughput in The FIFO Cache Replacement Technique

Furthermore, Figure 4.15 showed the throughput performance results from 1-25 sec-

ond of LFU technique. One can note that there is a slight significance difference in

LFU throughput performance as compared to the FIFO in which the throughput value

was 175.2118 when it firstly started and 70.9931 when it ends. This indicates that LFU

provides better throughput performance in its initial stages and ended with lower per-

formance due to its structure. Whereas, it reserves additional space when it progresses.

Therefore, it can be concluded that LFU can serve as a good replacement technique.

Figure 4.15: Throughput in The LFU Cache Replacement Technique
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4.5.3 Analysis of the Performance Metric Server Load

Server load as one of the main performance metrics could be calculated using the

equation (3.6). Whereas, Figure 4.16 presents the results of server load expressed in

percentage for all three techniques when the cache size is 1GB. It is obvious that the

server load is largest when LRU technique is used, and LFU gives the lowest server

load value. In this case, LFU technique gives the most favorable results because lower

server load gives better overall performances. Anyway, differences between the results

of all three techniques in this case are not extremely high, because they are moving

between the server load of 4.8% and 5.3%.

Figure 4.16: Server load for 1GB

Figure 4.17 depicts the results of server load for all three techniques when the cache

size is 10GB. Here we can see that server load of the LFU technique is 9.4%, but the

server load of LRU and FIFO are almost the same – larger than 14.7%.

Figure 4.17: Server load for 10GB
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Figure 4.18 presents the server load results for all techniques when the cache size

is 100GB. From the shown results it is obvious that LFU technique has the greatest

server load of around 29.4%. FIFO technique has about 27.9%, and LRU technique

has around 28.5% server load.

Figure 4.18: Server load for 100GB

Figure 4.19 shows the results of server load of LRU, FIFO, and LFU techniques when

the cache size is 1TB. Server load for LFU technique gives the highest results – more

than 55%.

LRU technique gives around 46.9% of server load and FIFO around 44%.

Figure 4.19: Server load for 1TB

From the presented results, generally, we can conclude that the server load is increased

when the cache size is increasing for all techniques. We can also confirm that the
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server load of the LFU technique is the best performance when the cache size is ap-

proximately between 1GB to 10GB. Thus, LFU gives the lower server load.

Figure 4.20: Server Load of the Cache Replacement Techniques Expressed in
Percentage

Figure 4.20 presents the server load results for the three techniques expressed in per-

centage for different cache sizes from 1GB to 1TB in order to compare the results of

each technique based on the four cache sizes. It is obvious from the diagram that server

load is increased as the cache size increases from 1GB to 1TB. It is clearly shown that

the server load for all techniques with 1GB is about 5%, but with 1TB is more than

44%, so it can conclude that the best result for server load are with 1GB, because it has

a lower server load, which can give better overall performances. Having this in mind,

it can be concluded that LFU can offer the favorable results because it has 4.8% that

is the lowest percentage of server load with 1GB than the other two techniques (FIFO,

and LRU).

4.6 Summary

In this work we have evaluated the widely used cache replacement techniques, LRU,

FIFO and LFU in order to understand better the congestion for each of them. We have

used Video on Demand through PPTV network to get the necessary results.
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From the obtained results we have got the preferable results of congestion for the LFU

technique because the congestion was lowest when LFU technique was used in the

experiments.

After this part of the work we have examined the performance metrics of cache hit

ratio, throughput, and server load for the three techniques. Additionally, we compared

the results of this technique in four different cache sizes. In this context, we analyzed

and gave particular conclusions for each of the presented diagrams.

Generally, we can conclude that LFU technique, which was the technique with the low-

est congestion, gives satisfactory results in the examined performance metrics. It gives

the best results for throughput. Compared to other two techniques, we can conclude

that LFU technique almost gives the best results in the cache hit ratio. In addition,

it has medium performence result server load whereas it gives the favorite result for

cache size about 1GB to about 10GB.
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CHAPTER FIVE

DISCUSSION

This chapter introduced the discussion of the result obtained and its relation to the

current literature from different perspectives. It involves introducing the mechanism

of the selected algorithms in a certain scenario related to this study. The assertions by

previous studies are also provided to enrich the study result.

5.1 Discussion

A total of three replacement technique names LFU, LRU, and FIFO were evaluated

and compared in order to understand better the congestion in NDN network. In this

study, the researcher utilized VoD through PPTV network to evaluate the performance

of these techniques as explained in the previous chapter. The evaluation result of net-

work performance of these techniques revealed that LFU technique has less congestion

that provided optimal results in terms of cache hit ratio.

In addition, LFU was founded to provide the next throughput performance as com-

pared to other protocols, which was reasoned to its capability in locating node redun-

dancy, based on the reference of nodes given for a certain path. However, the server

load result showed that LFU shows a significant increment in server load in NDN.

Furthermore, studies like [80] stated that LFU provide the necessary permissions for

a network to involve opportunistic caching items divorce, it also provides the per-

missions for node and also replacement at a constant line-speed. LFU is a specific

technique in providing a reliable and stable performance in NDN network where the

path is projected to a certain parametric resolution in which direction a number of

studies as opposed to caching a similar item from every node [81].
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Therefore, one can conclude that LFU as compared to the other protocols is capable

of providing permissions for sequencing items in sufficient order for replacement pur-

poses. From this result, it can be summated that LFU is the technique that provides a

reliable network performance in NDN in certain aspects. Hence, this study can serve

as a reference for future studies to provide in depth understanding the performance of

the techniques in NDN network. It also enriches the current body of knowledge about

the performance variety of these techniques through PPTV network.

5.1.1 Cache Hit Ratio

The cache hit ratio was evaluated among all the selected techniques through which the

cached content was treated as an agent for processing content routers that commonly

consists of a distributed index of cached items set under certain topological way. In

this study, the researcher found that cache hit ratio was mostly stable in the event of

using LFU because it has the best value in three cache size (10GB, 100GB, 1TB). Such

result was supported by some previous studies, like [82] who reported the efficiency

of LFU in providing a reliable network performance in NDN settings.

However, the focus of their study was to investigate the reliance of certain replace-

ment protocol on caching to provide an adversary basis for executing attacks that are

very effective and relatively easy to implement. It can be noticed the domain of the

mentioned study was mostly related to examining caching replacement techniques in

providing a security feature for the NDN. However, others like [83] asserted that LFU

is capable of providing a dependable performance that can offer higher cache hit ratio

in NDN network. They acknowledged that LFU during congestion data transfer poses

a temporary mapper in which the data is transmitted temporarily for replacement pur-

poses to the source. From this one can conclude that LFU in the current study support

the mentioned one in which performance in terms of cache hit ration was driven by the
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same network parameters.

This case was similar with [84] who declared that network parametric for NDN con-

figuration has constantly impacted the cache hit ratio of the data began distributing in

a certain path. This indicates that cache hit ratio for LFU was considered to offer a suf-

ficient variety of performances when comparing it with other techniques, which was

reasoned by these studies to its capability in issuing a sequence map for the item of

certain resources in congestion with the network configuration. Some previous studies

explained that other replacement techniques FIFO and LRU could result in extensive

tracking of the positioning of cached objects and if the topological distance to the asso-

ciated cache is found to be less than the distance towards objects originator the router,

then these techniques as a result initiates an identical request number consists of in-

structions to explicitly request the object from this caching stage. Such perspective

can be also associated with the overlay-based caching place in which the stored items

are stashed in entities which can be specially created for caching reasons, one popular

form is usually web proxy caching. This means that both FIFO and LRU can take

more resources for processing the cache request that server requests when its proxies

with strategic locations is activated [53, 52].

However, some studies emphasized the LFU performance of the process involved

when attaining to a hierarchical and also cooperative caching. It also involves pro-

cessing containing the items that were originally replicated inside a string of cache,

this is because these items are given a sequence order assumed by some sort of co-

operation among caches involving different ranges and hierarchical project of priority

levels exists in most caching ranges.

On the other hand, cache hit ratio is mostly used to provide a good insight about the
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network caching performance when the packets are shared in a constant manner based

on the dimensionality of the caches. Therefore, the small difference is a significant

in cache hit ratio [84]. In addition, studies like [80] stated that LFU provide the nec-

essary permissions for a network to involve opportunistic caching items divorce, it

also provides the permissions for node and also replacement at a constant line-speed.

Such potential was seen by [81] as a way for balancing caching configuration with the

protocol settings by taking into account:

1. The distance factor.

2. Forwarding scheme with shallow flooding.

3. Secondary data source replicator.

Details items are usually cached automatically in each and every router based on the

item traverses along while some other items are usually replaced with all the least LFU

configuration. Meanwhile, the cache hit ration for LFU scheme has raised doubts and a

few authors have already questioned this specific technique in providing a reliable and

stable performance in NDN network where the path is projected to a certain parametric

resolution in which direction a number of studies as opposed to caching a similar item

from every node. Along the process attained when examining the caching that offers a

subset of node(s) along the delivery path can do better performance along with server

reach rates by simply exploiting the idea of betweenness centrality. Therefore, one

can conclude that LFU as compared to the other protocols is capable of providing

permissions for sequencing items in sufficient order for replacement purposes.

Moreover, some previous studies, like [85] has descried the applicability of LFU in
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attaining to NDN’s configuration by formulating any potential caching problem into

a linear technique which consider the potential advantages of a cache hit instead of

simply counting the hit number. This type of caching mechanism pays to in a peer-to-

peer sites wherein every single node in the network may become an impartial router

and the effective use of an everlasting storage, or the existence of a server can be

either not allowed or certainly not profitable to become hosted by way of node in the

network.

Therefore, LFU is a certain caching protocol that found to be easily adapted to the

information-centric connection scheme and can benefit from a real-time caching mech-

anism. Where the end users can increase the publication in addition to retrieval asso-

ciated with notifications about posting items of the cached data. This includes mul-

timedia elements, and other VoD items. On the other hand, LFU confront to the fact

that staging the items of the clients in sequential order is helpful in initiating an effec-

tive deployment that sometimes can be obliged to help serve these kinds of requests.

However, in the event that a new user can reap the benefits of similar likes and dislikes

issued by neighboring end users and the cached items for the aim of increasing the

performance to retrieve the necessary information/data.

The process of replying involves a certain amount of overhead that may be unavoid-

able. Note that the cache of node is restricted in which the end users have no idea

whether the cached items have reached the destination or not based on the identical

period at every single cache. This means that even in case two nodes included clients

subscribed for the same filter and have cached in the past, the same items associated

with the filter’s reference send no certainty that will request only at least one acquire

by the same client.
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From this, it can be summated that every single item “lives” with a cache is not the

same and is dependent upon the nearby workload of the node where LFU can effec-

tively deal with and this is why it offers higher cache hit ratio as compared to the other

two techniques.

5.1.2 Throughput

In terms of network throughput performance, the result showed that LFU provided

the highest through performance in which the initiated packets are replicated in an

effective manner as compared to other two techniques (FIFO, and LRU). The result

obtained in this study stands with some previous studies, like [86] who stated that

LFU offers a stable throughput performance in NDN network when it is configured to

stream items in multiple destinations in-network caching and transcoding services at

each NDN node. They considered that the volume for storing and processing associ-

ated network resources can be easily scheduled when the LFU is applied to provide

solutions for certain optimization problems by balancing the trade-off between the

transcoding and bandwidth costs.

The present study is also supported by [87] who found that LFU could offer a redun-

dant array of independent agents that can be used to manage the data compression and

list updating hierarchy. Such potential can explain the reason why LFU outperformed

other techniques ( LRU and FIFO). In addition, the items in these techniques (LRU,

and FIFO) are processed, whereas they can still be susceptible to the congestion on

account of bandwidth bottleneck difficulty.

Furthermore, throughput performance is affected by the packet switched network con-

gestion like a resource discussing problems which has commonly been posing an im-

portant threat to be able to attain to the requirements of NDN networks and the Inter-
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net specifically, that contained explosive expansion of bandwidth as well as network

targeted visitors load nowadays. In addition, congestion management based cache

protocols became one of several major grounds of research nowadays.

A distinctive feature associated with NDN is that it’s forwarding planes can discover

and recover from network faults alone, enabling every single NDN router to address

network breakdowns locally without considering the settings of global routing in such

networks. This led the researcher in this study to emphasize that LFU is capable of

delivering the highest throughput performance in NDN network.

5.1.3 Server Load

As for the server load, this study found that server load performance in NDN network

was favored by using LFU and FIFO techniques. However, the server load result

obtained in this study supports some previous studies, like [88] who found that LFU

offers a preferable server load based on multitude characteristics of cache replacement

techniques because, LFU technique sort the objects based on the number of references.

So, it removes the object with the lowest reference count.

However, even if that object is just recently requested, it will be removed while other

objects that build up a very high reference count in the past will never be removed.

Therefore, the LFU in this study gives better results than LRU and FIFO techniques

when the cache sizes are 1GB and 10GB, while it produces the worst results of server

load when the cache sizes are 100GB and 1TB. In addition, FIFO techniques give

the best server load than LRU and LFU techniques when the cache sizes are 100GB

and 1TB. This is because basically the cache size is associated with cache replacement

techniques. In the other words, if the size of cache became full of objects, some objects

are deleted in order to make space for further objects.
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Some other protocols like LRU cache may result in higher sever load when it process

the received item’s requests at the front end of the actual queue (cache strikes moved

upwards from further back in the queue, cache misses inserted at the front end of

the actual queue). On the other hand, other protocols like LFU cache consists of

individual list that is usually kept with the candidate items to the queue and the amount

of requests on their behalf. When the client requests a certain item, it refers to the

reference that was firstly assigned to it when it was cached. This means that supplying

multiple authentication for data may lead to higher server load as it is also reasoned

to the complexity level in the design of these protocols. Therefore, one can conclude

that LFU provides a reliable and flexible service for replicating items between the

source and the client. From the real time perspective [89] observed that clients of

the requested items in NDN network don’t frequently transform their funnel when

enjoying the live video clip and conferencing in addition takes place in dynamic order.

So, entire content interest won’t change using every chunk. After all, from the obtained

results it can emphasize that the present study result revealed a unstable and reliable

data through which the server load of NDN network was reported to be sufficient when

using LFU and FIFO.

5.2 Summary

This study discussed and investigated the potential of caching replacement techniques

in providing a better network performance when it runs through PPTV in NDN net-

work. The result showed that LFU is considered as the optimal technique for offering

reliable cache hit ratio, higher throughput performance and it has a lower server load

with 1GB and 10GB. Within distributing fully caching, almost all caches are generally

predetermined and mutually associated, but there isn’t any central corporation (such

as item distribution over multiple node systems). Each cache overflows its buffer op-

portunistic that dependent on requests from users within its regional community, so
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there isn’t any collaborative work of data to just about every cache. With regards to a

cache miss with the local cache, the area associated with data replacement is based on

items’ association with network path that results in a cache query similar to the one

requested by clients. Meanwhile, it should be noted also that from almost all peer are

cached before forwarding the request towards the original resource. The began item

is processed faster by using LFU than other techniques which can be reasoned to the

caching interconnection times as compared to distributed caching.

In addition, other caching techniques have decreased transmission instances than LFU

caching. This hypothesized is actually got because a lot of the network site visitors

are around less-congested edges with the network. As stated before, the overall perfor-

mance of replacement techniques consist of the interconnection and transmitting times

of caching systems, which usually subjected to high latency. One common caching

problem in the present replacement techniques could be the problem connected with

caching search engine optimized query outcomes, as well as queries are usually re-

quested by unique users in addition to recompose the outcome every time that could

item reach the client with computing assets. From studies of popular replacement

caching in NDN network, patterns of usage of clients can be seen to be the main driver

of network performance where there appears to be a significant association between

the caching technique and requested items.

However, the downfalls in the main aspects of the resilience the selected NDN tech-

niques network was not considered here because of the resource limitation and the

significant association between the publish/subscribe net technologies. Similar goals

consist of which facts are remained to be offered if the respected origin to be along

the initiated resources with enough info on the exterior posted duplicates of these facts

undertake by seconds.
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In addition, the researcher in this study has mostly focused on the consistency as

well as resilience to downfalls by other indicators related to the caching configuration,

which may offer superior consistency as well as resilience to downfalls. Therefore, ad-

ditional works can undertake in order to cover these issues along with the association

between the replacement technique and network settings which yet to be discovered.
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CHAPTER SIX

CONCLUSION AND FUTURE WORKS

This thesis aims in the empirical evaluation of caching replacement techniques for

VoD in NDNs and the effect of these techniques in the congestion performance by

NDN via simulation. This chapter provides the conclusion of the research work. It

starts with Section 1.1, where the research evaluating three techniques (FIFO, LRU

and LFU) in order to understand the congestion in each of them and NS3 analysis the

performance metrics for the three techniques. Then, research contributions in Section

1.2 that focuses on the contributions of this research. The limitation of the research is

then followed in Section 1.3. Lastly, Section 1.4 contains further studies’ suggestions.

6.1 Summary of the Research

This study examined the most common replacement techniques of FIFO, LRU and

LFU in terms of giving the least congestion value in Internet2 settings. These tech-

niques were used because of its extensive utilization in desktop applications. The

literature showed that using these techniques can significantly stimulate the cache per-

formance to which it also affect the execution cost in terms of gates and power, which

is a major point of concern for most computer processors. In order to recommend

the best replacement scenario, the researcher examined the congestion performance of

these techniques which based on the standard settings that are usually implemented.

In addition, NS3 was used to simulate the congestion of these techniques.

In this study, the value corresponds to the zero-cache scenario was used as a reference

point, whereas VoD through PPTV was used for evaluating three techniques in order

to understand the congestion in each of them. The result showed that LFU technique

gives the preferable results for congestion from the presented techniques.
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The researcher concluded that the efficiency of the different replacement techniques

needs to be well investigated in order to provide the insights necessary to implement

these techniques in certain context. To that end, an NS3 analysis of the performance

metrics for the above three techniques in terms of cache hit ration, throughput, and

server load results in reasonable outcomes that appears to serve as a potential re-

placement with the current implementation of the Internet2 topology where nodes are

distributed randomly. This result enriches the current understanding of replacement

techniques in handling different cache sizes.

After having addressed the different replacement techniques and examined them per-

formance, the performance characteristics along with their expected performance were

also found to stimulate a cache model for providing a relatively fast running time of

across a broad range of embedded applications.

Finally, the result shows that the finding of bottlenecks in Internal network channels,

and the lacking of using proper replacement schema are the main reasons of conges-

tion. Also the research summated that the performance metrics of cache hit ratio,

throughput, and server load for the LFU with the lowest congestion to be sufficient.

6.2 Research Contributions

In general, This study has a practical contribution to request for more Internet videos

once the depot that is less data congestion. In addition, it gives positive affects to both

providers and users of Internet videos. In other meanings, there would be more revenue

for the Internet service providers and indirectly the host of online video once the long

and reducing the frequent buffering of the request of VoD workload, if not completely

stopped. Moreover, the study helps academically merging it with the previous works

on NDN, online video and Internet of Thing.
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6.3 Research Limitation

This work contains several limitations through management the ICN whereas ICN is

the future Internet idea. The NDN researches appear as one of the many ICN research

and all of them are still under research, while this research was conducted to determine

the performance of least congestion replacement technique in Internt 2 context. The

result showed that modifying data caches based on the replacement techniques can

improve the efficiency of the system in a more significant way, which can be reasoned

to the average access time resulted from node distribution.

Some limitations can be noticed in this study, these include applying certain levels

of caches to which each level has its own characteristics. As such, the associativity

and the length of execution are the main parameters which change and necessarily

for having a different constraints to the two options. Some studies happen to be per-

formed based on the association to desktop systems which are not begun optimized for

embedded processors’ characteristics.

6.4 Future Works

The future studies can consider additional cache sizes along with the invalidation of the

coherence protocol to which it may affect the object of node replacement. In addition,

future work can consider the probability of hit as it is equivalent to the information

of stack data that are modified or exclusive kept in the cache to share the core. Of

course, this is a potential error if the data will be adjusted by certain processor, hence,

more work can be done to examine the role of such replacement techniques on the

performance of multiprocessing systems.
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