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Abstract 

We propose an associative learning model that can integrate facial images 

with speech signals to target a subject in a reinforcement learning (RL) paradigm. 

Through this approach, the rules of learning will involve associating paired stimuli 

(stimulus–stimulus, i.e., face–speech), which is also known as predictor-choice pairs. 

Prior to a learning simulation, we extract the features of the biometrics used in the 

study. For facial features, we experiment by using two approaches: principal 

component analysis (PCA)-based Eigenfaces and singular value decomposition 

(SVD). For speech features, we use wavelet packet decomposition (WPD). The 

experiments show that the PCA-based Eigenfaces feature extraction approach 

produces better results than SVD. We implement the proposed learning model by 

using the Spike- Timing-Dependent Plasticity (STDP) algorithm, which depends on 

the time and rate of pre-post synaptic spikes. The key contribution of our study is the 

implementation of learning rules via STDP and firing rate in spatiotemporal neural 

networks based on the Izhikevich spiking model. In our learning, we implement 

learning for response group association by following the reward-modulated STDP in 

terms of RL, wherein the firing rate of the response groups determines the reward 

that will be given. We perform a number of experiments that use existing face 

samples from the Olivetti Research Laboratory (ORL) dataset, and speech samples 

from TIDigits. After several experiments and simulations are performed to recognize 

a subject, the results show that the proposed learning model can associate the 

predictor (face) with the choice (speech) at optimum performance rates of 77.26% 

and 82.66% for training and testing, respectively. We also perform learning by using 

real data, that is, an experiment is conducted on a sample of face–speech data, which 

have been collected in a manner similar to that of the initial data. The performance 

results are 79.11% and 77.33% for training and testing, respectively. Based on these 

results, the proposed learning model can produce high learning performance in terms 

of combining heterogeneous data (face–speech). This finding opens possibilities to 

expand RL in the field of biometric authentication. 

 

Keywords: spiking neural network, feature extraction, spike-timing-dependent plasticity, 
association learning, reinforcement learning.  
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CHAPTER ONE 

INTRODUCTION 

1.1 Introduction 

In general, human being depends on five senses to interact with the 

surrounding environment which are; sight, hearing, touching, smell, and taste. These 

senses enable the person to capture a huge amount of information to the brain. Then 

the brain analyzes, classifies, and recognizes this information in a way that is 

incredibly fast and accurate [1]. It is amazing for the brain to have such great 

capabilities to comprehend substantial physiological and behavioral biometric traits 

as well as to process the coming information in terms of human recognition. In 

computer systems, there are two methods that normally used to perform the 

authentication which are the traditional systems and the biometric systems.  

Traditional person authentication approach can be knowledge-based like the 

password or PIN code, it also can be token based like an ATM card, credit card, and 

ID cards. This approach is less reliable and insufficient in terms of security 

performance [2, 3] because, it is difficult to differentiate between the genuine person 

and an imposter one. Furthermore, authentication elements like passwords or cards 

can be borrowed, stolen, and forgotten. That makes this approach suffers from a 

number of limitations which make it undesirable in terms person authentication [4].  

Biometric identification approach is constraining on how to identify the 

individuals based on their physiological or behavioral characteristics. It based on 

what the person is, and what the person do. Biometric traits include fingerprint, iris, 
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gait, speech, palm geometry, face, facial thermo grams, retinal pattern, and signature. 

In contrast with the traditional approach, biometrics are difficult to be stolen, 

borrowed, or forgotten, that makes this approach is more sufficient and desirable in 

security performance [5]. The physiological and behavioral biometric traits can be, 

face, speech, gait, fingerprint, signature, hand geometry, ear shape, iris, retina, DNA, 

and so on. 

 Recently, the surveillance systems have been employed almost everywhere 

for security purposes such as, airports, banks, libraries, shopping, and many other 

aspects. Biometrics considered the most significant approach that used to verify and 

identify the individuals. Biometrics can identify the human being based on his or her 

physiological and behavioral traits[6]. This technology has taken the attention in the 

context of authentication systems.  

 Generally, there are two models that used in biometric authentication which 

are: Unimodal and Multimodal biometric system [2, 7]. Unimodal relies on single 

biometric trait to perform the authentication. However, multimodal authentication 

system relies on two or more biometrics to perform the authentication. Generally, 

multimodal system performs better than unimodal in terms of effectiveness and 

efficiency [2, 3, 8]. Since the unimodal depends on single biometric, thus, such 

models have low immunity against spoofing attacks, where spoofing one biometric is 

quite easier that spoofing two or more biometrics [9-12].  

 Learning the association features between two biometric traits is the approach 

that we adopt in our research. Among several approaches of learning the association, 

the reinforcement learning is one of the most realistic approach since it follows the 
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human behavior to learn about the environment [13]. Spike Neural Network (SNN) 

has proved its efficiency in the context of learning, due to its ability to simulate the 

human brain activities in terms of learning and training. 

1.2 Problem Statement 

 Despite unimodal systems receiving significant enhancements in terms of 

accuracy and reliability, numerous challenges still face this approach and affect 

results negatively, such as noisy data, changeability, image illumination, intra-class 

variation, intra-class similarities, non-universality, and spoof attacks [2, 3, 8]. These 

limitations can be overcome by applying a multimodal authentication approach, 

which involves more than one biometric trait in the authentication process [9-12]. 

Hence, multimodal authentication systems are more reliable and desirable than 

unimodal systems. This approach helps overcome the limitations of unimodal 

systems and provides evidence presented by multiple human traits to improve 

recognition performance significantly, hinder spoof attacks, increase the degree of 

freedom, and minimize the identification failure rate. A variety of multimodal 

biometrics approaches have been recently adopted by researchers. These approaches 

include facial features and fingerprints [15], face and iris [16-18], face and ear [19, 

20].  

 The commonly used recognition and classification techniques for biometrics 

can be statistical approach or computational intelligent approach (represented by 

Artificial Neural Network (ANN)). A statistical approach is typically less accurate 

and requires more resources than ANNs. [21, 22]. Accordingly, ANNs are generally 
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considered to be more accurate and effective than statistical approaches [23-26]. 

Brain-inspired SNNs represent third-generation of ANNs and are considered as a 

promising paradigm to generate new computational models [27].  SNNs can model 

complex information processes because of their ability to integrate and represent 

different information dimensions [28, 29], such as time, space, and frequency, as 

well as to deal with huge amounts of data in an adaptive and self-organized manner. 

 There are a number of algorithms that have been adopted in terms of 

performing the association learning such as the spike driven synaptic plasticity 

(SDSP) [30, 31], however, this algorithm considered as less efficient for fast on-line 

learning of complex spatio-temporal patterns [29]. In addition, SDSP in nature is a 

semi-supervised learning based technique where there should be a set of specific 

learning rules in order to perform the recognition, and this issue contrast with the 

reinforcement learning concept where the learning is performed as target-based 

behavior [32]. By using spike-timing-dependent plasticity (STDP) algorithm; SNNs 

can improve performance because of their behavior, which adopts the brain-like 

mechanisms in terms of associative learning based on RL. In spite of that the STDP 

has been employed in many learning aspects [25, 33, 34], however, there is a lack in 

terms of the application of this approach to multimodal contexts particularly when 

dealing with heterogeneous data samples.  

 In this study, we are proposing "Multi-modal Association Learning using 

Spike-Time Dependent Plasticity (STDP)". For an exploration of our study, there are 

key questions that we would like to pursue which are “What is the most suitable 

feature extraction method?", "How to develop SNN algorithm that can associate 
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face-speech biometrics and target the person?", and “How to evaluate the accuracy of 

proposed model?". 

1.3 Research Objectives 

 The main objective of this study is to apply Spike-time Dependent Plasticity 

(STDP) in multimodal association learning. Given the main objective, the specific 

study objectives are: 

a) To identify the most suitable face feature extraction method for optimal 

representation of the biometric input (i.e. face image). 

b) To utilize one of the existing speech feature extraction methods for optimal 

representation of the biometric input (i.e. speech signal). 

c) To develop SNN algorithm that can associate face-speech biometrics and 

target the person.  

d) To evaluate the accuracy of the face-speech association learning based on the 

percentage of current recall. 

1.4 Scope of the Study 

 This research focuses on the multimodal biometric systems based on face and 

speech traits. It is mainly concentrated on how to perform an associative learning 

using ANNs outlines. Among all ANNs algorithms, in this research we adopt STDP 

algorithm due to the efficiency and effectiveness of this algorithm. 
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 For face biometric, this research adopts two face feature extraction techniques 

which are the Principal Component Analysis (PCA) and the Singular Value 

Decomposition (SVD) in order to test and analyze the performance for each 

technique, as well as determine the most significant technique in terms of extracting 

the facial features. All of the images that considered in our study are frontal images 

with different facial expressions. In addition, all face images that used in training and 

testing are gray scale level images.  

 For speech biometric, this research adopts the TIDigits speech data set [35] 

which was collected in 1984 for designing and evaluating the speech recognition 

systems. Thus this research focuses on the prerecorded speech samples. In the speech 

feature extraction phase, we adopt Wavelet Packet Decomposition (WPD) method to 

extract the speech features.       

The classification process is the core of the proposed method, thus the 

accuracy of the sensors that used to capture the image face and the speech traits (i.e. 

The camera and the microphone) plays a key role of the overall system performance, 

hence the inaccurate results caused by the deficiency of such sensors is considered as 

out of this research scope.  

1.5 Significance of the Study 

SNNs are considered as among the most appropriate techniques for biometric 

authentication because of their accuracy and speed [27]. SNNs can also simulate 

certain brain activities and learn biometrics. In addition, these algorithms can be used 

to process data with multiple dimensions, such as speed and time, as well as  large 
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amounts of data[28, 29]; that makes this algorithm performs better in terms of 

learning. Adopting the reinforcement learning process in biometric authentication is 

a key point of this research, since this approach present high level of performance 

due to the behavior of this approach which adopts the human behavior in terms of 

learning. Hence, by implementing the integration of feature extracted (face-speech) 

and STDP based learning in spiking neural network; we come out with multimodal 

association learning using reinforcement approach that can be used in terms of 

person authentication, especially when dealing with face and speech biometrics 

which are easy to capture and implement. In addition, associative learning can be 

implemented with different types of biometrics in order to enhance the authentication 

performance.    

The main contributions of this study are as follows: 

1. Identification of suitable face feature extraction method for STDP-based 

learning in SNNs. 

2. Application of multimodal associative learning that uses RL based on face–

speech biometrics. 

1.6 Organization of the Research  

  The following parts of our research are composed of five chapters which are 

represented by (chapter 2 to chapter 6) and can be described as follows: 

Chapter Two: In this chapter, biometric types and identity authentication systems 

are discussed. In addition, the architecture of learning systems and methods used in 
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biometric learning is investigated. Feature extraction methods are also reviewed to 

select the method that will be applied in the present study. Learning methods are 

evaluated and implementing STDP to produce an optimal RL model is discussed in 

this chapter.  

Chapter Three: In this chapter, the research design and the phases of the study are 

presented. Feature extraction, the learning network architecture, and the setting of the 

proposed learning are also described. 

Chapter Four: In this chapter, the implementation of the proposed learning model in 

a series of learning simulations is discussed. The ability of the model to learn 

associative face–speech under different pair settings is also described.  

Chapter Five: In this chapter, actual data experiment implementation and the 

obtained results are analyzed to evaluate the performance of the proposed model. 

Chapter Six: This chapter summarizes the research conclusions. Potential future 

implementations of the proposed model are also suggested. 
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CHAPTER TWO 

LITERATURE REVIEW                                                                          

2.1 Introduction 

Biometric authentication is presented in several applications. Many research 

works have been presented in terms of biometric authentication systems [4]. In this 

chapter, we are going to view the most significant researches that deal biometric 

technology. We also will discuss the concept of biometric authentication systems and 

what are the pros and cons of such system. Then the multimodal systems will be 

viewed to explore the main difference between the performance of multimodal and 

unimodal biometrics. A comparison of the different approaches for the feature 

extraction and recognition process will be displayed. Furthermore, this chapter is 

describing the approaches and the technologies that were adopted in order to 

implement the learning of such systems and how the reinforcement learning can be 

employed in order to perform biometric learning. A review of the learning techniques 

and models will also be stated. 

2.2 Biometric Technology Overview 

The word "Biometric" comes from the ancient Greek, "bio" means living of 

creatures and "metric" means the ability to measure [4, 7, 36]. Biometric systems 

basically are pattern recognition systems that can be operated by collecting biometric 

information for human being. Such systems beginning with capturing the biometric 

characteristics using a specific device (sensor) and then the features of the biometric 
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are extracted, then these features will be compared with a specific template and 

finally perform the recognition. 

 So why the biometrics?, Generally, the biometrics are used to describe the 

characteristics or particular process [36]. The characteristics are the measurable parts 

of the biometric which can be behavioral or physiological. The process on the other 

hand, is the method that used to recognize a person depending on his or her biometric 

characteristics. Traditional authentication systems normally based on: 

 Something we know (knowledge-based), like passwords and Personal 

Identification Number (PIN). 

 Something we have (token-based), such as, ID card, credit card.   

Such authentication techniques normally come with a number of disadvantages, for 

example, they can be stolen, forgotten, or borrowed [4, 6, 37]. On the other hand, 

biometric traits are based on what we are, that means these biometric cannot be 

forgotten or stolen or borrowed. In addition, biometrics can be integrated with 

traditional systems to enforce the security [3, 4, 7].  

When dealing with biometric systems, we must differentiate between the 

behavioral and physiological biometric traits. The physiological biometric is the 

stable characteristic which is not changeable with the time, such as, fingerprint, hand 

geometry, retina, iris, and face. The behavioral biometric on the other hand are those 

characteristics which may change over the time or specific conditions such as, 

speech, gait, keystroke, and signature.  



11 

 

The computer systems are very fast developing technology, consequently, the 

threats for such systems have also been increased, and hence, it is very important to 

develop a high security system to perform the user authentication. Biometrics play a 

critical key role in terms of high security performance. There are many types of 

biometrics that can be employed to develop such authentication systems. Each 

biometric has its own characteristics which may or may not be suitable for specific 

systems. In the coming sections, we will give a description of the most common 

biometrics as well each their specification. 

2.2.1 Face Recognition 

 This technology relies on the identification of particular person depending on 

the image of the face [38]. The characteristics which commonly considered in this 

kind of biometric are: 

 The shape of the eyes, mouth, and nose. 

 The distance between facial biometrics. 

 The expression of the face. 

In order to capture the face image, any camera can be used. There are many 

approaches that have been adopted to analyze the facial image and perform the 

recognition such as, Principal Component Analysis (PCA) [39], Local Feature 

Analysis (LFA) [40, 41], Elastic Graph Theory (EGT) [42], Artificial Neural 

Networks (ANNs) [43]. 
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 Face authentication is considered to be one of the most acceptable biometric 

authentication technique [44]. The users normally do not have big concerns of such 

authentication because it is not required for direct interaction with the sensor 

(camera). In addition, the camera is a low cost device that makes it easy to deploy 

and implement due to its availability. Furthermore, Face image can be captured 

remotely (i.e. without the user consent), which makes the face recognition on the top 

of biometric authentication techniques which employed in surveillance systems. 

2.2.2 Speech Recognition 

 It is the biometric that uses the person voice features in order to perform the 

recognition. It is a technology that enables the machine to identify the speaker's 

words. The recognition of the speech involves the analysis process for the pitch, 

cadence, tone, and the frequency of the speaker voice [36]. A number of approaches 

used to perform speech recognition such as, Pattern Matching Algorithm [45], 

Hidden Markov Models (HMM) [46], Artificial Neural Networks (ANNs) [47]. 

 Similar to face recognition, speech recognition does not need for direct 

interaction with the users. Also, it can be captured remotely and without pre 

knowledge from the user side. Speech characteristics can be captured using a lower 

cost device which is the microphone, this device normally embedded with computers 

and mobile devices. The thing that makes speech recognition very suitable to use in 

such authentication systems [1]. Speech recognition is not based on the spoken word, 

but it is based on voice print. The voice print represents the characteristics of speech 

features. 
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2.2.3 Fingerprint Recognition 

 Fingerprints represent the pattern of fingerprint biometric. The minutiae 

features of the fingerprint are: whorls, loops, arches, and ridges. All these features 

can be extracted from the image of the fingerprint. Many approaches have been 

adopted to perform the fingerprint recognition. The main benefit of using finger print 

biometric is low-error rate for such biometric. However, there are a number of 

disadvantages combined with fingerprint authentication systems such as, some 

people have no distinctive fingerprint,  the high sensitivity for dry and wet fingers, 

and the latent oily image which stays from previous image for another user may 

cause problems [48]. Moreover, there are legal issues that hinder the deployment of 

fingerprint development which is some people do not like to for their fingerprint to 

be documented.  

2.2.4 Iris Recognition 

 Iris is the colored area that surrounded the pupil of the eye. It is considered to 

be one of the most important biometric which can uniquely identify the human being. 

The iris feature analysis involves the ring, freckles, and furrows in the colored ring of 

the eye [1, 36]. In spite of iris recognition produces a significant outcome which can 

be at a high level of accuracy, however, it requires the user to keep looking at the 

sensor for a while to extract the feature as well as it is need to be very close to the 

sensor, which make people have a big concern about applying the light directly to 

their eyes, thus, iris biometric has a low level of acceptance among users and it 

became insufficient in terms of surveillance systems. 
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2.2.5 Hand Geometry Recognition 

 This kind of biometric measures the hand features such as, joints, shape, and 

palm size. It is one of the simplest biometrics. The advantages of such biometric are 

that it can be implemented in a wide range of applications. On the other hand, hand 

geometry normally not of the distinctive kind, hence, it is not efficient when used in 

a large number of the population [49]. In addition, the palm or hand geometry is 

prone to change through aging especially for children. 

2.2.6 Retina Recognition 

 Retina biometric is represented by the blood vessels in the white area which 

is located on the back of the eye. These blood vessels absorb the light easily 

compared with the surrounding tissues [36]. Scanning the retina can be performed by 

applying low-energy infrared ray on the person's eye as he or she looks to the 

scanner. The information that involved in the blood vessels is difficult to spoof due 

to the difficulties of faking the retina pattern. Retina biometric has a high level of 

accuracy, however, the person who wants to be recognized must position his or her 

eye very close to the sensor within half inch distance, also, the person is required to 

keep constraining on the sensor without any movement [1]. Furthermore, this 

technique does not work properly if the individual wearing eyeglasses. All these 

issues can make the use of such biometric limited to few authentication purposes, 

such as nuclear or high security government organization [49]. 
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2.2.7 Signature Recognition 

 In many cases, signature can indicate the uniqueness of the person. The 

features that used to perform signature recognition are the pressure, speed, and the 

overall signature shape [48]. Other features can be taken into account regarding to 

signature biometric such as directions and length of the strokes. Signature is one of 

the behavioral biometrics, which means it is prone to be changed, also, it can be 

affected by the emotional and physical conditions [1]. Signature features can be 

captured using special pens or tablet device, which can capture 2D of features like 

shape and pressure [4, 8, 50]. However, these devices have two main drawbacks: 

 The signature that resulted from these devices looks different from the 

original one. 

 During signing process, the person cannot see what he or she is writing 

because he or she must look at the device's monitor to watch the signature, 

the thing that effects on the result of this biometric type and may give 

inaccurate performance. Figure ‎2.1 shows samples of biometric. 
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Figure ‎2.1: Types of Biometrics 

2.2.8 Other Biometrics 

 There are some other biometric technologies that use a variety of behavioral 

and physiological traits. Some of these biometrics are available in commercial 

aspects, and some are still in the emerging period. The following are the most well-

known biometrics: 

 DNA matching. 

 Thermal imaging. 

 Ear shape. 

 Human gait. 

 Body odor. 
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 Blood pulses. 

 Vein scan. 

 Commonly, there are many biometrics that can be selected to perform user 

recognition. However, none of them can be the best biometric. Each biometric has its 

own advantages and disadvantages. The selection of a particular biometric depends 

on the authentication system type as well as the user requirements. Some of the 

systems need a high level of security like nuclear fields and some of them need only 

for convenient level of accuracy like attendance systems.  

 A general comparison can be made for different types of biometrics 

according to seven categories [49, 51], which are: 

 Universality: This means how the biometric characteristics appear for each 

person. 

 Uniqueness: means how the biometrics can be adequately good to recognize 

an individual from the other one. 

 Permanence: it measures the ability for the biometric in terms of aging 

resistance. 

 Collectability: it measures how much easier to capture the biometric to 

perform the authentication process.   

 Performance: explains the robustness, the speed, and the accuracy of the 

biometric system. 

 Acceptability: shows the level of the reliability for the biometric technology. 

 Circumvention: indicates how much easier to fake a specific biometric.  
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Table ‎2.1 shows a comparison for the biometrics according to the seven categories 

mentioned above. 

Table ‎2.1: Biometric Comparison (Reproduced from [49])  

Biometrics Universality Uniqueness Permanence Collectability Performance Acceptability Circumvention 

Face H(*) L M H L H L 

Speech M L L M L H L 

Hand M M M H M M M 

Iris H H H M H L H 

Signature L L L H L H L 

Fingerprint M H H M H M H 

Retina H H M L H L H 

 To describe the main advantages and disadvantages of biometrics, Table ‎2.2 

shows in details the biometric comparison.  

Table ‎2.2: Biometrics Advantages and Disadvantages 

Biometric Advantages Disadvantages 

Face  High Flexibility. 

 Can be captured remotely. 

 Short time required. 

 Low cost sensor. 

 Influenced by aging. 

 High sensitivity to image 

conditions like illumination. 

Speech 

 

 Not required to the user consenting. 

 No direct interaction with the sensor.  

 Low cost 

 Easy to fake using pre-recorded 

voice. 

 Influenced by noise and illness. 

Hand  No sensitivity to noise. 

Easy to use 

 Less accuracy. 

 Big size scanner. 

 Causing hand injury.  

Iris 
 High accuracy 

 

 Time consuming. 

 Not suitable for children. 

Signature  Difficult to mimic the signature style. 

 Easy to use. 

 Less accuracy. 

 Changeable. 

Retina 

 Difficult to fake. 

 High accuracy. 

 Aging resistance. 

 Time consuming. 

 Difficult to implement. 

  

                                                   
*: H: High, M: Medium, L: Low
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2.3 Biometric Authentication and Classification  

 The fast growing of computer, networking, communications, and mobile 

technology requires a reliable technique to identify and verify the persons. 

Biometrics represents a method to uniquely recognize the individuals. Person 

biometric authentication refers to the technology which can measure and analyze the 

physiological and behavioral human traits [36],  such as face, speech, iris, retina, 

palm geometry, fingerprint, gait, and so on. Many studies have been conducted in 

biometrics authentication approach. 

 Among all the proposed methods, ANNs have proved their efficiency in 

terms of performance, time consuming, and accuracy [52-55]. Person authentication 

using the ANN approach can give better results than statistical approaches by 

employing a good technique, also it can rise up the accuracy of the recognition up to 

99.25% [23]. ANNs are used to build a better classification and consequently the 

authentication system will be more effective in terms of classification [26]. 

 Recently, many systems have adopted the term brain-like to describe the new 

generation of ANNs. This approach tries to manipulate the data in a way that is 

similar to human brain works. Thus, there is a big interest about building intelligent 

systems especially in the biometric field [25]. The brain-like model tries to adopt the 

brain network structure to manage the connectivity. The main idea for such systems 

is that the neurons can implement pattern recognition by adopting spike timing 

processing. The concept is that the neurons can process and exchange the data at 

spike level [56]. Spiking Neural Networks (SNNs) are the method that the 

neuroscientists used to study the activity of single or group of neurons.  



20 

 

 SNNs are considered to be the third generation of neural network. This new 

trend has the ability of modeling complex information process because of its ability 

to integrate and represent a variety of information diminutions such as space, time, 

and frequency, as well as dealing with large amount of data in self-organizing and 

adapting manner. Deep machine learning is a new trend which is currently emerging, 

can be implemented using SNNs which is adopting the brain learning behavior [27]. 

 Spiking Time Dependent Plasticity (STDP) is one of SNNs algorithms, the 

process of the STDP is that the neurons listen to the incoming spike trains, once a 

particular neuron fires, it strongly prevents the other neurons form take the same 

activity, this means prevent the other neurons form learn the same pattern [24]. 

Accordingly, the neurons will be self-organized by covering different patterns in a 

powerful distributed scheme. This represents how the brain can encode and decode 

the information easily. STDP plays a key role through detecting the repetitive 

patterns and make a response to them. It is currently a significantly well-established 

physiological mechanism of activity driven synaptic regulation. It has also been 

shown to do a better job than more conventional reorganization. Hence, adopting 

STDP mechanism can make the authentication systems more robust and effective. 

 In [38, 49], the authors have investigated the performance and security 

concerns of biometric technique. They stated the challenges of these systems as well 

as the rapid development for such systems. The study has also presented a 

comparison among biometric technologies according to seven categories, Table ‎2.1. 

According to this study, there are several attacks that can threat biometric systems 
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and influence their performance. The result of this study is that the biometrics still 

needs to be enhanced to reach the user acceptance level.  

 In [4], the researchers tried to present the importance and the growth of the 

biometric systems, they gave a detailed overview about the development as well as 

the technologies for these systems. In addition, they listed the biometric technologies 

with specific details of the analysis techniques that used with each biometric. The 

results of the study were illustrated that the biometric based authentication systems 

are still far from the perfect solution but at the same time it represent a high level of 

performance and efficiency in comparison with other authenticated systems.  

 In [7], the study provided an overview of biometric authentication systems, 

advantages and disadvantages, strengths and limitations. Classification methods have 

also stated in the study, the integration scenarios, and fusion techniques. The study 

has presented considerations of selecting a particular biometric characteristic 

according to the biometric specification and user requirements. Biometric challenges 

and limitations also addressed as well as the ways to face such attacks that threats the 

privacy issues.  

 A generic framework has been presented in [57], to analyze the security 

template and the privacy in biometric authentication systems. The study analyzes the 

weaknesses of authentication protocols in terms of user and data privacy. In 

biometric systems there are a number of problems that need to be solved. Employing 

a stronger security protocols and applying an encryption techniques to the features 

level can help to enhance the biometric systems security.  
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 Biometric systems technical issues and challenges has been discussed in [58]. 

The performance of the biometric systems can be measured according to the 

accuracy of system recognition which involves two metrics False Accept Rate (FAR) 

and False Reject Rate (FRR). The study stated that the ideal biometric authentication 

system must meet the user requirement as well as reaches the level of universality. 

The acceptance of any biometric system can be determined according to the security 

level and privacy performance [6, 59, 60].  

 Many threats that faces the development of biometric systems [61]. In order 

to design a secure biometric system, it is important to figure out and evaluate the 

well-known threats. Spoof attack is one of the most famous threats that faces he 

biometric systems. Many scenarios have proved that the spoof attacks can crack the 

biometric systems. In this study, the author has proposed a method to evaluate the 

biometric system against spoofing attacks. Two models of match score have been 

presented, these models employ the information of genuine and imposter samples 

that have been collected for training of the biometric system.   

 Some biometric issues, technologies and challenges have been addressed in 

[62], the author has stated aspects where the biometric systems can be used such as, 

healthcare, banking, finance, energy access control, military, passports, airports, and 

so on. A comparison among the types of biometrics has been made. The study 

outlines the most common biometric and the consideration of selecting a particular 

biometric according to the efficiency and the performance. FAR and FRR are the 

main metrics that used to evaluate the performance of such systems. The author has 

come up with a conclusion that the face recognition is the leading biometric in large 
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population surveillance systems due to the high level of performance and the 

flexibility of this kind of biometric. In addition, the challenges that face the biometric 

systems can be overcome with the rapidly growing and development of pattern 

recognition. 

2.4 Multimodal Biometrics Authentication  

 Multimodal systems are taking too much interest and acceptance among 

authentication systems developers and stakeholders. These systems normally rely on 

two or more biometrics to achieve the recognition process, therefore, such systems 

have proved their ability to overcome unimodal limitations for example; it is quite 

difficult to spoof two biometrics at the same time. Many studies have proved that 

multimodal biometric systems present better performance than unimodal in terms of 

accuracy and performance [5]. 

Multimodal biometric systems represent a method that can be used to 

promote the security performance and overcome the limitations of unimodal systems 

by having the evidence from multiple biometric sources such as face and speech [7]. 

Since the multimodal systems are difficult to be spoofed, then the possibility of 

getting a high accuracy decision system will be high as well. In other words, 

accepting an imposter as genuine rate (FAR) and rejecting an authorized person rate 

(FRR) will be decreased. Many studies have been presented to explore the 

multimodal systems as well as the issues and the consideration related to such 

systems such as [1, 6, 16, 19, 60, 63].   



24 

 

 A performance analysis of multimodal systems has been presented in [64]. 

The authors have developed a multimodal system by combining face, iris, and 

fingerprint biometric traits. They also presented a diagram which represents a 

mechanism of multimodal system, Figure ‎2.2. The study proved that the performance 

of multimodal biometric systems is achieving better in terms of performance. 

 

Figure ‎2.2: Multimodal System Mechanism (Reproduced  from [64]) 

 Multimodal biometric systems have many advantages in comparison with 

unimodal.  Combining multi biometric traits captured from different sensors and by 

employing an efficient fusion scheme can enhance the overall accuracy significantly 

[3]. These systems provide a high resistance against the spoofing attacks. Recently 

biometric authentication has got a considerable enhancement in the accuracy and 

reliability, however, multimodal biometric can enhance the performance accuracy, 

deterring spoof attacks, rise up the degree of freedom, and decrease the failure rate. 

The key to the high performance of multimodal systems is the effective fusion 
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scheme which is responsible to combine the presented biometric traits [37].  

Multimodal biometric systems are getting the huge acceptance among the designer 

because of the high performance and the accuracy which surpasses the performance 

of the unimodal systems. In addition, employing a multi-modality system such as 

(face and fingerprint) can overcome the limitation of a single modality (unimodal) 

system [2]. 

2.4.1 Multimodal Biometric Systems Based on Fusion Technique  

 A person authentication systems have been presented in [16], based on face 

and iris features. Feature level of fusion is used in this study and the result showed 

that this method of fusion can outperform the other fusion techniques. To improve 

the performance of face biometric recognition systems, face and iris recognition 

system has been presented in [17], the result of the study stated that by removing the 

redundant features for face and iris biometrics can give the optimal recognition 

performance. In [19], a multimodal face and ear based system have been presented. 

The system used Principal Component Analysis (PCA) approach to extract the 

biometric features, the results have shown that the performance of this system is 

present better outcomes that using a face or ear individually. The accuracy of the 

proposed system was 92.24% with FAR of 10% and FRR of 6.1%.  

 A study of a face and palm based authentication system was proposed in [65], 

in this study, the authors have presented a different fusion scheme to address the 

problem of high dimensional feature space. They adopted two fusion levels which 

are; the match score level and feature score level. The study compares a data set of 
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250 virtual people. The results of the study showed a significant level of 

improvement in a ratio of 6% in comparison with the performance of feature fusion 

using Log-Gabor method. In addition, the study stated that the hybrid (multimodal) 

systems give better performance that the unimodal.  

 In [66], a development of score-level fusion algorithms based on  face and 

fingerprint recognition. The results of the study show that the proposed methods 

present better performance than that if the face or fingerprint recognition system are 

designed individually. To overcome the limitation of unimodal systems, a 

multimodal biometric system based on the face iris recognition by using Support 

Vector Machine (SVM) in has presented in [18]. The results show that system which 

are based on multiple biometric traits are performing better and can surpass the 

unimodal biometric systems as shown in Figure ‎2.3. 

 

Figure ‎2.3: Biometric System Based on Face and Iris (Reproduced  From [18]) 
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A novel study of the multimodal feature extraction and user recognition has 

been presented in [67], the study relies on subclass discrimination analysis (SDA)  

approach. The authors proposed two ways to overcome the problem of singularity 

which caused by calculations. The study adopts two types of biometric which are 

face and palm print traits. The results of the study show that the multimodal 

authentication is better than unimodal in terms of recognition performance.  

 A multimodal biometric authentication system based on face and signed 

biometric has been presented in [68]. The system combines two types of biometrics 

to perform high significant level of recognition. The study adopts match-score level 

of fusion due to the easiness to combine and access the scores presented by different 

sources. The study has been conducted on a sample of 40 users as a data base to 

prove that the max-of-score fusion method gives better and more significant level of 

authentication performance if compared with the unimodal. 

 An evaluation of the score fusion rules under multimodal biometric systems 

and the efficiency against spoof attacks, a study was presented in [69], the study was 

based on face and fingerprint biometrics, it shows the differences between single 

biometric systems and the multimodal. It states the efficiency and the robustness of 

multimodal systems against spoof attacks. The study aims to evaluate several levels 

of fusion rules. Accordingly the study gives the designer a clear comparison and 

opens the way to select the most efficient technique. A ranking of eight score fusion 

rules has been reported in the study. This ranking has been made according to the 

values of FAR and FRR metrics. The results present evidence which is that the 
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ranking of multi fusion rules can strongly provide a way to select the most 

appropriate fusion to face the spoofing attacks.  

 The fusion can be done at various levels in terms of multimodal biometric 

systems. According to [44], the most common fusion approach is matching score 

level. In this study, face and signature traits have been selected to conduct the 

experiment.  A database of 17 users is selected, and the study proved that the fusion 

of multiple traits can perform better in terms of biometric recognition than that using 

unimodal. Figure ‎2.4 shows the experiment's setup. The results also show that the 

accuracy of multimodal system outperforms the unimodal in about 10%. In addition, 

this rate can be improved by adopting more sufficient pattern recognition technique.   

 

Figure ‎2.4: Score Level Fusion Approach (Reproduced  from [44]) 

 To sum up, from all previous literatures we can see that the multimodal 

biometric systems are present more efficient and more effective performance in 

comparing with unimodal. Multimodal systems are more robust in terms of facing 
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many threats that the biometric systems may face, which means it is quite difficult to 

fake more than one biometric at the same time. 

Despite the fusion approaches have produced an easy implementation, there 

are some difficulties combined with such approach, such as it is difficult to come up 

with good fusion when the biometrics are quite different in terms of data like speech 

and face [21, 70]. That makes this approach is limited to specific multimodal 

systems.    

2.4.2 Biometric Authentication Based on Neural Networks Approach 

 The effectiveness of personal authentication systems can be determined 

according to the fast and accurate recognition. The rapid expansion and the 

advancement of Artificial Neural Network (ANN) make the recognition process 

become faster and more accurate as well as evolving the learning capabilities.  

 A neural  network technique has been adopted in [23], to design a personal 

authentication system based on iris traits. To locate inner and outer boundaries of the 

iris, a fast algorithm has proposed. The classification of the iris pattern is performed 

by employing neural networks. The effectiveness and the robustness of adopting 

neural networks in authentication systems can be noticed clearly according to the 

learning and training strategies on ANN. The results of the study showed that the 

recognition accuracy was at 99.25%.  

 A comparison among the classification techniques which are employed in 

biometric systems have been done in [26]. Biometric recognition plays a key role in 
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our daily life in terms of security and privacy. Several techniques have been adopted 

to develop biometric authentication systems as well as to perform a pattern 

recognition process. Among these techniques, neural networks have got a big interest 

according to the highest level of accuracy and the effectiveness as well. In the 

context of user authentication systems, there are two important issues should be 

considered, which are; accepting the genuine user and rejecting the imposter one. 

The decision about these two matters can be done in the classification step of the 

system process. Neural networks have proven their efficiency in terms of the 

classification process.  

 The precision and the performance have got the extreme attention in the 

world of biometric authentication [22]. This study produces a new approach to the 

field of biometric pattern recognition by adopting Chaotic Neural Networks (CNN). 

This method facilitates the learning of data pattern as well as train the classifier to 

perform the biometric authentication. The problem of high dimensionality can be 

overcome by employing a classifying method for the extracted features. Figure ‎2.5 

shows the proposed system. By combining multiple biometric traits as well as the 

neural network techniques in authentication systems, the accuracy and performance 

will be at a higher level than using other techniques.  
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Figure ‎2.5: Multimodal Biometric System Using ANNs (Reproduced from [43]) 

 Face and fingerprint authentication system based on neural network has been 

presented in [15]. The main objective of this study is to reduce the error rate and 

enhance the performance. The proposed system can recognize the individual faster, 

the recognition accuracy increased, and the system produced a better performance. 

2.5 Face and Speech Recognition and Features Extraction 

Since the multimodal biometric system depends on extracting the most 

dominant features from multiple biometrics; the critical step of such process is the 

way that used to combine the feature in order to make the decision. Feature 

extraction is the process of extracting the main characteristics to implement the 
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recognition. The main aim of feature extraction is to reduce the amount of features in 

an effective way to perform the discrimination. The performance of any system relies 

on the discrimination efficiency as well as the robustness toward features 

degradation. Hence, selecting the appropriate feature extraction method plays a key 

role in authentication performance [7].  

 For face biometric, there are several techniques which used to extract the 

features such as, Principal Component Analysis (PCA) [71], Singular Value 

Decomposition (SVD) [67, 72], Gabor Wavelet, and Artificial Neural Networks 

(ANNs) [73]. For speech biometric, there also are several approaches such as, Mel-

Frequency Cepstral Coefficient (MFCC) [74], Wavelet Packet Decomposition 

(WPD) [75, 76], Hidden Markov Models (HMMs) [46], 

2.5.1 Face Features Extraction 

There is no doubt that human beings can recognize faces in the age of five 

years or earlier [39]. It looks like an automated process in our brain, also we can 

recognize people we know even though they are wearing glasses or hats, or even 

they have beard or long hair. In addition, our brains can recognize people when they 

get older. For human brain and its incredible capability of processing; the task of 

recognizing human faces seems to be trivial, but for computers, it is really 

challenging to perform such recognition task.  

Since the efficiency and effectiveness of any classification process strongly 

depend on the size of the trained data set as well as the quality of the extracted 

features [67], the features extraction and dimensionality reduction become more 
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important and more challenging process. Figure ‎2.6 shows the steps of face 

recognition systems. 

 

Figure ‎2.6: Face Recognition Steps 

Despite the similarities of human faces, human beings are able to recognize 

each other according to the uniqueness in the facial characteristics; these 

characteristics can be the eyes (distance between eyes and the eyes shape), mouth, 

nose, jaw edge, and cheekbones. The recognition of the face is based these 

characteristics. The task of face recognition can be hindered by a number of 

challenges such as, illumination, face expression, and the accuracy of the sensor [4]. 

On the other hand and in comparison with other biometrics like iris, fingerprint, 

retina, and so on, the face recognition is the most acceptable biometric in the field of 

human surveillance [1]. Moreover, there are a number of factors that can make the 

face recognition technique on the top authentication technologies such as: 

 Low cost hardware: face recognition can be performed by getting the face 

image using a camera which is quite suitable if compared with other sensor 

devices like an iris.  

 The capture of the face can be done remotely, that is mean there is no direct 

interaction between the user and the sensor (camera) [20]. 
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 Since a camera can capture the human face remotely and sometimes without 

user consent, face recognition is more suitable for surveillance systems. 

PCA is one of the most dominant data analysis technique which aims to 

reduce the dimensionality and overcome the curse of dimensionality [71, 77, 78]. 

PCA plays a key role in the context of feature extraction through the ability of 

removing the noise as well as specifying the redundant information by extracting the 

most dominant features from the original dataset [79-81].   

 A comparison study of face recognition methods has been made in [82], in 

addition, face feature extraction has also been addressed such as, Gabor wavelet 

transform and Principal Component Analysis (PCA) extraction techniques. The study 

has also discussed the pros and cons of feature extraction techniques, the 

performance and limitation. The evaluation of face recognition algorithms can help 

significantly to extract the best facial features and consequently can help to increase 

the overall system performance. PCA approach has performed well when the image 

organized and tested first. Eigenfaces has produced a better solution which is suitable 

for face recognition. Gabor wavelet performs the face recognition in high level of 

stability. All mentioned comparisons have discussed in details in this study to 

provide good information in the way of increasing the feature extraction 

performance.  

 A face recognition novel approach has been presented in [55]. The authors 

have presented an efficient face recognition approach by applying different vector 

and Kernel Principal Component Analysis (KPCA). The feature extraction plays a 
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vital role in face recognition process. One of the common methods of feature 

extraction is PCA which proved its efficiency and effectiveness in terms of facial 

features extraction [83-85].  

 In [86], the authors proposed a method to overcome the limitation conditions 

which is a Selective Illumination Enhancement Technique (SIET) for face feature 

extraction. They also proposed Threshold Discrete Wavelet Transform (TDWT) to 

improve the performance of face feature extraction. The feature extraction stage 

individually examined to enhance each stage. To select the feature vector, a Binary 

Practical Swam Optimization (BPSO) algorithm employed. The performance of 

feature extraction normally influenced by a variation of the image conditions like 

illumination. The result of the study has presented that the proposed method presents 

an efficient method for face feature extraction and better performance produced 

throughout the reduction of features extracted.   

 A color based feature extraction technique has been presented in [87-89]. 

After presenting the color pixels of skin region of the face, the obtained image 

statistics will prone to binarization, it will be transformed to gray scale image. The 

purpose of this step is to eliminate the hue and saturation and to focus only on 

illumination. The latter then will be transformed into a binary image because; the 

face image features are darker than the background colors that used for feature 

extraction based on PCA. Since PCA has a number of limitations, Template Based 

Technique (TBT) contains several algorithms to extract facial features such as, 

template based mouth and eye detection. The method does not need a complex 

mathematical calculations as well as pre-knowledge about the features. This 



36 

 

technique is considered as an easy method to perform and implement face feature 

extraction process. 

 SVD is one of the common feature extraction methods which is used with 

pattern recognition systems. It is a mathematical method used to define and order the 

matrix’s dimensions. In addition, SVD is considered as one of the most efficient 

tools for data analysis and signal processing [90, 91]. In terms of pattern recognition, 

SVD produced a robust method in terms of image dimensionality reduction [92, 93]. 

The singular values that are related to any given matrix generally consist of 

information that describes the level of noise and the energy. SVD represents a 

method for extracting the most significant features of an image. SVD based image 

feature extraction produces a set of image characteristics that can help to enhance the 

recognition rate due to the ability to increase the image contrast [72, 94, 95].   

2.5.2  Speech Feature Extraction  

Speech recognition technology commonly employed in several of daily 

activities such as giving the direction coordinates to GPS device while driving, 

sending text messages, access to specific information, security issues such as person 

authentication systems for mobiles and PCs, and many other applications that can be 

driven using the speech recognition technology. Recently, human speech recognition 

has got a wide interest among the researchers in the computer science field. The early 

systems were performing the recognition task by capturing the speakers’ voice and 

then trying to match the wave sounds [96]. However, the speech kind of biometric is 

normally influenced by the environment and has a high sensitivity to noise, 
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furthermore, the speech also sensitive to special circumstances that may the speaker 

faces such as illness, aging, and even though the speaker may speak differently 

according to different occasions [36]. Hence, the idea of matching the speech wave 

becomes irrelevant in terms of recognition.   

After that, there was a major enhancement in the way that used to perform the 

speech recognition which is using the statistical modeling such as HMM [46] to 

capture a large amount of speech data from many speakers in order to produce more 

robust statistical model for speech recognition. Due to this change, speech 

recognition systems have been developed dramatically, however, there still be 

noticeable error rate in these systems [97].  

The current trend of speech recognition is based on the simulation of brain’s 

behavior to perform the recognition by using ANNs techniques [47]. ANNs are used 

to overcome HMM’s limitations where the data samples increase, then the 

recognition accuracy will increase accordingly. Since STDP is considered the third 

generation of ANNs and it is mainly adopts the brain behavior, then the classification 

step requires more robust feature extraction method to come out with high 

recognition rate and less error rate.  

All speech recognizers include an initial signal processing that converts a 

speech signal into its more convenient and compressed form called feature vectors. 

Feature extraction step is the most crucial step in the any recognition system. Similar 

to the face biometric, the accuracy and the efficiency of the recognizer have strongly 

depended on the extracted features quality, hence, more significant features produce 
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high recognition accuracy, Figure ‎2.7. For speech biometric, there are two common 

methods for feature extraction which are; Mel-Frequency Cepstral Coefficient 

(MFCC) [74, 98, 99], Wavelet Packet Decomposition (WPD) [100],  

 

Figure ‎2.7: Speech Recognition System Process 

Despite MFCC and LPC can give stable speech representation, they have 

some drawbacks when dealing with a non-stationary signals, in addition, they have a 

high level of sensitivity to the noise [100, 101]. WPD recently used as a robust 

speech feature extraction method. It proved its efficiency and effectiveness in terms 

of compressing and denoising the speech since the speech has a strong sensitivity 

toward the noise due to the microphone quality. Thus, noise reduction plays an 

important role in the speech feature extraction process. WPD as a speech feature 
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extraction method acts as a suitable choice in terms of reducing the features as well 

as the high efficiency when dealing with non-stationary signals [75, 76, 97, 102-

108].  

2.5.3 Face and Speech Recognition (Computational Intelligence Approach) 

 Due to the desirable characteristics of  spatial locality of Gabor filter, a filter 

extraction based on Gabor filter method has been presented in [73]. The extracted 

features are passed to the classifier which is based on Feed Forward Neural Network 

(FFNN) to reduce the feature in a way that simpler than PCA. A number of images 

have been tested in this study to demonstrate the efficiency and effectiveness of this 

approach. Several algorithms have been employed in terms of face recognition; 

however, two of them have high detective rate which is; Eigenfaces and Elastic 

graph matching. Eigenfaces perform well but still suffer from some drawbacks such 

as, the sensitivity to illumination and scaling. In contrast, more robustness can be 

earned with elastic graph matching method against the illumination. However, elastic 

graph en efficient in terms of time consuming and computational complexity, 

moreover, it is less desirable in commercial systems. Using Gabor wavelet seems to 

be good, thus, and in this study, a new approach has been presented by combining 

Gabor wavelet and FFNN. The results of the study have proven that this method can 

achieve better performance compared with elastic graph and Eigenfaces. 

 Generic-based feature extraction study is presented in [52], for optimizing the 

extracted features. The results show that this approach for biometric feature 

extraction can effectively reduce the number of features required for the recognition 
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performance. In [53], a novel cascade face recognition and feature extraction has 

been proposed. The system includes three Artificial Neural Networks (ANNs) 

classifiers to enhance the system efficiency and reliability. Figure ‎2.8 shows the three 

classifiers list. The result of the study showed that embedding the three classifiers of 

ANN can lead to high rate of accuracy for face recognition and more reliability as 

well. Figure ‎2.8.  

 

Figure ‎2.8: Face Recognition Based on Three ANN Classifiers (Reproduced  from [15]) 

 The performance of the face recognition process is normally has a sensitivity 

against the image variations and illumination conditions. Many algorithms have been 

presented to overcome these challenges such as, histogram and Eigenfaces [109]. In 

this study, a minutiae based on thermal face recognition method has been made as 

described in Figure ‎2.9. The system developed consists of three steps; face region 
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crop, feature extraction, and the classification and face recognition. The final 

recognition has been enhanced when using this method. 

 

Figure ‎2.9: Thermal Face Recognition (Reproduced from [53] ) 

2.6 Face and Speech Authentication 

 Since the multimodal biometric authentication system performs better than 

the unimodal in terms of accuracy and effectiveness, many multimodal systems have 

been presented last few years. These systems normally combine two or more 

biometric to perform the identification and the verification for individuals. Among 

several human biometrics, this research is focused on face and voice biometrics. In 
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the upcoming paragraphs, a review of a number of studies will be done for the 

systems that employ face and speech biometrics. 

 A multimodal biometric system based on face and speech recognition has 

presented in [63]. The objective of face recognition is to identify the individuals 

based on their image face. This image will be compared with other stored images to 

perform the recognition. Face detection that used in this study is based on PCA 

method, while speech recognition is based on Gaussian Mixture Models (GMMs). 

The result of the study showed a higher stability authentication rate which can 

overcome the limitation of unimodal systems. 

 A general approach of multimodal systems has presented in [110]. The 

proposed system combines two types of biometric traits which are face and speech. 

The fusion level used in this study is on features level and decision level in order to 

make the system more robust. Buffering approach helps to enhance the system 

accuracy. Statistical methods have also been used; Figure ‎2.10 shows the model of 

the proposed system. The buffer is used to store the current information to enable the 

fusion of concurrent information and consequently enhance the overall accuracy.  

 

Figure ‎2.10: Buffering Approach Biometric System (Reproduced  from [110] ) 
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 A multimodal person authentication system based on face and speech is 

presented [111]. The speech verification was based on Mel-Frequency Cepstral 

Coefficient (MFCC). The face verification system has been built using PCA and 

Linear Discrimination Analysis (LDA). The experimental results have clearly shown 

the efficiency of multimodal systems comparing with unimodal as well as the 

performance in at a high rate of accuracy. 

 In spite of the good performance of the systems that have been designed 

based on the face and speech, it is clearly can be seen that almost these systems have 

been built by adopting the statistical approaches. These approaches have a number of 

drawbacks that affect the performance of such systems. Firstly, the time consuming 

using statistical approaches can be noticed significantly. Secondly, statistical 

approaches normally require for high level of complexity which may hinder the 

performance of these systems. Lastly, these approaches have less ability for learning 

in comparing with artificial models.  

2.7 Artificial Neural Networks (ANNs) 

 The first generation of ANNs has been successfully employed used to in 

terms of problem solving such as the classification [112-114], however, the 

performance of these models suffers from several drawbacks [115]. Since the brain’s 

neurons or spikes transmit the information across the brain using pulses, there should 

be a significant computational representation for such process especially when it 

depends strongly of the time. Therefore, the first generation of ANNs is insufficient 

in terms of brain activities representation.  
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In the second generation of ANNs, neurons use the continuous activation 

function instead of step or threshold function to compute their output signal. This 

neural computation is known as rate coding. According to this improvement of the 

output computation, it can model the intermediate frequency of pulsing that can 

approximate any analog function arbitrarily [116, 117]. There was another realistic 

improvement in the second generation of ANN models which is the learning 

efficiency. Learning is performed throughout the modification of weights by 

strengthening or weakening their effectiveness. Hence it can be modulate the 

incoming signals and accordingly can affect the strength level of output. The 

synaptic plasticity mechanism inherits some biological properties of a real neuron. 

This generation has proved its efficiency in terms of supervised information such as 

back propagation [118], and the self-organizing map (SOM) [119]. These two 

generations of ANN performed well in terms of problem solving in the context of 

classifications [114], clustering [120], and cognitive modeling [121]. However, the 

plausibility of these models regarding to biological neuron properties is minimal with 

several drawbacks. 

The need to understand the remarkable capabilities of information processing 

for human brain has led to develop more complex processing models, namely  brain-

like models which are the Spiking Neural Networks (SNNs) [56], which represent 

the third generation of ANNs. These models adopt the training of spikes as the 

internal representation for the information instead of continuous variables. 

Nowadays, many researchers are trying to adopt SNNs to perform empirical studies 

[122-124].  
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The aim of any learning method is to produce an output for the neurons [125], 

each class labels relies on the classification problem. After producing a specific input 

dataset to the network, the corresponding spike train is broadcasted throughout the 

SNN which may also be produced in the firing stage of specific output neurons. 

There is also a possibility that may no output neuron is activated and the network 

remains silent. That means, the classification outcomes are undetermined.  

The human brain has the incredible capability to learn the patterns with a 

variety of time scales, starting from milliseconds up to years and may up to millions 

of years (e.g. genetic information). Thus the brain is the extreme inspiration to 

develop a new machine learning techniques. Brain-inspired or brain-like Spiking 

Neural Networks (SNNs) [56] have the ability to learn using trains of spikes 

transmitted between spatially located synapses and neurons. In addition SNNs have 

proved their efficiency due to the ability to process and coordinate multi dimension 

information like time and space [27].   

 Spike-Timing Dependent Plasticity (STDP) algorithm rationally represents 

the physiological mechanism for activity-driven synaptic regulation. The neuron 

which provided with STDP can solve complex computational problems. The main 

idea of STDP is to enforce the connection of neurons each time the neuron fires. 

STDP plays a key role through detecting the repetitive patterns and make a response 

to them. It is currently a significantly well-established physiological mechanism of 

activity driven synaptic regulation [24, 33]. STDP uses correlations in the firing 

times of pre- and postsynaptic neuron for synaptic changes. In addition, through the 

third generation models, the memory capacity can also be maximized with 
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appropriate encoding strategies. For example, the parameter of transmission delay in 

a spiking neural network allows formation of polychronous groups that can store a 

vast amount of patterns [126, 127]. In encoding with polychronisation concept, a 

pattern is represented through a chain of neuron firings.  

The Spike Driven Synaptic Plasticity (SDSP) is another algorithm that fall 

under SNNs category. It is a semi-supervised learning method [30, 31].  SDSP model 

of can learn to classify complex patterns in a semi-supervised fashion. The rule of 

SDSP learning introduces a long term dynamic of the synaptic weights depending on 

the value of the weight itself. If the weight is above a given threshold, then the 

weight is slowly driven to a fixed high value. In contrast, if the weight is driven by 

the learning mechanism to a low value, then the weight is slowly driven to a fixed 

low value. These two values represent the two stable states of SDSP learning 

method.  In [31], the SDSP model is successfully employed to train and test a SNN 

for characters recognition. Each character was in the form of static image represented 

by feature vector, and each value of features vector is converted into spike rates, 

with. For each class, there were different training patterns used and there were 

specific number of neurons allocated, and trained for several thousand iterations. 

Rate coding of information was used rather than temporal coding, which is typical 

for unsupervised learning in SNN. In spite of SDSP has been successfully used for 

the recognition of mainly static patterns, the potential of the SDSP SNN model and 

its hardware realization have not been fully explored for spatio- and spectro-temporal 

data (SSTD), and not efficient for fast on-line learning of complex spatio-temporal 

patterns [29]. In addition, SDSP in nature is a semi-supervised learning based 

technique where there should be a set of specific learning rules in order to perform 
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the recognition, and this issue contrast with the reinforcement learning concept 

where the learning is performed as target-based behavior [32]. 

2.8 Spiking Neuron Models 

Due to the development of neuroimaging technology, the brain activities have 

been delineated for better understanding, recording, and investigating in order to 

project the structural and functional behavior of the brain’s activities. The human’s 

brain consists of a huge number of neurons (Figure ‎2.11), each of them maps a 

connection with other neurons generating a network. The interaction between two 

neurons is described as receiving the impulse signals (input) and triggering an action 

(output).  Generally, the biological neuron is composed of three major parts which 

are; the dendrites, the soma (or cell body), and the axon. The signals are received by 

dendrites from other neurons throughout a specific connection (synapses), the 

incoming signals are collected in soma (Figure ‎2.11), whenever sufficient signals 

received, then the cell is fired, and starts to transmit the signals the axon to other 

cells [56]. 
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Figure ‎2.11: Neurons Network Example 

The biological neurons communicate through the neurotransmitters which are 

specific chemical messengers [128]. A neurotransmitter modulates and boosts the 

signals between two neurons. The sender neuron (presynaptic) sends the signals 

(information) in the form of action which called spikes to the receiver neuron 

(postsynaptic). Postsynaptic neuron may or may not fire depending on the difference 

between the cell’s interior and the surroundings. This difference is called membrane 

potential [56]. A certain threshold is determined and when the membrane potential 

reaches it, the neuron is triggered and generated a spike.  Generally, a spiking neuron 

model depicts the accumulation of input signals that produce the spike which is 

specified by the increment and the decrement of the membrane potential value. 
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2.8.1 The Hodgkin-Huxley (HH) Model 

This spiking neuron model is one of the most significant models in the 

context of computational neuroscience. It was involving an experiment conducted on 

a squid axon and it has been found that there are three main ion channels called 

sodium (Na), potassium (K) and leakage currents carried by Cl- ions. Hence, the HH 

model has been proposed in order to describe the conductivity of the currents that 

carried by a cell membrane. The following formula explains the HH model: 

            (    )       
   (     )     (    ) (2.1) 

Where: C is the membrane capacitance, v is the membrane potential, the 

variable I is the current’s summation, the variables gK and gNa represent the amount 

of time dependent conductance functions, the variable gL is the voltage-independent 

conductance that depicts the leakage channel. And lastly EK, ENa and EL are the 

reverse potentials for corresponding ions. 

In spite of that the HH model is convenient to describe the squid neuron 

system; it has significant disabilities when dealing with more complex neuron 

systems such as human’s brain [129]. Thus, this model considered to be inefficient to 

build brain like encoding system. 

2.8.2 Leaky Integrate-and-Fire (IF) Models  

IF is considered as the simplest integrate-and-fire (IF) model, thus this model 

in most widely used in SNN studies. It is represented by a simple routine, which is 
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the neuron integrates the input signals and then spike at a specific threshold. The 

leaky IF model can be formulated by the following formula: 

 

              

                       

(2.2) 

Where the value of  , represents the membrane potential value,   is the input 

current, and a, b, c, and          represent the parameters of the model. 

According to the single variable ( ), the model of leaky IF can only work as 

an integrator. The thing that makes this model is limited to only specific SNN models 

since the single IF model could not satisfy the performance of spiking process.         

2.8.3 Izhikevich Spiking Neuron Model (IM) 

This model was proposed in , it is based on two principals; computationally 

simple, and the capability of producing high level of firing patterns demonstrated by 

the real biological neurons. The model reproduces spiking process according to four 

basic parameters which are; a, b, c, and d [13, 129, 130].  

 

Figure ‎2.12: Izhikevich Spiking Neuron Model (Reproduced from [131]) 
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The following formula describes the IM model: 

                       (2.3) 

      (    ) (2.4) 

Where   represents the membrane variable,   is the membrane recovery 

variable which calculates the activation of K
+
 and the inactivation of Na

+
 ionic 

currents. When the spike value reaches the peak (vpeak = +30 mV),   and   variables 

are at the reset state according to (4.5), vpeak is not a firing threshold, but the peak (cut 

off) of a spike. The dynamic firing threshold gives the model the similar behavior 

like real neurons, depending on the activity. Approximately the value is between –55 

mV to – 40 mV. The resting potential in the model is between -70 and -60 mV 

depending on the value of b. 

                            (2.5) 

A description of the variables (a, b, c, and d) can be seen in the following list:  

 Parameter a: the time scale of the recovery variable u, smaller values result in 

slower recovery (typical value, a = 0.02). 

 Parameter b: the sensitivity of the recovery variable u to the sub threshold 

fluctuations of the membrane potential v (typical value, b = 0.2). 

 Parameter c: the after-spike reset value of the membrane potential v caused 

by the fast high-threshold K+ conductance (typical value, c = -65 mV). 

 Parameter d: after-spike reset of the recovery variable u caused by slow high 

threshold Na+ and K+ conductance (typical value, d = 2). 
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From all the aforementioned, we can conclude that IM model has a 

significant level of simplicity due to it has only two equations with a variable that are 

easy to control their variables. In addition to its simplicity, IM is a plausible model 

since it can inherit the HH and leaky IF features [130]. This is the reason that we 

choose an IM model to encode the STDP approach.  

2.9 Reinforcement Learning (RL) 

In 1999, Erickson and Desimone presented a behavioral experiment on visual 

discrimination [132]. The experiment, known as “GO or NO-GO,” aimed to prove 

that an association process occurs in neurons to facilitate learning of visual 

association, and to test whether neurons that respond to the associated stimuli in the 

cortex are changed during the learning process. The responses of neurons from two 

monkeys were recorded during the experiment. The experiment involved showing a 

visual image, called a predictor, preceded by another visual image, called a choice, 

within a specific time delay. The neuronal activities of both monkeys were observed. 

The performances of the subjects, which were required to release or not release a bar 

followed by a reward, were recorded. A reward was given if the subjects realized that 

the choice accurately matched the predictor by releasing the bar, and vice versa 

(Figure ‎2.13). After a number of trials, the researchers found that the monkeys 

exhibited significant learning capabilities. In addition, this experiment proved that a 

correlation exists between the activities of neurons and delay time, thus indicating 

that neurons can learn the temporal sequences of stimuli. Moreover, this experiment 

proved that monkeys can learn faster by using associative learning.  
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Figure ‎2.13: Associative Learning Experiment (Reproduced From [132]) 

Reinforcement learning algorithms enable the agent to learn an optimal 

behavior by interacting with some environment elements and learn from its obtained 

rewards [13, 133]. The agent uses a policy to control its behavior, where the policy is 

a mapping from obtained inputs to actions. RL is quite different from supervised 

learning where an input is mapped to a desired output by using a dataset of labeled 

training instances [134]. One of the main differences is that the RL agent is never 

know the optimal action; instead it receives an evaluation signal indicating the 

quality of the selected action. 
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Markov Decision Process (MDP) is one of the algorithms that used in 

performing RL classification [135-137]. It is a probabilistic temporal model of an 

agent interacting with its environment. It consists of the following [134, 138]: 

 A set of states (S). 

 A set of actions (A). 

 A transition function T(s; a; s0). 

 A reward function (Rs). 

 A discount factor (D). 

At each time, t, the agent is in some state St  S, and takes an action At  A. This 

action causes a transition to a new state St+1  S at time t + 1. The transition function 

gives the probability distribution across the states at time t+1, such that T (St; At; 

St+1) = Pr(St+1 | St; At). The reward function Rs specifies the reward being in state S. 

MDP can be represented as in Figure ‎2.14 , where each node represents a single 

state.  

 

Figure ‎2.14: Markov Decision Processes Representation (Reproduced from [137]) 
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Q-learning is another reinforcement learning algorithm [13], it is considered 

as an off-policy algorithm, which means that the agent learns about the optimal 

value-function while following another behavioral policy that includes exploration 

steps [139]. A disadvantage of Q-learning is that it can diverge when combined with 

another function, also, the off-policy algorithms do not modify the behavior of the 

agent to better deal with the action [140].  

Another RL algorithm is the Actor-Critic (AC) algorithm, which is 

considered as on-policy method. In a way that different with Q-learning, AC method 

keep track of two functions; a Critic that evaluates states and an Actor that maps 

states to a preference value for each action. A number of Actor-Critic methods have 

been proposed [13, 141]. Despite the aforementioned algorithms have been 

successfully employed in terms RL; they share a number of limitations such as the 

deficiency when dealing with large and complex data, also, when the algorithms 

needs to select an action for test, it becomes much slower for classifying new data 

[13, 134].   

The rapid development of these technologies indicates that the next 

generation of  technologies will move toward ubiquitous computing [142]. Recently, 

biometrics has become one of the richest fields in the context of research, 

particularly audiovisual recognition [143]. Facial recognition commonly requires a 

camera to track and capture human faces for identification purposes. This process 

normally involves segmentation, feature extraction, and classification [144]. To 

perform these tasks, an excessive amount of training data is required. Thus, system 
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performance is improved when the techniques used for different types of 

authentication systems consider the evolution of learning.  

 When the data set is small, the performance of a biometric system is poor. To 

overcome such problem, a study presented in [145] used a semi-supervised method 

based on face and gait biometrics. The most significant part of this previous study is 

employing co-training for both biometrics. Self-training has been used in biometrics 

via PCA methods, and is currently one of the hottest issues in semi-supervised 

learning methods [146]. The self-learning process can be described as follows. 

 The classifier is trained by using a small amount of data. 

 The classifier is then retrained. This process is repeated several times. 

 A learning discriminative local binary histogram (LBH) approach was used in 

[147] to perform effective recognition of human gender based on facial biometrics. 

This previous study adopted a new approach, which involves training a number of 

weak classifiers to enhance their performance, to perform the learning process. This 

study showed that the proposed learning approach yielded better classification 

performances than those obtained by using statistical approaches.  

 The joint discriminative dimensionality reduction and dictionary learning 

(JDDRDL) approach was proposed for facial recognition in [148]. This approach is 

different from PCA and linear discriminant analysis. The result of this previous study 

showed that the JDDRDL approach performs better than other approaches in terms 

of facial recognition and classification.  
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  STDP is generally one the most acceptable mechanisms used for learning 

with SNN [149]. However, STDP learning can only be performed with an 

unsupervised approach. In addition, STDP must be integrated with other suitable 

encoding strategies, which can delay the encoding process. Learning with STDP is 

also limited by its need to control synaptic changes as learning progresses. Thus, this 

process may generate unlimited growth (suppression) of weights even after learning 

has stabilized [126]. 

When the nature of learning is considered, our first idea is that we learn by 

interacting with our environment. When an infant waves his/her arms, plays, laughs, 

or looks at the things around him/her, he/she is not taught by a teacher; however, a 

direct connection and interaction exist between the infant and his/her environment 

[13]. By training this connection, a large amount of information on cause and effect 

becomes available. Furthermore, the aforementioned interaction configures the main 

source of knowledge on the environment and how to deal with such knowledge. 

When a person performs an activity, such as driving a car, this person is aware of 

how the environment responds to such activity. The idea of learning from our 

environment is the core concept behind all theories that deal with learning and 

intelligence. RL, which is a model of trial-and-error or the so-called “law of effect” 

in psychology, is a method of learning from interacting with the environment [150]. 

A few studies have reported on the application of SNN in RL. An abstract of 

algorithms, which is not based on explicit neural modeling, has been found [13]. 

Recently, however, studies on modeling RL in SNNs have increased. In RL, agents 

should upgrade their internal parameters to increase rewards based on the given 
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period [32, 151, 152]. This upgrade can be implemented by performing a sequence of 

trial-and-error action–rewards in response to environmental stimuli. In a manner 

different from those of supervised and unsupervised approaches, in which most of 

the learning cases are subjected to specific rules with a given initial state, agents 

explore and use their unknown identity states to establish a learning policy in RL. 

Thus, this form of learning has a high level of plausibility (Figure ‎2.15). 

 

 Figure ‎2.15: Description of Reinforcement Learning Process 

2.10 Summary   

 From aforementioned sections, it can be clearly seen that the biometric 

authentication systems development is running very fast due to the development of 

computer system and information technology. Since, there are a variety of biometric 

traits; also there are variations of the techniques that used to build such 

authentication systems. The performance, accuracy, and time are playing the key role 

in the context of biometric recognition; hence, when designing an authentication 

system, there should be an appropriate selection of the techniques that will satisfy the 
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system and user requirements. According to the literature mentioned, ANNs can 

present the optimum solution so far. They are contributing significantly in 

consuming the time, increase the accuracy, as well as the ability of learning for 

neural networks makes them on the top of authentication techniques. 

 Feature extraction plays a key role in all authentication systems, since the 

accuracy of the classification results depends strongly on the quality of the features 

extracted. PCA and SVD are two common feature extraction methods that have been 

implemented widely in the field of facial feature extraction. These methods have 

proven their efficiency and effectiveness in terms of dimensionality reduction. For 

speech recognition; WPD is considered to be a good feature extraction that used to 

extract speech features. It was proved its significant performance due to the ability of 

denoising the speech as well as the high performance when dealing with non-

stationary signals, the thing that makes it suitable for speech feature extraction and 

authentication systems, since the speech might not be pre-recorded.  

 One of the authentication systems’ factors is applying an efficient learning 

technique. Reinforcement learning (RL) is a very effective learning approach since it 

adopts the human behavior in terms of learning. RL can be implemented by 

performing a sequence of trial-and-error action-rewards in response to 

environmental. In a way that is different from supervised and unsupervised 

approaches, where most of the learning cases subject to specific rules with given 

initial state, in the RL approach, agents explore and use their unknown identity states 

to establish a learning policy. That means this kind of learning has a high level of 

plausibility.  
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 SNNs are presenting the most significant performance due to the ability of 

learning by adopting human-like learning techniques. The brain is an inspiration 

factor to adopt SNNs.  Learning approach can contribute effectively to enhance the 

system accuracy and performance. In addition, SNNs have the ability to process 

multiple dimension information such as time and space. STDP is one of the most 

effective algorithms that belong to SSNs, which proved its ability to use the time 

more effectively.    
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CHAPTER THREE 

RESEARCH METHODOLOGY 

3.1 Research Methodology  

 In the previous chapter, we reviewed literature related to our research 

objectives to build a comprehensive understanding of aspects related to this study. 

This extensive literature review allows selection of suitable methods to conduct 

research activities and to come up with the research objectives. This chapter 

describes the application of the selected methods. The methodology consists of four 

main phases, which are described as follows.          

 Phase I: this phase focuses on the multimodal biometric authentication and 

how such approaches can overcome unimodal authentication limitations. It also 

discusses the statistical approaches that used in multimodal authentication and 

states the differences with computational intelligence approaches. In addition, 

related research is also explored to express the main characteristics of 

authentication systems and the rapid development of multimodal systems. This 

phase presents a significant understanding of biometric technology and the 

development of such technologies in authentication systems. Furthermore, the 

development methods of and the associative learning method are evaluated for 

adoption and implementation in later phases. 

 Phase II: This phase focuses on extracting facial and speech features, which is a 

critical step in all biometric authentication because the classification process 

primarily depends on the quality of the extracted features. For facial biometrics, 
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two feature extraction methods are adopted: the PCA-based Eigenfaces approach 

and SVD feature extraction. The facial data set used is from ORL. The speech 

feature extraction method used is WPD. The speech data set used is from 

TIDigits. Two facial feature extraction methods are used to test which one can 

perform better, and thus, satisfy the second objective. MATLAB 7.10 (R2010a) 

programming language is used to extract the biometrics. The outcome of this 

phase is a set of facial and speech features that will be used as input data for the 

next phase (i.e., classification).  

 Phase III: In this phase, associative learning is implemented by using SNN 

based on STDP. RL is used as a machine learning approach following the trial-

and-error concept. The feature selection mechanism and all processes used to 

encode spikes are demonstrated. A number of experiments with different 

network structures and parameters are performed. A test on actual data collected 

by the researcher is also conducted to test the performance of STDP, implement 

the result, and clarify the outcomes. MATLAB and C
++

 are the programming 

tools used to encode the learning process of STDP, particularly for training and 

classification.      

 Phase IV: Evaluation is performed to measure the accuracy and performance 

response of the multimodal association learning network. This phase involves 

analyzing the results according to the given output of the current recall accuracy. 

In this context, accuracy refers to the correctness of the learning model in 

associating face–speech biometrics with the target individual. The parameter we 

used to evaluate the model is performance rate, which represents the accuracy 
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ratio, and can be calculated as follows: Performance = (number of correct 

calls/number of trials) × 100. Figure ‎3.1 presents an overall view of the phases 

of the research methodology. 

 

Figure ‎3.1: Design Research Methodology 
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3.2 The Learning and Classification Process  

 The authentication learning process starts by capturing the face image by 

using a camera and capturing voice by using a microphone. Feature extraction should 

then be performed to determine the most significant feature characteristics for 

accurate recognition. When the feature-extraction phase is completed, the 

classification process begins. Figure ‎3.2 shows the learning flowchart. 

 

Figure ‎3.2: Process Flow of the Reinforcement Learning Using STDP for Multimodal Face-

Speech Association Learning 
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3.3 Phase I: Review of the Literatures  

This section represented by Chapter1 and Chapter 2, which describe the 

multimodal authentication approach and the main related aspects. It also depicts the 

limitations of other biometric systems and how to overcome such limitation.  

3.4 Phase II: Feature Extraction 

In this section, we describe facial feature extraction by using two common 

methods for facial images (PCA and SVD) because of the high level of performance 

and the efficiency of these methods in reducing dimensionality. For speech feature 

extraction, we use WPD to extract the most dominant speech features  

3.4.1 Face Features Extraction 

Given that the efficiency and effectiveness of any classification process 

significantly depend on the size of the trained data set and the quality of the 

extracted features [67], feature extraction and dimensionality reduction are 

important and challenging processes. The present study adopts two algorithms to 

perform facial feature extraction and prepare data for classification: PCA and SVD. 

In facial recognition, sample data must be prepared prior to training. In this 

study, we have selected the face data set from ORL (currently known as AT&T) 

[153]. The ORL data set contains facial images from 40 subjects with 10 facial 

expressions (smiling, sad, happy, with glasses, eyes closed, and so on) for each 

subject. The data set was collected between April 1992 and April 1994 at the 

Cambridge University Computer Laboratory [153, 154]. All images were captured 
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under different lighting conditions as well as in a homogeneous dark background. 

Figure ‎3.3 shows the ORL data set. The facial images in the data set are 92 × 112 

pixels in dimension, with 256 gray levels per pixel. The images are sorted into 40 

folders, with each subject having one folder that contains his/her images with 

different facial expressions. According to the naming convention followed in this 

study. Given its variety in image illumination, poses, and expressions, the ORL data 

set has been used in several studies to test facial recognition algorithms [43, 155-

159]. In the succeeding sections, we explain image preprocessing and feature 

extraction for PCA and SVD by using the ORL data set to produce an optimal set of 

features, and accordingly, obtain the best facial recognition results by using SDTP.  
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Figure ‎3.3: The ORL Face Images Dataset [153] 
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3.4.1.1 Face Features Extraction Using PCA 

PCA is one of the most common data analysis techniques that aim to reduce 

dimensionality and overcome the curse of dimensionality [71, 77, 78]. PCA has a 

key role in feature extraction because of its ability to remove noise and specify 

redundant information by extracting the most dominant features from the original 

data set [79-81].  

The PCA feature-extraction method starts by preparing the data set to train 

the recognizer. As mentioned earlier, the ORL facial image data set is used in this 

study. PCA does not process an image directly. An image must be converted first 

into vector form (i.e., a set of numerical values). The image dimensions in the ORL 

data set is 112 × 92 pixels. To work with such images, they must be converted first 

into a column vector with 10304 values. This number is the product of the image 

dimensions, which is now in matrix form instead of in two dimensions. Figure ‎3.4 

shows an example of converting image dimensions. 

 

Figure ‎3.4: Example of Converting 2D Image into 1D Vector. 
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 Now we have a single column vector for each image. By applying this 

process for all the images in the data set there will be a one matrix X (m*n) that 

involves all images’ features. The output matrix is constructed from a number of 

columns (n) or observations and each column represents one single face image, in 

addition the number of rows (m) reflects the number of features for each single 

image. 

 The next step is normalizing the feature vectors. This task is achieved by 

removing the features shared by the images in the data set. The common facial 

features in the data set can be determined by calculating the mean (µ) for all image 

vectors (i.e., the matrix X). The mean face depicts the average features of the entire 

training set, that is, given that all facial images have eyes, eyebrows, nose, mouth, 

chin, and forehead; then, these common features do not considerably differentiate a 

particular image from others. Instead, other features, such as eye location, make an 

image unique. Hence, the mean (µ) has to be removed from each image to retain the 

most significant feature of each image. Figure ‎3.5 illustrates image normalization.  

 

Figure ‎3.5: Face Image Normalization 
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The following formula is used to calculate the value of (µ) for the ORL 

dataset: 

    
 

 
∑  

 

   

 (3.1) 

To obtain more significant features for the facial images, PCA includes a 

crucial step, which is, finding Eigenfaces [156, 160, 161]. Eigenfaces is produced to 

obtain facial images with the most dominant features. These faces can be calculated 

by finding the eigenvalues and eigenvectors for the covariance matrix of the training 

set [162-166]. The covariance matrix is represented by normalized image data, as 

previously stated. Calculating the eigenvalues and eigenvectors represents the core 

concept of dimensionality reduction. The following formula describes the means to 

calculate the covariance matrix (C) of the facial image matrix (X): 

    
 

 
∑(    ) (    ) 

 

   

 (3.2) 

Assuming that (A) is the normalized matrix of the facial images, then: 

   (    ) (3.3) 
  

The covariance matrix is then expressed as follows: 

        (3.4) 

 The ORL data set includes 40 subjects, each with 10 facial expressions that 

are represented as 10 facial images with dimensions of 112 × 92 pixels. Accordingly, 

a matrix of observations X (m × n) exists, where (m) is the number of rows of the 
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matrix (X), which is equal to 10304 (112 × 92), and (n) is the number of columns of 

the same matrix, which is equal to 400 observations. Based on the covariance matrix 

formula [      ], and according to (X) dimensions, the covariance matrix is 

matrix C (10304 × 10304), which is a huge matrix to process, and thus, will consume 

a large amount of memory. This problem will become increasingly complicated if we 

deal with a large data set of images. According to linear algebra, for any given 

observation (m × n) matrix, if the number of observations (n) is bigger than the 

number of features (m), then the covariance matrix (C) can be calculated according 

to the following formula instead of the previous one: 

        (3.5) 

By applying Formula 3.5, the results for a covariance matrix with dimensions 

C (400 × 400) will be obtained. Thus, this formula clearly produces the least 

number of features, and consequently, it requires less time and fewer computational 

processes than the other formulas.  

 As previously mentioned, eigenvalues and eigenvectors are the cores of 

dimensionality reduction. Hence, to obtain the most dominant features, we must 

calculate these factors for the covariance matrix. The formula used to calculate the 

eigenvalues and eigenvectors can be expressed as follows: 

            (3.6) 

where i= 1, 2, 3, 4… n,  
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(λ) represents the eigenvalue matrix, whereas (V) represents the eigenvector matrix. 

 Eigenfaces is considered as one of the most efficient feature-reduction 

techniques for facial recognition because of its speed and simplicity [167]. After 

obtaining eigenvalues and eigenvectors, each face in the data set is represented by a 

number of Eigenfaces, known as the vector of the feature. These Eigenfaces are 

used to train the recognizer to perform authentication. Figure ‎3.6 shows a sample of 

Eigenfaces for the ORL data set. The outputs of all previous steps are represented 

by a 2D matrix that includes the Eigenfaces extracted from the original facial 

images in the ORL data set. This matrix represents the input for our STDP 

algorithm, wherein classification is performed.  

 

Figure ‎3.6: Sample of Eigenfaces for ORL Data Set 
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  To sum up, Figure ‎3.7 illustrates the process of dimensionality reduction and 

facial feature extraction by using PCA and by obtaining a set of Eigenfaces for the 

data set. 

 

Figure ‎3.7: The PCA Features Extraction Steps 

3.4.1.2 Face Features Extraction Using Singular Value Decomposition (SVD) 

SVD is a well-known feature-extraction method used in pattern recognition 

systems, is a mathematical method used to define and order the dimensions of a 

matrix. SVD is also considered as one of the most efficient tools for data analysis 

and signal processing [90, 91]. Singular values related to any given matrix generally 

consist of information that describes noise and energy levels. SVD provides a 

method for extracting the most significant features of an image. The mathematical 

formula used to extract the singular values of any given matrix of observation (X) 

with dimensions (m × n) can be formulated as follows:  
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           (3.7) 

where U (m × m) and V (m × m) are orthogonal matrices, and ∑ is an (m × m) of 

diagonal singular values. The most significant property that makes SVD a robust 

technique for extracting features from facial images is the stability of the facial 

image.  

To extract facial features from the ORL facial data set, we first reduce each 

image in the data set to 50% of its original size. The images are resized to increase 

training and recognition speed, improve recognition accuracy, and overcome the 

curse of dimensionality [91]. Similar to that in PCA, we must convert the images in 

the data set into vectors for observations. To extract features, each image is divided 

into a number of blocks. Each block is treated as an individual matrix and processed 

to extract its features. A patch measuring (L × W) is virtually created, and it slides 

over all facial images starting from the top up to the bottom to scan image values and 

generate a number of blocks [168]. After resizing the images, the dimensions of each 

image are determined to be (Height = 56) and (Width = 46), as shown in Figure ‎3.8. 

Given that the patch width is the same as that of the image, we only need to 

determine the patch height to achieve block detentions. In the present experiment and 

according to [91], we consider the height of the patch as (L = 5) pixels. Considering 

that the patch can only move one pixel each time toward the bottom of the image,  a 

number of overlapping blocks are observed. The following formula provides the 

number of blocks for each image in the data set:  
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   (3.8) 

Where (P = L-1) to ensure that the patch will only move one pixel each time. 

Hence, each image with dimensions (56 × 46) results in (52) blocks. We know that 

each block has (230) values, and thus, each image has (11960) values, which is a 

large number. Thus, we are still far from the optimum number of features, and 

additional dimensionality reduction processes should be conducted. The goal of SVD 

is to obtain only a single value for each block instead of (230) values.  

 

Figure ‎3.8: Blocks Generation Process 

According to [91], SVD has three matrices (U, ∑, V) for each block. Based 

on the experiment conducted in [91], three values present the best classification, 

namely, U(1,1), ∑(1,1), and ∑(2,2). Thus, only three single values instead of (230) 

exist for each block, and the entire image can be represented using (156) values. The 

number of features has decreased significantly. As previously stated, the goal of 

SVD is to obtain a single value for each block. Considering that we have three values 

and that SVD generates continuous values, then quantizing the values of each block 
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is necessary to obtain a single, unique value that can represent the entire block. 

Quantization has been adopted widely for generating features in pattern recognition 

systems. In addition, quantization is an efficient tool for image representation [169-

171]. Quantization can be performed via a rounding or truncation process. According 

to the experiment in [91], the three aforementioned values can be quantized as 

follows: 

 The value of U (1, 1) is quantized to level (18), i.e. in range of (0-17). 

 The value of ∑ (1, 1) is quantized to level (10), i.e. in range of (0-9). 

 The value of ∑ (2, 2) is quantized to level (7), i.e. in range of (0-6). 

Assuming that X1, X2, and X3 are the three aforementioned values; then, we 

need to obtain only a single value to represent these three values. To achieve this, we 

have to find the combination of these values. This combination can be calculated by 

using the following formula:  

                                (3.9) 

where the numbers of each block range from (1 to 1260). Figure ‎3.9 shows an 

example of dimensionality reduction by using SVD.  
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Figure ‎3.9: SVD Dimensionality Reduction 

    After performing SVD for the entire data set, we obtain the matrix of the 

extracted features, which is ready to be trained by using STDP. Figure ‎3.10 

illustrates the overall SVD process for extracting facial features.   

 

Figure ‎3.10: Features Extraction Using SVD 
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3.4.2 Speech Features Extraction 

WPD is an implementation of the wavelet transform approach [172], which 

decomposes wave signals into a set of wavelets. WPD is considered to be a 

generalization of the wavelet decomposition approach that can present a high level of 

signal analysis [173]. It is indexed by using three commonly interpreted parameters, 

namely, position, scale, and frequency. For any given wavelet function, a library of 

bases called wavelet packet bases is normally generated. A particular method to code 

each signal of all bases is available. The wavelet packets can be used to expand a 

given signal numerous times. Then, we can select the most relevant decomposition of 

a given signal. In WPD, the signal is represented by using a tree that is composed of 

a specific numbers of levels, which are the wave packets, as shown in Figure ‎3.11. 

For example, the signal wave (S) can be represented by the following (S = A1 + 

AAD3 + DAD3 + DD2). This representation cannot normally be performed by other 

signal analysis approaches, thus making WPD an efficient extraction method for 

speech features. 

 

Figure ‎3.11: Wavelet Packet Decomposition Tree at Three Levels 
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3.4.2.1 Speech Dataset 

Similar to facial feature extraction, a speech data set should be used for 

recognizer training. In this research, we adopt a common speech data set, that is, the 

TIDigits speech data set [35, 174]. TIDigits is one of the largest speech data sets 

adopted in numerous studies on designing and evaluating speech recognition 

systems, such as in [175, 176]. This data set contains approximately 25000 sequences 

of digits spoken by 326 speakers. The speech samples were obtained from different 

types of speakers (men, women, and children) in a quiet environment and then 

digitized at 20 kHz (Table ‎3.1). 

Table ‎3.1: TIDigits Speakers' Numbers and Ages (Reproduced from [174]) 

Category Symbol Number Age Range (years) 

Man M 111 21 - 70 

Woman W 114 17 - 59 

Boy B 50 6 - 14 

Girl G 51 8 – 15 

Total 326  

 

The speech samples are represented by pronouncing numbers from “Zero” to 

“Ten,” as well as the word “Oh,” which is another way to pronounce “Zero.” The 

speakers are from different areas of the United States. Therefore, the multi-dialect 

issue has been considered. The data set is divided into 21 dialectal regions. 

Accordingly, the TIDigits speech data set has a high level of speech variety, thus 

making it robust. The details of this data set are shown in Table 3.2.  

 



80 

 

Table ‎3.2: Description of Dialects and Distribution of Speakers [174] 

No City Dialect M W B G 

01 Boston, MA Eastern New England 5 5 0 1 

02 Richmond, VA Virginia Piedmont 5 5 2 4 

03 Lubbock, TX Southwest 5 5 0 1 

04 Los Angeles, CA Southern California 5 5 0 1 

05 Knoxville, TN South Midland 5 5 0 0 

06 Rochester, NY Central New York 6 6 0 0 

07 Denver, CO Rocky Mountains 5 5 0 0 

08 Milwaukee, WS North Central 5 5 2 0 

09 Philadelphia, PA Delaware Valley 5 6 0 1 

10 Kansas City, KS Midland 5 5 4 1 

11 Chicago, IL North Central 5 5 1 2 

12 Charleston, SC South Carolina 5 5 1 0 

13 New Orleans, LA Gulf South 5 5 2 0 

14 Dayton, OH South Midland 5 5 0 0 

15 Atlanta, GA Gulf South 5 5 0 1 

16 Miami, FL Spanish American 5 5 1 0 

17 Dallas, TX Southwest 5 5 34 36 

18 New York, NY New York City 5 5 2 2 

19 Little Rock, AR South Midland 5 6 0 0 

20 Portland, OR Pacific Northwest 5 5 0 0 

21 Pittsburgh, PA Upper Ohio Valley 5 5 0 0 

22  Black 5 6 1 1 

Total 111 114 50 51 

 

The TIDigits data set contains speech samples of (*. wav) type. These 

samples must first be converted from the analog type, that is, from a wave sound to a 

set of numerical values. The speech samples are recorded with a sample frequency 

(SF) of 8000. Each speech sample has many numerical values. Figure ‎3.12 shows a 

part of the numerical values that represent the wave file (‘1.wav’), which is the voice 

of the first speaker pronouncing the word “One.” For this wave sound, which does 
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not exceed 3 s, (3600) values exist, which is obviously a huge amount of data, 

particularly when dealing with large speech data sets.  

After applying the WPD method on all the speech samples in the training set, 

the number of features is reduced dramatically. Instead of having a large number of 

values, we obtain only (255) numerical values by decomposing level (7). All 

extracted features are stored in a single matrix where the columns correspond to the 

number of speech samples that must be trained. In our training set, we select (100) 

speech samples to train the system. Thus, the number of columns of the observation 

matrix is (100). The number of rows represents the number of extracted features, 

which in our case, is (255) values.  
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Figure ‎3.12: A Part of the Numeric Data for One Speech Sample 

  Figure ‎3.13 shows the effect of the wavelet in reducing dimensionality, and 

the difference between the normal and extracted speech waves. 
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Figure ‎3.13: Wavelet Extracted Wave vs. Normal Speech Wave 

 After extracting the speech features, the data are now ready for classification 

by using STDP. 

3.5 Phase III: Spike Encoding  

In the context of learning experiments, we adopt a recurrent simulation for a 

neural network composed of 1000 neurons. Out of these neurons, 80% (800) are 

excitatory neurons (NE) and 20% (200) are inhibitory neurons (NI). This model is 

developed by Izhikevich [126]. Neuron connectivity is random and sparse within the 

value of probability (p = 0.1), which indicates lack of self-feedback.  Each neuron in 

the NE group is randomly connected to 100 neurons, whereas each neuron in the NI 

group is connected to 100 excitatory neurons (Figure ‎3.14).  
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Figure ‎3.14: Spiking Neural Network (NE = 80%, NI= 20%) 

The delay in synaptic transmission has been set randomly within the range of 

1 ms to 20 ms. The weights of synaptic neurons are set similar to those of excitatory 

neurons, that is, 1.0 mV, whereas those of inhibitory neurons are set to -1.0 mV. 

According to our network model, learning only affects the connections between NE 

and NE as well as between NE and NI, whereas the rest of the neurons are not updated 

(that is, not plastic). The range of adjustable weights (the excitatory synapses) is (0 ≤ 

w ≤ 4.0 mV).  

The population of the excitatory neurons is divided into subpopulations: the 

m stimulus groups (S), the non-selective neurons (NS), and the n of the response 

groups (R). Each S consists of 50 neurons to represent a particular stimulus, whereas 

NS groups are supposed to be indiscriminate to other stimuli (Figure ‎3.15). R groups 

are composed of 100 NE neurons. All the dynamic properties of the neuron 

population are based on the Izhikevich model [131]. 
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Figure ‎3.15: Subpopulations of Neuron Stimulus 

3.5.1 The Rules of Synaptic Plasticity 

In our model implementation, we use learning according to the reward-based 

strategy to associate stimulus pairs with a target response. Our study presents a 

stimulus pair in the form of (predictor–choice), which is accordingly represented by 

(Si, Sj). The predictor Si is an indicator of the response to the choice of another pair. 

The network is designed based on providing a positive reward in case of a correct 

response. However, a negative reward is given when the response is incorrect. The 

reward signal works as a reinforcement signal that strengthens synaptic changes. 

This signal is derived from the STDP function, as expressed in the following 

formula:  

 
       

{
 
 

 
      

  
 

                       

   
  
 

                         

 
(3.10) 

Where        represents the spike-timing-dependent synaptic change that is 

produced by calculating the difference in firing times between the postsynaptic and 
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presynaptic neurons (              ). The potentiation of the synapse is 

performed for each(    ); otherwise, depreciation occurs. The value of changing 

the synapse is given by (          ) for potentiation and by (        ) for 

depreciation. In such cases, (    ) denotes the maximal change and   is the time 

constant measured in milliseconds (ms).  

In terms of learning with STDP, the reinforcement reward signal is derived 

according to the  ( ) function, which counts the amount of neurons that are firing 

(F) in a particular response group within a time interval of 20 ms from the 

commencement of choice (3.11).  

 
 ( )  
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                                             (              )
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(3.11) 

Where    is the number of neurons that are firing a target response. While    

is the number of non-target firing group. From (3.12), we calculate the eligibility 

trace, which represents the summation of       . Hence, the change of synaptic 

weights can be calculated as follows: 

 

       

 

 

(3.12) 
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3.5.2 Learning Strategy 

The associative learning outlines applied in this study to perform visual 

recognition are adopted from the neuropsychological experiments used on monkeys 

[132, 177]. In these experiments, the stimuli were represented by a set of different 

images, and the learning process involved several trials. In each trial, a pair of stimuli 

was presented, followed by either a reward or a punishment, depending on the nature 

of the task. If the association between the stimulus pair was significant, then the 

monkeys received a reward, and vice versa. After several trials, the brain recording 

of the monkeys indicated that brain activities increased. The monkeys also expected 

to see the stimulus pair. 

In our study, from a population of 1000 neurons, we choose n non-

overlapping groups with 50 NE each, that is, Si (0 ≤ i n). Each particular group of 

neurons represents a stimulus. Other exclusive groups (m) that are composed of 100 

NE each are selected to function as response groups Rm, that is, when R0 = A and R1 = 

B, where A and B represent the labels of the group. When response size is large, the 

connectivity among the stimulus groups typically increases. 

For each simulation, the network model is given a set of pair–response 

(Si,Sj)Rk, with various strategies for pairing according to the task. In the training 

phase, the stimulus pair (e.g., predictor = S0, choice = S1) and the target response 

(e.g., A) are selected randomly for each learning trial. All 50 neurons within each 

stimulus group are stimulated by a super threshold current. The inter-stimuli interval 

(ISI) represents an experimental parameter that ranges from 10 ms to 50 ms. 
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According to the value of a choice, we calculate the number of spikes triggered 

(fired) corresponding to the neurons in the response groups (A and B) within a 

response time interval of 20 ms. The next trial is performed upon reaching a delay of 

100 ms. According to the initial experiment [131], an interval of 100 ms is the 

minimum value for stimulation. Therefore, the network is rewarded based on the 

number of spikes in A and B within a time interval of 20 ms. To initialize the 

learning process, we start the learning network with a pregenerated background 

activity for 100 ms. As stated previously, the background activity is performed by 

stimulating the neurons randomly by providing a 20 pA current for each ms; 

otherwise, the network is under an asynchronous state combined with the absence of 

motivated currents to target a group. When the time t = 0, the membrane potential is 

set to v = -60 mV for each neuron, which is slightly higher than the initial membrane 

potential of the neurons (-56 mV). This process is used to provide several activities 

to the network before the learning trials and to facilitate the activation of neurons. 

When the initialization of the network is completed, we start the learning 

trials by producing a predictor stimulus Si within a specific time t = tn, then all 

neurons are stimulated in Si with a 1 ms pulse at a 20 pA current. After a specific ISI 

and at time t = tn + ISI, we stimulate all neurons by applying the same amount of 

current to the choice Sj for 10 ms to 50 ms. We then select the best ISI according to 

the preliminary experiment. From the commencement of the choice stimulus, we 

notice that activation occurs within the first 20 ms. The winner is determined based 

on the highest number of activated neurons. As stated in (3.11) and according to the 
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value of activated neurons, we classify the performance of responses as strong 

positive, weak positive, or negative reinforcement. 

3.6 Phase IV: Evaluation  

The test for the trained network is performed with the same setting as that of 

the stimulus training. This test involves recalling learned pairs, unlearned pairs, and 

noisy stimuli. Noisy stimuli can be generated by stimulating a number of neurons 

randomly with a probability of less than 1.0. The result of the test reflects the average 

ratio of the performance within a specific number of trials, that is, Performance = 

(the number of correct calls / number of trials) * 100. To illustrate the process of our 

association learning model, Figure ‎3.16 shows the learning pseudo code. 

 

Figure ‎3.16: Face-Speech Association Learning Pseudo Code 
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CHAPTER FOUR 

IMPLEMENTATION OF STDP AND FINDINGS 

4.1 Introduction  

In this chapter, we propose an associative learning based on the STDP 

approach by combining facial and speech biometric data. For the simulation network, 

we adopt the Izhikevich learning model to perform the RL-based face–speech 

associative learning because this model is simple and does not require any spike 

template. This chapter has two main parts. The first part discusses the preliminary 

experiment, which has been performed to determine the optimal learning 

configuration that can learn associate face–speech data. The second part presents the 

implementation of face–speech associative learning based on the settings produced 

from the first part.  

4.2  Preliminary Experiment 

To initiate the learning model, we have conducted an experiment to test and 

operate the learning model. We have started this experiment with a number of initial 

simulations by using a simple, pre-structured network to explore the best simulation 

parameters to be used later in learning. These parameters include the range of weight 

values and stimulation to background activity. We have coded the association 

between two neurons in the same group, as well as between predictor and choice 

groups. At this point, all neurons in the network model are not plastic because no 

learning has occurred yet. We have implemented the network according to a set of 
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weight values. We then investigate the behavior and properties of our learning 

model. Afterward, we use associative learning to determine a good firing rate via the 

STDP approach. All our simulations are conducted using MATLAB programming 

environment and C
++

. The rules of learning are implanted to the excitatory–inhibitory 

network by using the Izhikevich neuron model (IM). 

4.2.1 The Simulation Results 

We train the network by using exclusive stimulus groups. We select 8 

overlapping stimulus groups with 50 NE each. Moreover, 2 exclusive groups of 100 

NE have been selected as response groups Rm, that is, R0 = A and R1 = B, where A and 

B are the group labels. Learning is performed as follows:  

 

We stimulate all 50 neurons in the predictor group Si followed by the 

stimulation of the choice Sj group. The ISI between Si and Sj is fixed to 10 ms given 

an average synaptic transmission delay that ranges from 1 ms to 20 ms. During 

implementation, learning target responses obtained within a correct mapping of pairs 

are 94.08% for training and 99.9% for testing. Given the high performance of 

learning by using this configuration, we have implemented this strategy in all 

upcoming learning simulations. 
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4.2.2 Inter-stimulus Interval  

We conduct this experiment to determine the most significant ISI interval. In 

the previous experiment, ISI has been set with a fixed value of 10 ms. At this point, 

we explain how the delay between the predictor Si and the choice Sj in a pair can 

influence group responses. Similar to the previous process, the stimulus pair is 

selected randomly and submitted to the network. Neuron activation is observed at a 

period of 20 ms, starting from the case. The network has been trained based on a set 

of ISIs that is within the range of 10 ms to 50 ms. 

The associative learning performance of the network of the stimulus pair is 

82.2% and 91.07% for training and testing, respectively. These results are obtained 

when ISI ≤ 20 ms.  However, when the time delay for the ISI exceeds 20 ms, the 

learning performance is below the acceptable range (Figure ‎4.1). 

 

Figure ‎4.1: : (A) Average Performance when the ISI Is within 10 m to 50 m. (B) The Firing 

Rate in the Target Response. 
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By further modifying the network, that is, by testing the network with 

unlearned pairs and changing pair position (putting the predictor as choice, and vice 

versa), we find that the best performance can be achieved when ISI = 15 ms. After 

training the network with the following pair responses, we then perform a number of 

trials. The recall performance average for more than 100 probes is 70% neurons (i.e., 

35 out of 50 neurons) required to function as minimal activators with a minimum of 

65.48% correct calls. This ratio results from a random selection of neurons.  

We then perform a probe based on three conditions by using a selected group 

(not random). The first condition is neutral, in which trial is implemented on learned 

choices {S1, S3, S5, S7} only, that is, without their predictors. The second condition is 

congruent, which is based on the learned stimuli {(S0,S1), (S2,S3), (S4,S5), (S6,S7)}. 

The last condition is incongruent, which involves selecting the stimulus pair in the 

conflict response {(S0,S3), (S2,S1), (S4,S7),(S6,S5)}. 

After more than 100 trials, the performance rate for the neutral condition is 

53.93%, whereas the rate for the congruent condition is 95.85%. However, for the 

incongruent condition, the performance rate decreases to 42.28%. These results 

prove that choice has to be present with its correct predictor (Figure ‎4.2).  
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Figure ‎4.2: The Performance of the Three Recall Correct Rates 

4.3 Multimodal Face-Speech Associative Learning 

The previous sections were devoted to depict the network of the learning 

model as well as to describe the parameters and the structure of such model.  In this 

section we are going to describe the implementation of STDP on the multimodal 

Face-Speech. Since we are dealing with heterogeneous data (face image pixels and 

speech wave sound), the representation of such non identical data was the main 

challenge. Furthermore, in this section, we will describe how to encode and combine 

these heterogeneous data and produce the stimuli groups (pairs (Si, Sj)) in order to 

train and test the network. In order to train the network with real Face-Speech 

features, the agent was rewarded if the response shows an accurate matching of the 

predictor (face image) with the choice (speech wave).  
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4.3.1 Feature Extraction 

As stated in chapter three, the face and speech features have been extracted in 

order to train the learning network. The image faces were selected from ORL data 

set, and the speech samples were selected from TIDigits speech samples. For face 

feature extraction, we have implemented two different methods in order to perform 

this task which are; PCA-based Eigenface feature extraction, and SVD face feature 

extraction. On the other hand, for speech feature extraction, we have selected the 

WPD to extract the most dominant speech features. To train the network, we selected 

4 images samples as well as four speech samples, since there is no standard data set 

for the both faces and speech; we assumed that the first speech sample belongs to the 

first subject (image face) and so on. (Table ‎4.1).  

Table ‎4.1: Face-Speech Learning Samples 

No Predictor Choice Target 

1 

  

B 

2 

  

A 

3 

  

A 

4 

  

B 

4.3.2 Face-Speech Training  

As mentioned in chapter one, our second objective is to evaluate the learning 

performance of the associative learning based on two different face feature extraction 

methods. In our study, we have face features that has been extracted using PCA-
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Based Eigenface and SVD face feature extraction. On the other hand, we extracted 

the speech features based on WPD, therefore, there were two different sets of data 

for the same sample which was illustrated in (Table ‎4.1) have to be learned.  

As we know that the face and speech features were produced with different 

range of numbers; for PCA method the features range was in (0-255), the SVD 

features were in the range of (1 to 1260), and for speech features we have got various 

values since the WPD method depends on finding the logarithmic values for the 

wave sound encoding. Accordingly, we have performed more processing tasks on the 

data to be trained and to select only 50 features for each data type. The feature 

selection is performed as follows: 

A) Face PCA-based Eigenface Data Selection: according to PCA feature 

extraction (chapter 3); each face image was represented by 10304 feature 

values. Since our network model requires 50 neurons to represent each face 

sample, thus we selected 50 facial features randomly out of 10304. According 

to the range of the giving values was at (0-255), we have converted the values 

into (0, 1), where 1 represents the firing of the neuron and 0 represents the 

non-fired neurons. 

B) Face based on SVD Data Selection: for this feature extraction method, we 

have got 52 features to represent each single face image. We selected 50 

features randomly in a way similar to the previous method. As we mentioned 

in chapter three, the range of face features was from 1 to 1260. Thus we 

selected the features that are greater than the average of these values to 

represent the activated neurons and the rest are the non-activated neurons.  
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C) Speech Data Selection: from the data that produced by WPD, we noticed that 

there were a large variety of the data given, in addition the majority of the 

data were negative values due to the logarithmic operations. Accordingly we 

have selected the values that represent the neuron activation according to the 

following ranges:  

1. -10.0 < X < 0  

2. -15.0 < X < -5.0  

3. -20.0 < X < -10.0  

Where X represents a single value of speech features, the value of (1) -which 

will be selected according to the above ranges- represents the neuron activation, 

while the (0) means the neuron is off.   

After the face-speech data have been prepared, we merged them in one data file to be 

presented in the simulation process (see appendix A).   

4.3.3 Speech Encoding 

Since we have one speech feature extraction; then the next step is to encode 

the speech values in order to perform the learning procedures. The aim of this 

experiment is to select the optimum range of speech values as well as to state the 

most efficient face feature extraction method. This task has been implemented 

according to the network settings in (Table ‎4.2). 
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Table ‎4.2: The Initial Settings of the Association Learning 

No. Parameter Value 

1 Network Size 1000 neurons 

2 Number of Excitatory Neuron 800 neurons 

3 Number of Inhibitory Neuron 200 neurons 

4 Number of face and speech features 50 features 

5 Number of response neurons 100 neurons 

6 Number of pairs 4 

 

We ran the simulation using C
++

 and by implementing five simulations for 

each face-speech based on PCA, and Face-speech based on SVD (see Appendix B). 

After the simulation ends; we used Matlab to analyze the results of the learning 

model for the selected data; the rates of performance for both training and testing are 

listed in (Table ‎4.3). The winner is produced according to a target that can be seen as 

follows; [1 0 0 1] or [B A A B], which means that the winner for the first pair 

supposed to be B, and so on.    

Table ‎4.3: The Face-Speech Learning Performance 

Group 

No 

Rang of Speech 

Values 

Face PCA-based 

Eigenface 

Performance (%) 

Face based SVD 

Performance (%) 

Train Test Train Test 

1 -10.0 < X < 0 54.13 55.33 45.47 42.00 

2 -15.0 < X < -5.0 50.54 47.33 41.19 44.66 

3 -20.0 < X < -10.0 44.16 39.33 39.32 36.66 
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Based on the result given by the learning experiment which as stated in the 

table above, it is clearly can be seen that the performance of the data set that 

produced by PCA-based Eigenface was better than the SVD based approach and in 

all data ranges (Figure ‎4.3). In addition, we can see the speech values in the range of 

(-10.0 < X < 0) has produced the best performance in comparison with other ranges. 

 

Figure ‎4.3: The Learning Performance for the Face-Speech Model 

According to the result obtained, we can conclude that the PCA-based 

Eigenface feature extraction approach presents more significant facial features in 

comparison with SVD-based approach due to PCA’s robustness and efficiency in 

terms of face feature extraction. Furthermore the quantization process that has been 

applied at the end of SVD face feature extraction (Chapter 3), was caused loosing of 

features, where the quantization in general is known as lossy data technique [178, 

179], the thing that may cause missing of many features from the face which might 
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be important. Also the range of the data for the SVD method was (1 to 1260) which 

consists of a large variety in terms of values’ range, in contrast to the PCA approach 

which consists of less range of values that are easier to represent since these values 

related to a real value of image’s pixel. Therefore and according to the results; we 

can say that the PCA-based Eigenface feature extraction has more positive impact on 

our learning model; accordingly we have come out with the objective (a) of this this 

research. 

In spite of PCA-based approach produces better performance, however, this 

performance rate is still low and not that much satisfied thus it can be classified as 

low positive performance. The train value (54.13%) means that the model has a low 

level of accuracy in terms of targeting the subject. In addition, from Figure ‎4.4, it is 

clearly can be seen that there is low activation progress if we compare between the 

trial 10 and the trial 1190 which is the last trail in each simulation. While there 

should be a noticeable enhancement within the trials progress. Hence, in order to get 

a better performance, there must be a number of improving steps that can lead to 

enhancing the accuracy.  
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Figure ‎4.4: Spike Raster Plot for the Network Activity after a Number of Trials in One 

Simulation 

 For more details, Figure ‎4.5 illustrates the four pairs’ state according one 

simulation. As we can see that the winner state reflects the poor performance for 

such experiment due to the poor presentation of the winner according to a given 

target. Where there should be more significant targeting for the response.  
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Figure ‎4.5: Winner State Details for Four Pairs Based on One Simulation 

According to the results given in the previous experiment; we implemented a 

number of experiments with different network settings in order to explore the 

learning behavior.   

4.3.4 Implementation of Learning (Face-Speech Features = 100, Number of 

Response Neurons = 100) 

  According to the results given in the first simulation, we continued with our 

simulation according to the model that gave us a better result. Since the PCA 

approach and the speech data with a range (-10.0 < X < 0) have presented the best 

performance; we have concentrated on this configuration in order to enhance the 

performance of the model. Accordingly, we increased the network size as well as 
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increase the number of features for both biometrics up to 100 features for each. The 

new setting of the model can be seen in (Table ‎4.4). 

Table ‎4.4: New Settings for the Learning Experiment Parameters 

No. Parameter Value 

1 Network Size 2000 neurons 

2 Number of Excitatory Neuron 1600 neurons 

3 Number of Inhibitory Neuron 4000 neurons 

4 Number of face and speech features 100 features 

5 Number of response neurons 100 neurons 

6 Number of pairs 4 

 

As long as we are going to use 100 neurons to represent the face and speech 

data; we have selected 100 features for each of them instead of 50. This task can help 

to represent more face-speech features within the learning model. We performed the 

training task on these settings, and the results were 69.53% and 70.00% for training 

and testing, respectively. The results show a significant enhancement of the overall 

network performance. That means, enlarging the network size as well as increase the 

number of neurons within the response groups has a big impact on the network 

performance. That means the network starts to discriminate between the different 

predictor-choice pairs. Figure ‎4.6 shows the difference in the learning between the 

first trial and the last one of the training simulations. We can see that the number of 

activated neurons has been increased significantly which reflects the learning 

enhancement due to the new parameters. 



104 

 

 

Figure ‎4.6: Spike Raster Plot for the Learning Simulation with 100 Features and the Number 

of Response Neurons=100 

  To highlight the performance inside each simulation in the training phase 

Figure ‎4.7 shows the simulation results and the values for each response (A and B) in 

terms of the winner strategy and how the pairs being respond to the variety of 

predictor-choice parameters in terms of target the correct choice. As stated in this 

figure we can see the enhancement.  
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Figure ‎4.7: Winner State Details Based on the Number of Features= 100, Number of 

Response Neurons=100 

In order to test the model with more variety of parameters, we have 

implemented one more experiment. The purpose of this experiment is to clarify and 

describe the learning behavior of such model.   

4.3.5 The learning Implantation (Number of Response Neurons = 200) 

 As we mentioned, the major aim of this experiment to keep tracking the network 

performance. Thus we did a little adjustment to the model. We kept the number of 

neurons at 100 neurons and accordingly, we still keep using the amount of feature 

with 100 face-speech features to be represented by the network. The size of the 

network is 2000 with 1600 excitatory neurons and 400 inhibitory neurons. We 
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changed the number of response groups, instead of 100 neurons; we are going to use 

200.  

 We performed the simulation with the previous settings and the results were 

73.88% and 71.33% for training and testing, respectively. And here we can see the 

enhancement of the performance rate. That means the response group has positively 

influenced the performance and that can be seen clearly in Figure ‎4.8. Enlarging the 

number of response neurons contributes to reduce the level of confusion since there 

are many neurons that can be used to represent the pairs. 

 

Figure ‎4.8: Spike Raster Plot for the Network Activity with Number of Features=100, 

Number of Response Neurons=200 

Also the performance can be seen with more details in Figure ‎4.9, which 

shows high accuracy in terms of correct response. 
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Figure ‎4.9: Winner State Sample According to (Number of Features=100, Number of 

Response Neurons=200). 

We also performed a small adjustment and performed another simulation. We 

used the same network except increasing the amount of response groups up to 250 

instead of 200. The results of the performance have shown better performance. The 

results of training and testing were 77.26% and 82.66% respectively. The 

performance increases again (Figure ‎4.10 , Figure ‎4.11) 
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Figure ‎4.10: Spike Raster Plot for the Network Activity (Number of Response Neurons=250) 

 

Figure ‎4.11: Winner State According for a Simulation with Response Group Neurons = 250 
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4.4 Discussion 

 From the previous sections, we have seen how the parameters could influence 

the learning performance. According to the feature extraction; we found out that the 

face features which have been extracted using PCA-based Eigenface have produced a 

better result than the SVD-based method. This is due to the SVD behavior which is 

based on a lossy technique of vector quantization. In terms of speech data that have 

been used to activate the neurons which are in the range of (-10.0 < X < 0) have 

presented the best performance in terms of learning and testing. According to that we 

have used this range in all our experiments (Table ‎4.5). 

Table ‎4.5: Summary of the Learning Parameters and the Correspond Performance 

Experiment 
Network 

Size 

Number of 

Excitatory 

Neuron 

Number of 

Inhibitory 

Neuron 

Number of 

Face-Speech 

features 

Number of 

Response 

Neurons 

Number 

of Pairs 

Performance 

(%) 

Training Testing 

1 
1000 

neurons 

800 

neurons 

200 

neurons 
50 

100 

neurons 
4 54.13 55.33 

2 
2000 

neurons 

1600 

neurons 

400 

neurons 
100 

100 

neurons 
4 69.53 70.00 

3 
2000 

neurons 

1600 

neurons 

400 

neurons 
100 

200 

neurons 
4 73.88 71.33 

4 (*) 
2000 

neurons 

1600 

neurons 

400 

neurons 
100 

250 

neurons 
4 77.26 82.66 

  

 For the first network setting; the performance rate was low; however, 

adjusting these settings have improved reliable performance which is proven by a 

number of experiments (Figure ‎4.12). The big impact was obtained by adjusting the 

                                                   
* These parameters presented the best performance according to our learning; hence we used these 

settings in our real data learning in Chapter 5. 
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amount of response group which can reduce the neurons confusion by assigning 

more neurons in order to target the correct choice, thus, we can see that the 

performance has been increased steadily from the first experiment until the last one. 

So for the first experiment we have got 54.13% of performance, while after 

performing four experiments with different network setting; the performance 

increased to 77.26%. And for testing, the performance has increased from 55.33% up 

to 82.66%, which indicate a good enhancement and better performance (Figure ‎4.12).  

 

Figure ‎4.12: The Training and Testing Enhancement within Four Experiments 

In spite of expanding the network structure has big influence on the 

performance rate; it requires more storage resources to be implemented, the issue that 

has to be taken into consideration where more neurons in the network require more 

resources. In other words, each face image and speech signal requires a number of 

neurons to be presented (according to our model 50 or 100). The set of neurons 

works like a sensor that corresponds to the face or speech. Hence increasing the 

number of responding groups is similar to adding more sensors which constrict the 

network structure expansion.   
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CHAPTER FIVE 

LEARNING IN REAL WORLD 

5.1 Introduction 

The previous chapter presented a simulation results to implement the 

reinforcement learning approach in order to achieve the face-speech authentication. 

We used a sample data which are available for researchers in order to design and test 

biometric-based systems. Since we are implementing face and speech biometrics; 

and there was face and speech data from different sources; therefore, we used a face 

image samples from ORL data set and speech samples from TIDigits dataset. In the 

implementation stages, we joined these samples by assuming that the first speech 

sample belongs to the first subject face and so on, this was the strategy that we 

followed to construct the response group. In this chapter, we present an 

implementation of our network learning model based on real data that we have 

collected by capturing the image face and recording the speech wave for real 

subjects.  

5.2 Data Collection 

Our face and speech data set have been collected from a group of people from 

international student who are studying a postgraduate in Universiti Utara Malaysia 

(UUM). We captured face images of these subjects as well as we have recorded a 

speech sample of those subjects, the speech sample involved the speaking of the 

number “one”. The devices that have been used in order to collect the data as 
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follows; to capture the face biometric, we used the camera with the specification; 

Sony a77, lens Sony 16-50 2.8mm, 24mp, and for speech collection we used a Dell 

laptop compatible microphone. Table ‎5.1  shows the collected sample data.    

Table ‎5.1: Real Dataset for Training and Testing 

Stimuli 

 No 

Face Image 

(Predictor) 

Wave Sound 

(Choice) 
Target 

1 
  

B 

2 
  

A 

3 
  

A 

4 
  

B 

5.3  Face-Speech Feature extraction 

In usual, there should be feature extraction process for the data before 

implementing the learning. For face biometric, we used the PCA-based Eigenface 

approach due to its efficiency in terms of extract the face features, and depending on 

the results that have been produced in chapter four. For speech biometric; we have 

used the WPD approach to extract the speech feature. 

5.4 Learning Implementation  

 After the face and speech features have been extracted; we performed the 

learning task. According to (Table ‎4.5); we used the network settings which have 

presented the best performance according to our simulations. These settings are 

illustrated in () 
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Table ‎5.2: Simulation Parameters for Real Data Learning 

No. Parameter Value 

1 Network Size 2000 neurons 

2 Number of Excitatory Neuron 1600 neurons 

3 Number of Inhibitory Neuron 4000 neurons 

4 Number of face and speech features 100 features 

5 Number of response neurons 250 neurons 

6 Number of pairs 4 

 

The reason of choosing this setting is because of the high performance that 

we have achieved from the previous implementation. For the learning task, the 

network model has been trained to associate a pair of face-speech with a target 

response, A or B. After we implemented the learning process; the results of the 

performance were 79.11% and 77.33% for training and testing, respectively. This 

illustrates that the network can learn the pair and produce correct response.  

The results showed that our model can perform well with real data that have 

been collected, which proves that this model can be implemented and tested for any 

set of face-speech data, In addition, this step shows the possibility of implementing 

other types of biometric with other applications. To show the activities during the 

learning process; Figure ‎5.1 shows the stimulation activities that have been recorded 

during the simulation of the training process. It is obviously that the activation is 

high and the neurons are responding to the target the choice starting from the 

beginning of the training until the end of this process.     
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Figure ‎5.1: Spike Raster Plot for the Network Activity during the Simulation of Real Data 

Experiment. 

 To show the respond performance in terms of targets the choice; Figure ‎5.2 

shows the winner state and the operation of responding to the pairs. As we can see 

that for each target A or B, our model responds to come out with the correct 

response. This indicates that this model is produced a good level of accuracy and 

efficiency.  

 From all aforementioned sections as well as chapters, we conclude that the 

reinforcement learning can be performed within the biometric technology. This can 

produce more sophisticated authentication systems due to the adoption of SNNs 

approaches. Encoding with STDP can be extended for more biometrics in terms of 

performing multimodal authentication. 
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Figure ‎5.2: Averaged Percentage of Correct Recall with Real Data Experiment 
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CHAPTER SIX 

DISCUSSION AND CONCLUSION 

6.1 Introduction  

 The previous chapters have presented the whole body of our research starting 

from identifying the problem, exploring the theoretical background, and 

implementing the spike encoding processes and associative learning for face and 

speech biometrics. This chapter concludes our research by presenting the research 

objectives that have been achieved. Basically this chapter highlights the research 

objectives, methods, as well as outcomes. The other part of this chapter describes the 

future trends of our research.  

6.2 Conclusion (Objectives Achieved) 

In our study, we tested and compared two facial feature extraction methods 

which are: PCA-based Eigenface and SVD (Chapter 3, Section 3.4). According to the 

experiments; extracting the face feature using PCA-based Eigenface has presented 

better performance in comparison with SVD-based approach (Chapter 4, Section 

4.3.3). This step led to come out with objective (a). For speech feature extraction, we 

used the WPD method to extract the most dominant speech features (Chapter 3, 

Section 3.5). By applying this process we come out with objective (b).  

The proposed network model is an associative learning model based on RL 

and uses SNNs (Chapter 4). The learning rules were based on neuron firing rate and 
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spike timing according to the STDP approach. By developing the reinforcement 

learning for face and speech biometrics we come out with the objective (c). 

According to the results given by different experiments; we conclude that the number 

of response neurons has the biggest impact on the performance since in reduce the 

level of confusion (Objective (d)). We implemented the association learning on real 

data, and the results were similar to the previous performance (Chapter 5). 

Although expanding the network structure significantly influenced the 

performance rate, this expansion requires additional storage resources. This issue 

must be considered because more neurons in the network require more resources. 

That is, each facial image and speech signal requires a number of neurons to be 

represented (according to our model, 50 or 100). The set of neurons functions like a 

sensor that corresponds to facial image or speech. Hence, increasing the number of 

responding groups has a similar effect as adding more sensors, which constricts 

network structure expansion. Thus, further investigations on encoding and feature 

extraction are required to improve recall rate.  

The high performance of the proposed learning model opens possibilities for 

more applications in biometric authentication. The ability to combine heterogeneous 

data (face–speech) adds a new characteristic to STDP by incorporating 

authentication capability into the learning context. Our research findings demonstrate 

a new method with high response performance in encoding facial and speech 

biometrics. 



118 

 

6.3 Future work          

Although the proposed model can be classified as a biometric learning 

approach, it can also be expanded for further implementation. Other stimuli need to 

be encoded to expand the amount of memory. In our model, we represent the 

stimulation structure of a fixed number of neurons (excitatory and inhibitory) with a 

limited degree of overlapping among the neuron groups. This setup imposes certain 

limitations to our model, particularly when dealing with large-scale applications. 

However, this problem can be overcome by adopting a network with polychromous 

neuron groups. Such model allows each neuron to be related to multiple groups 

within a variety of synaptic transmission delays, and thus, increase the amount of 

memory because the model relies only on a few neurons to respond to a specific pair. 

Even though we mentioned the study limitations, also we have highlighted 

the most significant advantages of our learning model, where it can learn a 

heterogeneous data which are encoded and combined within on the pair, and apply 

the learning procedure in a simple way using STDP that come out with a correlation 

Despite these limitations, our learning model possesses several advantages, such as 

its ability to learn heterogeneous data that are encoded and combined within a pair, 

and to apply the learning procedure in a simple manner by using STDP to correlate 

spike timing with the rate of firing. Furthermore, our learning model can exhibit the 

difference between two facial feature extraction methods. Our model uses face–

speech biometrics, that is, it captures such biometrics by using a camera and a 

microphone, which are embedded in smartphones and tablets, thereby allowing the 

application of such learning on mobile devices is possible.  
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Employing face and speech biometric in an associative learning model can be 

implemented in terms of authentication systems, since these biometrics can be 

captured remotely and without the user consent, which makes such authentication is 

suitable for surveillance systems. In addition, the proposed association learning can 

be extended to be implemented for further types of biometrics such as (iris, retina, 

fingerprint, signature and so on) in the context of multimodal biometric 

authentication. 
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