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Abstrak 

Pengecaman aksara optik (OCR) digunakan untuk mengeluarkan teks yang 

terkandung di dalam sesuatu imej. Salah satu fasa dalam OCR ialah prapemprosesan 

dan ianya membetulkan kesalahan teks yang terasil dari OCR. Kaedah berbilang 

output dalam OCR mengandungi tiga proses iaitu: pembezaan, penjajaran dan 

pengundian. Teknik pembezaan yang sedia ada mengalami kehilangan ciri-ciri 

penting kerana ia menggunakan N-versi imej sebagai input. Dalam pada itu, teknik 

penjajaran yang terdapat dalam kajian adalah berdasarkan penghampiran manakala 

proses pengundian adalah tidak peka kepada konteks. Kekangan-kekangan ini 

mengakibatkan kadar ralat yang tinggi dalam OCR. Kajian ini telah mencadangkan 

tiga teknik pembezaan, penjajaran dan pengundian yang ditambahbaik untuk 

mengatasi kekurangan yang telah dikenalpasti;. Kesemua teknik ini kemudiannya 

digabungkan dalam satu model hibrid yang boleh mengecam aksara optik dalam 

Bahasa Arab.  Setiap teknik yang dicadangkan telah dibandingkan dengan tiga teknik 

berkaitan yang sedia ada secara berasingan. Ukuran prestasi yang digunakan adalah 

kadar ralat perkataan (WER), kadar ralat aksara (CER) dan kadar ralat bukan 

perkataan (NWER). Keputusan eksperimen menunjukkan pengurangan relatif kadar 

ralat dalam semua ukuran untuk teknik-teknik yang telah dinilai. Secara yang serupa, 

model hibrid juga telah memperolehi nilai WER, CER dan NWER yang lebih rendah 

iaitu sebanyak 30.35%, 52.42% dan 47.86% apabila dibandingkan dengan tiga model 

relevan yang sedia ada. Kajian ini menyumbang kepada domain OCR kerana model 

hibrid yang dicadangkan bagi teknik pasca pemprosesan boleh membantu 

pengecaman teks Bahasa Arab secara automatik. Oleh itu, ia akan menjurus kepada 

capaian maklumat yang lebih baik.  

 

Kata Kunci: Pengecaman aksara optic Bahasa Arab, teknik pasca pemprosesan, 

OCR berbilang ouput. 
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Abstract 

Optical character recognition (OCR) is used to extract text contained in an image. 

One of the stages in OCR is the post-processing and it corrects the errors of OCR 

output text. The OCR multiple outputs approach consists of three processes: 

differentiation, alignment, and voting. Existing differentiation techniques suffer from 

the loss of important features as it uses N-versions of input images. On the other 

hand, alignment techniques in the literatures are based on approximation while the 

voting process is not context-aware. These drawbacks lead to a high error rate in 

OCR. This research proposed three improved techniques of differentiation, 

alignment, and voting to overcome the identified drawbacks. These techniques were 

later combined into a hybrid model that can recognize the optical characters in the 

Arabic language. Each of the proposed technique was separately evaluated against 

three other relevant existing techniques. The performance measurements used in this 

study were Word Error Rate (WER), Character Error Rate (CER), and Non-word 

Error Rate (NWER). Experimental results showed a relative decrease in error rate on 

all measurements for the evaluated techniques. Similarly, the hybrid model also 

obtained lower WER, CER, and NWER by 30.35%, 52.42%, and 47.86% 

respectively when compared to the three relevant existing models. This study 

contributes to the OCR domain as the proposed hybrid model of post-processing 

techniques could facilitate the automatic recognition of Arabic text. Hence, it will 

lead to a better information retrieval. 

   

Keywords: Arabic optical character recognition, Post-processing techniques, 

Multiple outputs of OCR. 
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Glossary of Term 

Symbol: represents the smallest meaningful unit in a writing system, such as 

character, number, comma, signs, etc. 

Token: a sequential group of symbols not containing any spaces. It consists of a 

small number of symbols. 

String: a sequential group of symbols. It can consist of a large number of symbols 

including spaces. 

Word: a token exists in the specific language. 

Cursive Token: a token has a group of characters joined together. 

Non-word error: occurs when the word produced from the OCR process does not 

exist in the language resource.  

Real word error: occurs when the word produced from the OCR process exists in 

the language resource, but it does not match with the source text. 

Wrong-word: also known as an incorrect word. It refers to either non-word error or 

real word error. 

Document Image: represents any image containing a text. 

Model: a symbolic representation of concepts. It can be a schematic model or 

mathematical. 

Lexicon: a list of words that belongs to a specific language. It does not contain any 

information to describe the words. 
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List of Abbreviations 

OCR Optical character recognition 

HR Handwriting recognition 

MO Multiple outputs of OCR 
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SWA Smith–Waterman alignment 

LDB Levenshtein distance with backtrack 

WER Word error rate 
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CGLL Candidates‘ list generation by using N-gram language model and  LD 

HMNL A hybrid of MO, N-gram language model, and Levenshtein distance. 

MOUMT  Multiple outputs using multiple threshold values 

MOUMS  Multiple outputs using multiple scanning 

MOUMO  Multiple outputs using multiple OCR systems 

PPS Post-processing stage 

 

 

 



 
 

1 

CHAPTER ONE 

INTRODUCTION 

1.0 Background  

An optical character recognition, commonly referred to as OCR, is used to extract 

and recognize texts within images (Bassil & Alwani, 2012c). Several commercial 

OCR systems are currently available for various purposes, such as mail sorting 

systems, plate number recognition systems (Singh, Bacchuwar, & Bhasin, 2012). 

Figure 1.1 shows the input and output of an OCR system. 

 

Figure 1.1. The input and output of an OCR system 

There are four categories of OCR systems (El-Mahallawy, 2008). The first category 

is based on the type of input to these systems: offline or online. The second category 

depends on the mode of writing: handwritten or machine printed. The third category 

depends on the connectivity of a text: isolated symbols or cursive words. The last 

category depends on font restrictions: single font or Omni-font (Al-Badr & 
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Mahmoud, 1995; El-Mahallawy, 2008). Figure 1.2 shows the categories of OCR 

systems. 

The offline type of OCR system receives an image as input from a file, a camera, or a 

digital scanner. It manipulates the image after it is completely captured (El-

Mahallawy, 2008). On the other hand, the online type of OCR system receives its 

input data from devices, such as a tablet, in real time. It displays each separated 

character or cursive word after it is drawn (AL-Shatnawi, AL-Salaimeh, AL-

Zawaideh, & Omar, 2011). The recognition of text in an image by online OCR is 

better than an offline system. The reason is that the OCR engine in real time can 

 

Figure 1.2. Categories of OCR systems, Source: El-Mahallawy (2008). 
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detect a lot of information, such as the direction of writing, starting points and 

stopping points of text symbols, etc (Bassil & Alwani, 2012c; El-Mahallawy, 2008). 

The accuracy of OCR systems is still considered an open problem in the following 

cases. The first case is for the cursive written-based languages like Arabic, Persian, 

Kurdish and Urdu (Al-Masoudi & Al-Obeidi, 2015; Al-Zaydi & Salam, 2015; Bassil 

& Alwani, 2012c). The second case is for low scanning resolution image (Ma & 

Agam, 2012, 2013). The last case is when the image contains noise (Herceg, Huyck, 

Johnson, Van Guilder, & Kundu, 2005; Lund, Ringger, & Walker, 2014). Arabic has 

an OCR error rate greater than Latin character-based languages. This is due to the 

unique characteristics of this language (Abulnaja & Batawi, 2012; AL-Shatnawi et 

al., 2011; El-Mahallawy, 2008). Some of the characteristics of the Arabic language 

are shown in Table 1.1.  

Table 1.1 

Some characteristics of the Arabic language 

Characteristics Example in Arabic 

Cursive Arabic writing نســتعين ياكٳ و نعـبد ياكٳ  
Three groups of dots , المغرب المشرق  
Hamza ( ء ) رزقهمٲ صبرهمٲ ,   
Madda (  دابَة , السّماءَ ( ~ 
Diacritics  ِبِسْمِ ٱلِله ٱلرَّحْْٰنِ ٱلرَّحِيم 
Overlapping بحبل,  لاٳ  
Source: El-Mahallawy (2008). 
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The first property in this table shows that Arabic is a cursive language, and its 

direction is written from right to left. Furthermore, the shape of its letters varies 

depending on their position in the word. The second property shows that some of the 

Arabic letters have dots. The third property shows that some characters may have a 

Hamza "ء". The fourth property shows that some characters in some situations have a 

Madda "~". The fifth property is diacritics, which consist of signs located above or 

below the characters of a word. The last property shows that there is a vertical 

overlap between the letters (AL-Shatnawi et al., 2011; El-Mahallawy, 2008). 

On the other hand, the error rates of cursive written-based languages, low scanning 

resolution images, and noise images are varied from one to another. For examples, 

cursive written-based languages have OCR error rate ranges from 38.83% to 47.88% 

(Al-Masoudi & Al-Obeidi, 2015), while low scanning resolution images have OCR 

error rate ranges from 21.5% (Mai, Huynh, & Doan, 2014) to 35% (Ma & Agam, 

2013). Lastly, the error rate of OCR for noise images can even reach up to 100% 

(Lund, Kennard, & Ringger, 2013b). The values of the OCR error rates mentioned 

above are approximate because they depend on three factors: size and type of testing 

dataset (El-Mahallawy, 2008), value of scanning resolution of the images (Ma & 

Agam, 2013) and types of noises in the image (Ahmad, Mahmoud, & Fink, 2016; 

Lund & Ringger, 2009).  

Although the OCR error rate exceeds 1% for the cases mentioned above but by 

assuming it is equal to this value, it means two errors in forty words, assuming each 

word contains five letters. Therefore, in a normal book with 100,000 words, which is 

equal to 500,000 characters, it leads to 5,000 corrections, which is difficult to process 

manually. Another example, if the character error rate of the OCR is 10%, it means 
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that twenty are errors in forty words, and 50,000 errors in a normal book containing 

100,000 words (Barnes, 2011). The OCR system usually consists of five stages: 

preprocessing, segmentation, feature extraction, classification, and post-processing 

(El-Mahallawy, 2008). Figure 1.3 shows the stages of the OCR system with the 

output of each stage. 

 

Figure 1.3. Stages of the OCR system, Source: El-Mahallawy (2008). 

The goal of the preprocessing stage is to improve the quality of the original image to 

make it more suitable for the operations of the OCR systems. In the segmentation 

stage, all the symbols‘ images of a text are extracted and isolated from the original 

image. The symbols are units of a writing system for a specific language, such as 

characters, numbers, signs, etc. The feature extraction stage is a process of 

identifying useful information from the symbols‘ images. In the classification stage, 

the extracted features of unknown images of symbols are compared with predefined 
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stored samples in order to identify their type. Lastly, the post-processing stage will 

check and correct the resulting text from the classification stage of the OCR to make 

sure it is free from errors (AL-Shatnawi et al., 2011).  

Figure 1.3 shows OCR stages when there is a single OCR output. However, in recent 

years, post-processing stage was improved by including multiple outputs of OCR (Al 

Azawi, 2015; Lund, 2014; Volk, Furrer, & Sennrich, 2011). The idea of multiple 

outputs is to look for differences between several outputs of OCR and then choose 

the best among them. Figure 1.4 shows multiple outputs model based on the work of 

Lund (2014).  

 

Figure 1.4. Multiple outputs of OCR 
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Figure 1.4 shows that differentiation process is used to produce 7 versions of the 

input image. These versions are similar but not identical. The goal of the 

differentiation process is to generate differences between the versions entering the 

following OCR stages to produce different outputs. The use of multiple outputs 

(MO) leads to an alignment problem of the resulting texts (Cai, 2013; Lund et al., 

2013b; Lund, Walker, & Ringger, 2011). Figure 1.5 displays an alignment process 

between the resulting texts of three different OCR engines. 

 

Figure 1.5 shows a different number of characters resulting from three different OCR 

engines. This causes vertical words overlapping between the OCR resulting texts. 

Therefore, an alignment process is required to align each character with 

corresponding in other OCR outputs. After the alignment process, a voting process is 

used to select the best word between the MO of the OCR.  

In addition to the multiple outputs of OCR, there are other techniques and models 

used in the OCR post-processing stage, such as Levenshtein distance (Daðason, 
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2012; Magdy & Darwish, 2008; Naseem, 2004) and N-gram language model (Al-

Masoudi & Al-Obeidi, 2015; Bassil & Alwani, 2012c; Kanoun, Alimi, & Lecourtier, 

2011). The Levenshtein distance is used to measure the difference between two 

strings (Daðason, 2012). In the OCR post-processing stage, the Levenshtein distance 

is used to generate a candidates‘ list, and to select the best between them for each 

wrong word in the OCR output text (Naseem, 2004). 

The N-gram language model is used to provide the probability for a sequence of 

words. The probability depends on the frequency of words or frequency of sentences 

in a large corpus (Daniel Jurafsky & Martin, 2009). Detection of a wrong word 

occurs if the language model does not provide the probability of the sentence. A 

correction of this error is based on the high probability of other sentences. A large 

corpus is needed in order to build an accurate language model (Daðason, 2012; 

Daniel Jurafsky & Martin, 2009).  

To sum up, existing techniques in OCR post-processing still require improvement. 

This is due to the high error rate, and for Arabic OCR, it  can  reach up to 47.88% 

(Al-Masoudi & Al-Obeidi, 2015). If post-processing techniques can be improved, 

then the load on other OCR stages may be reduced, and the total accuracy of the 

OCR can be increased (Alex, Grover, Klein, & Tobin, 2012; Bassil & Alwani, 

2012c; El-Mahallawy, 2008; Goswami & Sharma, 2013; Lund et al., 2013b; Lund & 

Ringger, 2011; Ma & Agam, 2013; Saber, Ahmed, Elsisi, & Hadhoud, 2016).  

1.1 Problem Statement  

OCR accuracy is still considered an open problem for the Arabic language, even if 

the images are noise-free and have high scanning resolutions (Akila et al., 2015; Al-
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Masoudi & Al-Obeidi, 2015; Shafii, 2014). The multiple outputs technique used in 

OCR post-processing has shown to be able to reduce the error rate as compared to 

the using a single output (Batawi & Abulnaja, 2012; Lund et al., 2013b; Volk et al., 

2011). This technique incorporates three processes; differentiation, alignment, and 

voting. Nevertheless, these processes suffer from several drawbacks and they are 

discussed in the following paragraphs. 

In the differentiation process, Lund (2014) produced seven OCR outputs using seven  

threshold values. The utilization of several threshold values leads to the loss of some 

important features in the characters‘ images. This is because the pixels, which are 

above the threshold value, will be identified as white. Hence, resulting  the increment 

of a number of wrong words in the OCR outputs (Al-Zaydi & Salam, 2015). On the 

other hand, the usage of different classifiers to generate several OCR outputs as 

demonstrated by Kittler, Hatef, Duin, and Matas (1998) may reduce the performance 

of the best classifier. This is similar to the technique of employing different OCR 

software (Al Azawi, 2015; Lund, 2014; Lund et al., 2013b; Volk et al., 2011). 

However, Al-Zaydi and Salam (2015) reported that combining different OCR 

software is considered a complex and manual process because it requires handling 

each OCR software manually. Another technique is based on scanning the input 

image for three times as presented by Al-Zaydi and Salam (2015). However, 

scanning image three times is considered a boring process. Furthermore, the resulting 

difference from scanning image three times does not greatly reduce OCR error rate. 

Therefore, an enhanced differentiation technique is required that does not require 

combining different OCR software or different classifiers. Furthermore, it should 

improve the technique of Lund (2014) by reducing the effect of losing important 

features from the characters‘ images in order to decrease OCR error rate. 
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Existing techniques for aligning the multiple outputs OCR are based on 

approximation (Al-Zaydi & Salam, 2015; Cai, 2013; Lund, 2014; Lund et al., 2013b; 

Lund et al., 2011; Pervez et al., 2014). This means that the resulting texts of the MO 

may contain errors. In detail, these alignment techniques require high computer 

resources due to the executing character alignment algorithm between each pair of 

OCR outputs (Al-Zaydi & Salam, 2015; Lund, 2014; Lund et al., 2013b; Lund et al., 

2011; Pervez et al., 2014; Volk et al., 2011). For example, to align only two OCR 

outputs that contain 5000 character each, it requires creating two matrixes of size 

together (2 * (5000 rows * 5000 columns)), which is equal to the 50,000,000 cells 

reserved in the main memory of a computer (Do, Mahabhashyam, Brudno, & 

Batzoglou, 2005; Lund, 2014). Furthermore, the executing character alignment 

algorithm requires more computer resources for aligning three OCR outputs or more. 

Therefore, an alignment technique is required to make the alignment process is exact 

and to prevent executing any character alignment algorithm. 

In the voting process, past researchers, such as Volk et al. (2011), Lund et al. (2014), 

Lund (2014), and Al-Zaydi and Salam (2015) focused on lexicon-based voting. The 

technique is not reliable as it is not context-aware. For example, by assuming the 

sentence ―a good _____ can't sleep‖ has three OCR outputs: ―cop‖, ―cap‖, and ―cup‖ 

to complete it. Hence, it is difficult to choose an appropriate word for the sentence 

because all these words are found in the lexicon. Therefore, an enhanced voting 

technique based on context information of sentence is required.  

Based on the mentioned weakness, improvements on the post-processing techniques 

are needed to increase the accuracy of OCR. This can be achieved by combining the 

strengths of existing techniques of the OCR post-processing. 



 
 

11 

1.2 Research Questions  

In order to improve the accuracy of the OCR for the Arabic language, several 

questions need to be addressed:  

i. What are the strengths and weakness of the existing OCR post-processing 

techniques?  

ii. How to design an enhanced differentiation technique to produce better OCR 

outputs than what is obtained from the existing techniques?  

iii. How to design an alignment technique that prevents overlapping words 

between the multiple outputs of the OCR?  

iv. How to design an enhanced voting technique that selects the best word from 

multiple outputs of OCR? 

v. How to integrate the proposed differentiation, alignment and voting 

techniques into a model to reduce the error rate for the Arabic OCR? 

1.3 Research Objectives  

The goal of this study is to develop a hybrid model of the OCR post-processing 

techniques in order to improve the accuracy of the Arabic OCR. The specific 

objectives are: 

i. To design an enhanced differentiation technique that produces higher OCR 

accuracy.  

ii. To design an alignment technique that prevents word overlapping between 

the multiple outputs of the OCR. 
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iii. To design an enhanced voting technique based on N-gram language model 

and Levenshtein algorithm that selects context-aware words from the multiple 

outputs of OCR. 

iv. To develop and evaluate a hybrid model of the OCR post-processing 

techniques in terms of word error rate, character error rate, and non-word 

error rate. 

1.4 Significance of the Research  

As a direct effect of this study, a new hybrid model of OCR post-processing 

techniques for the Arabic language has been developed. This model is designed by 

combining the strength of the MO of the OCR, N-gram language model, and 

Levenshtein distance. This combination improves the accuracy of OCR for the 

Arabic language. Furthermore, this model can be used by other cursive languages 

that use Arabic characters in writing, such as Persian, Kurdish, and Urdu. In addition 

to that, this model can be also used by Latin-based languages directly, or with some 

modifications to improve the OCR accuracy for noise and low scanning resolution 

images.  

The significance of this research as well includes three important techniques. The 

first is the enhanced differentiation technique which is used to produce better OCR 

outputs than what are obtained from the existing techniques. The second is the novel 

alignment technique which is used to prevent words overlapping between the MO of 

the OCR. The last is the enhanced voting technique which is used to select the best 

words from the multiple outputs of OCR. On the other hand, a comparison study of 

the weakness and strengths of the OCR post-processing techniques is also presented. 
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The contributions of this study will lead to increase the OCR knowledge for the 

researchers, and can be used for more improvement in this topic.  

As a practical effect of this study, the Arabic language is spoken by over 330 million 

people in 22 Arab countries (Farghaly & Shaalan, 2009). Therefore, developing OCR 

systems for this language can serve hundreds of millions of people in the world. 

Furthermore, improving the accuracy of OCR, allows programs of mobile and other 

applications to recognize Arabic text accurately.  

1.5 Scope of the Research 

This study followed mainly the Ph.D. research produced by Lund (2014) in treating 

the OCR engines as black boxes. Furthermore, it also followed most related work in 

OCR post-processing error correction in which no attempt is made to directly modify 

the techniques of other OCR stages (Al-Masoudi & Al-Obeidi, 2015; Al-Zaydi & 

Salam, 2015; Bassil & Alwani, 2012c; Daðason, 2012; Ramanan, Ramanan, & 

Charles, 2014; Volk et al., 2011). In other words, this study has only focused on 

improving the most important OCR post-processing techniques as shown in Figure 

1.6. In addition to that, this study has only focused on offline recognition and printed 

images. Furthermore, the testing dataset of the hybrid model of the OCR post-

processing techniques has included only noise-free images that have standard 

scanning resolution. Lastly, from cursive written-based languages, the study has only 

tested the Arabic language. 
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Figure 1.6. Scope of this research 

 

1.6 Organization of the Research 

This research contains eight chapters. Chapter 1 includes the necessary information 

for understanding the concepts that are used in the later chapters. Chapter 2 discusses 

the literature review with a description of the different aspects relating to the research 

area. Chapter 3 presents the methodology‘s steps that were used in the research. 

Chapters 4, 5, 6, and 7 explained the designing and evaluating the differentiation 

technique, alignment technique, voting technique and a hybrid model of OCR post-

processing techniques respectively. Finally, Chapter 8 includes the research 
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summary, contributions, research limitations, and recommendations for future 

research. At the end of the study, the references used in the research. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.0 Introduction  

Chapter 2 describes the background and previous work of this study. Furthermore, it 

provides a critical review of existing work related to this research. This can identify 

the limitations in the current work and reveal where this study fits in to fill the 

identified gap. The focus of the discussion in this chapter revolves around the 

identified problems and objectives that were explained in Chapter 1. This chapter is 

organized into seven sections. An overview of the Arabic language and challenges of 

its characters, when applied to the OCR systems, are given in Section 2.1. The OCR 

post processing stage and its errors are explained in Section 2.2. The existing 

individual techniques of the OCR post-processing stage are discussed in Section 2.3. 

A comparison between the limitations of the existing individual techniques of the 

OCR post-processing stage is presented in Section 2.4. Existing hybrid techniques of 

the OCR post-processing stage are described in Section 2.5. Finally, a summary of 

the content of Chapter 2 is shown in Section 2.6. 

2.1 Arabic OCR  

This section contains three parts. The first one gives an overview of the Arabic 

language, while the second and third parts discuss the common challenges of Arabic 

when applied to the OCR systems. The common challenges of Arabic OCR can be 

classified into two types: limitations and characteristics. The limitations represent the 

reasons that make the process of the evolution of the OCR for the Arabic language 

slow compared to English. The characteristics represent the properties that 
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distinguish Arabic from the Latin letter-based languages (El-Mahallawy, 2008; Saber 

et al., 2016). 

2.1.1 Overview of  the Arabic Language 

The Arabic language has been classified into three categories: classical Arabic, 

standard Arabic, and dialectal Arabic. The first is the language used in the Quran. 

The standard Arabic is derived from the classical Arabic. It is often used in 

universities, schools, government, printed publications, TV, and the Internet. 

Dialectal Arabic is the spoken language used by the Arab people. It is different from 

one region to another and is usually unwritten. Sometimes the differences are enough 

to be considered by linguists as distinct languages (Badawi, 1996; Farghaly & 

Shaalan, 2009). 

There are hundreds of languages for use in communication among people in the 

world. Latin characters are adopted in writing systems for greater than 89 languages; 

while Arabic characters are used by more than 24 different languages. Examples of 

the languages that use Arabic script in writing are Persian, Urdu, Kurdish, etc. Most 

printed text for Latin-based languages uses non-cursive scripts, while all Arabic-

based languages use cursive scripts in printed text. Non-cursive scripts mean that 

each symbol has a separate shape without overlapping letters (Sattar, 2009).  

2.1.2 Arabic OCR Limitations 

The companies that develop OCR systems may lack the incentives and motivations 

to support languages with non-Latin alphabets. They do not have knowledge about 

the characteristics of these languages (Daðason, 2012). The Arabic language has not 
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been given sufficient attention compared to the attention that has been given to the 

English language (El-Mahallawy, 2008; Khorsheed, 2002; Saber et al., 2016).  

As stated by (Al-Badr and Mahmoud (1995); Bassil and Alwani (2012c); El-

Mahallawy (2008); Saber et al. (2016)), the limitations of the Arabic language when 

used in OCR systems include: 

i. Lack of publications in Arabic as compared to English such as articles in 

journals, conferences, books, and theses.  These publications will support the 

Arabic OCR system.  

ii. Lack of available resources and tools for Arabic characters compared to 

English, such as standard testing dataset, dictionaries, supporting staff, 

programming tools, and a web corpus. These resources will support practical 

techniques that are used in improving the Arabic OCR system.  

iii. Researchers in Arabic OCR started later than English.  

iv. The techniques developed for Latin languages are difficult to apply to Arabic 

without modification. The reason is that the special characteristics of Arabic 

characters are incompatible with Latin characters. These characteristics are 

explained in the next section. 

2.1.3 Characteristics of the Arabic Language  

In this section, this research has been shown why OCR error rate of Arabic is greater 

than OCR error rate of Latin-based languages. As stated by (Akila et al., 2015; M 

Attia, Rashwan, and Khallaaf (2002); El-Mahallawy (2008); Khorsheed (2002)), the 

characteristics of the Arabic language when used in OCR systems are: 
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i. Cursive writing: the Arabic language uses a writing system from right to 

left. Furthermore, Arabic text is characterized by the neighboring character 

connectivity. However, some characters may or may not be connected with its 

neighbors. It depends on the position of the character in the word. The 

segmentation stage within the OCR system for Latin is easier than Arabic. 

The characters of Latin can be extracted simply due to their separation from 

each other. Figure 2.1 displays examples of the connectivity in Arabic 

writing. 

 

ii. Overlapping: Arabic contains vertical overlaps between some characters. 

Extraction of these characters as a rectangular box in the OCR segmentation 

stage is more difficult than the same operation in Latin. The reason is that 

each rectangular box of any single character may contain parts of another 

letter. Vertical overlaps confuse the recognition process. Figure 2.2 displays 

examples of the overlapping between some characters in Arabic writing. 

 

 

Figure 2.1. Connectivity in Arabic writing, Source: El-Mahallawy (2008). 

 

Figure 2.2. Overlapping in Arabic writing, Source: El-Mahallawy (2008). 
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iii. Diacritics: Arabic font contains diacritics, which are signs located above or 

below the letters. Table 2.1 below displays the shapes of some diacritics in 

Arabic.  

Table 2.1 

Shapes of some diacritics in Arabic 

  ً    ٌ    ٌ    ٌ    ٌ    ٌ  

  ٌ    ٌ    ٌ    ٌ    ٌ    ٌ  

  ٌ    ٌ    ٌ    ٌ    ٌ    ٌ  

ٌ   ٲ ٳ    ٌ  ؤ آ 

ٌ   لإ لإ لأ    ٌ  ٷ 

 لأ لآ ُّ َّ ٍّ ٌّ

  ٌ    ٌ    ٌ    ٌ    ٌ    ٌ  

 

The presence or absence of these signs is based on the writer of the text. They 

help a reader to understand the pronunciation of a word. Some of the 

diacritics represented short vowels in Arabic. This is because no characters 

represent them. If they are written or not written, the word is still the same 

word. However, if the word contains the wrong diacritics, it is considered as 

an error. Diacritics cause confusion in OCR systems, especially when the 

images contain noise. They make predicting any correct character more 

difficult than English. Furthermore, if the OCR engines completely ignore the 

diacritics, they may be misinterpreted as dots by the OCR systems. On the 

other hand, if diacritics are considered by the OCR systems, then the word 
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that includes diacritics and the word that does not contain them will become 

different, although they represent the same word. Figure 2.3 displays 

examples of the diacritics in Arabic writing.  

 

The problem of diacritics is not only in the OCR engine itself, it is also in the 

techniques that are used in correcting the OCR errors. These techniques 

include edit distance technique, N-gram language model, Lexicon, etc. For 

example, all eight words in the following group ―رع―  ,‖زرع  زرع   ― , ‖زر ع―  , ‖ز 

ر ع  ―  ,― ر ع― , ‖ز  رع  ― , ‖زر ع  ―  , ‖ز    ,are treated as different by these techniques ‖ز 

although they are considered as a single word in Arabic. 

iv. Morphology: Arabic has a complex and rich morphology (M. E. Attia, 2000; 

Habash & Roth, 2011). Morphology is the study of how valid words can be 

generated from a root and pattern (Daniel Jurafsky & Martin, 2009). A root is 

a word that does not have a prefix or a suffix character. For example, the 

word “cat” is a root, while the word “cats” is not. A root in Arabic is a 

sequence of three, four, and five characters (M. E. Attia, 2000). The pattern is 

a template of consonants and vowels. Generating valid words in Arabic is 

much harder than in English. The average number of valid words resulted 

from the similarity among Arabic words is 26.5, for English is 3.0, and for 

French is 3.5 (Shaalan, Samih, Attia, Pecina, & van Genabith, 2012). Since 

 

Figure 2.3. Diacritics in Arabic writing, Source: El-Mahallawy (2008). 
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Arabic morphology is much richer, there is no corpus containing all the 

Arabic words with their forms (Shaalan et al., 2012; Watson, 2007).  

2.2 OCR Post-processing Stage (PPS) 

As mentioned previously, in post-processing stage (PPS), the resulting text of the 

OCR is checked to make sure it is valid. Furthermore, it corrects any mistakes in the 

OCR output text. There is a great interest in the development of the post-processing 

stage because most OCR systems produce errors (Ramanan et al., 2014).  

2.2.1 OCR PPS Error 

The OCR process usually produces two kinds of errors: non-word errors and real 

word errors. The non-word error occurs when the word produced from the OCR 

process does not exist in the language resource, such as the word "foed". The real 

word error occurs when the word produced from the OCR process exists in the 

language resource, but it does not match with the source text, such as the word "too" 

in the sentence "I want too eat" (Bassil & Alwani, 2012c; Kukich, 1992).  

Correction of real word errors is harder than correcting non-word errors because real 

word errors are difficult to detect. The OCR correction techniques of non-word errors 

are unsuitable for real word errors. The reason is that, the detection and correction of 

real word errors are based on the context of the sentence, while detection and 

correction of non-word errors are not. Context-sensitive spelling correction is the 

name of any correction based on the information context of sentences in a corpus. As 

stated by (Daðason (2012); Kukich (1992); Naseem (2004)), real word errors range 

from 15 to 40% of total errors. These errors are a problem in the OCR applications 

where auto correction is required.  
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Errors of the OCR post-processing stage are different from human errors. OCR errors 

can result from a similarity between printed characters, the presence of noise, low-

resolution images, etc (Barnes, 2011; Naseem, 2004). Human errors occur when a 

person knows the valid spelling of the word, but he makes mistakes in writing the 

word. For example, the writer replaces an intended letter by another one of which its 

key on the keyboard is a neighbor to the key of the intended letter. Another reason 

for human errors is when the person forgets the valid spelling of the word. For 

example, if the writer writes "recieve" instead of "receive" (Damerau, 1964; Naseem, 

2004).  

The scope and type of OCR errors make spelling checker programs rarely used as 

effective tools for them (Barnes, 2011; Naseem, 2004). These programs are usually 

designed for text processing with an error rate not exceeding 3% (Bassil & Alwani, 

2012a; Kukich, 1992). The OCR error rate often exceeds this rate in case of noise, 

low-resolution images or cursive written typed languages (Akila et al., 2015; Saber et 

al., 2016). Spelling programs can identify a non-word, but their correction is based 

mainly on human input. Therefore, for a user who uses spelling checker programs in 

text processing, it is enough for him/her to determine the error and choice of the best 

word from the suggestion list. The reason is that the number of errors is low in text 

processing (Daniel Jurafsky & Martin, 2009; Taghva & Stofsky, 2001). On the other 

hand, the correction techniques of the OCR errors use an automatic way in correction 

and should reach the accuracy of 100%, and this rate has not been achieved yet 

(Barnes, 2011; Naseem, 2004; Saber et al., 2016).  
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2.2.2 Functions of OCR PPS Techniques 

Most techniques of the OCR post-processing stage have three functions: error 

detection, generation of candidates and error correction. The first function is to find 

all the wrong words in the output OCR text. The second function is to generate 

candidate words from the language resources for each wrong word. The third 

function is to correct all the wrong words by selecting the best suggestion for each of 

the words (Naseem & Hussain, 2007).  

The error correction can be either manual or automatic. The first type gives the 

proofreader the ability to do the manual correction. In the second type, the correction 

process will decide the best correction word to use, and the wrong word is 

automatically replaced by the chosen candidate word. Automatic correction is used 

in most natural language processing applications, such as OCR and speech 

processing (Ramanan et al., 2014).  

In the auto correction of OCR errors, the ranking process of the candidate words 

should be decided according to their importance in the sentences (Naseem & 

Hussain, 2007). When the auto correction is implemented, the incorrect word is 

automatically replaced by the first ranking word in an ordered candidates‘ list 

(Naseem, 2004). The choice of the appropriate technique for ranking is very 

important. The reason is that it may replace the incorrect word with another word 

that can be found in the language resource but it is unsuitable for the sentence, 

resulting in the desired goal of correction being unachieved (Daðason, 2012). 
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2.2.3 Categories of the OCR PPS Correction 

In general, the detection and correction of errors can be classified into three 

categories: proofreading-based correction, isolated word-based correction, context-

based correction. Proofreading-based correction requires manually reading and 

correcting the text produced by the OCR process. This is inefficient as it is time-

consuming, especially when the number of words is in the thousands (Lee & Chen, 

1996). 

In the second category, the process of correction is based only on the wrong word 

itself. The wrong word is processed in isolation without giving any attention to the 

context. This category cannot correct real word errors. In the last category, the 

process of correction is based on the wrong word and the context of the sentence. 

Contextual information is used for ranking the candidate words. The third category is 

used to correct real word errors and non-word errors (Islam & Inkpen, 2009). 

2.3 OCR PPS Techniques 

This section discusses the existing individual techniques used in the OCR post-

processing stage.  

2.3.1 Multiple Outputs OCR (MO) 

As mentioned in Chapter 1, Lund and Ringger (2011) mentioned that the idea of the 

multiple outputs is to look for differences between MO of the OCR in order to 

choose the best from among them. According to Al Azawi (2015) and Volk et al. 

(2011), using multiple outputs of OCR is better than using single OCR output. 
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Multiple outputs consist of three processes: differentiation, alignment, and voting. 

The following sub-sections describe the existing techniques used in these processes. 

2.3.1.1 Differentiation Process 

As mentioned in Chapter 1, differentiation process is used to produce N-versions of 

input images. These versions are similar but not identical. They are not identical in 

order to produce different OCR outputs. Table 2.2 shows existing techniques used in 

the differentiation process.  

Table 2.2 

Differentiation techniques in multiple outputs of OCR  

Author 
Multiple 

Thresholds 

Multiple 

OCR 

software 

Multiple 

Classifiers 

Multiple 

Scanning  

Al Azawi (2015)  √   

Al-Zaydi and Salam (2015)    √ 

Lund (2014) √    

Lund et al. (2013b) √    

Batawi and Abulnaja (2012)  √ 
  

Volk et al. (2011)  √ 
  

Lund and Ringger (2011)  √   

Lund and Ringger (2009)  √ 
  

Kittler et al. (1998)   
√  

Lopresti and Zhou (1997)   
 √ 
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From Table 2.2, Lopresti and Zhou (1997) and Al-Zaydi and Salam (2015) used the 

Multiple Scanning technique in order  to produce  various OCR outputs. According 

to the experimental results of Al-Zaydi and Salam (2015), scanning the image for 

multiple times is considered a time-consuming, and a better differentiation technique 

is required to increase the number of correct words in the OCR outputs. 

Kittler et al. (1998) used Multiple Classifiers technique to generate four OCR 

outputs. However, according to Lund (2014), using multiple classifiers can reduce 

the performance of the best classifier. In other words, different classifiers produce 

different OCR accuracy. Hence, the accuracy of the final OCR output may be 

reduced because the output of the best classifier will be combined with outputs of 

other low-accuracy classifiers. 

The differentiation technique used by Volk et al. (2011), Lund et al. (2013b), Lund 

(2014), and Al Azawi (2015) are based on combining different OCR software. 

However, according to Al-Zaydi and Salam (2015), combining different OCR 

software is considered a difficult process because it requires handling each OCR 

software output manually. On the other hand, Lund (2014) tested two differentiation 

techniques: combining different OCR software and using multiple thresholds. His 

experimental results showed that OCR accuracy of multiple thresholds is similar to 

the OCR accuracy obtained from combining different OCR software.  

This research adopts the Multiple Thresholds technique as proposed by Lund (2014). 

The reasons are: first, it does not require scanning image multiple times as stated by 

Al-Zaydi and Salam (2015). Second, it does not require combining different 

classifiers that can reduce the performance of the best classifier as mentioned by 
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Lund (2014). Lastly, it does not require combining multiple OCR software that is 

considered as a manual process by Al-Zaydi and Salam (2015). The differentiation 

technique proposed by Lund (2014) uses 7 threshold values and produces 7 versions 

of the input image. Figure 2.4 shows the 7 versions of the input image produced 

using this technique. 

Input image 

 

 

Version 1 

using 

threshold 

value of 31 

Version 2 

using 

threshold 

value of 63 

Version 3 

using 

threshold 

value of 95 

Version 4 

using 

threshold 

value of 127 

Version 5 

using 

threshold 

value of 159 

Version 6 

using 

threshold 

value of 191 

Version 7 

using 

threshold 

value of 223 

Figure 2.4. Multiple Thresholds technique 

Source: Lund (2014). 
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From Figure 2.4, it can be seen that some important features of the characters‘ 

images are lost especially for threshold values of 31, 63, 191, and 223. This is 

because the pixels values above the identified threshold are transformed as white and 

the ones that are larger than the threshold become black. For example, when using 

threshold value 31, the image will become close to the white. For threshold value 63, 

the image will become more intense. Likewise, for threshold value 191, the image 

will become more intense. For threshold value 223, the image will become close to 

the black. Thus, these threshold values result in losing some important features of the 

characters‘ images. This causes increasing number of wrong words in the OCR 

outputs. Therefore, this research enhanced Multiple Thresholds technique so that the 

number of wrong words in the OCR outputs can be reduced. 

2.3.1.2 Alignment Process 

Figure 2.5 shows an alignment process used by researchers, such as Lund et al. 

(2013b), Lund (2014), Al Azawi and Breuel (2014), and Al-Zaydi and Salam (2015). 

This figure shows that N-versions of the input image, which result from a 

differentiation process, passed to the OCR engines, which later transform them into 

N-outputs of text. These N-outputs of text have a different number of characters in 

each OCR output due to the insertion, deletion, and substitution of characters. This 

causes vertical words overlapping between the OCR resulting texts. Therefore, the 

alignment process is required to align each character with corresponds in other OCR 

outputs, which later leads to parallel words in OCR outputs. 
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Figure 2.5. Alignment process. 

Figure 2.5 also shows that the alignment process is performed by executing a 

character alignment algorithm. Examples of character alignment algorithms are 

Progressive algorithm (Lund, 2014), Smith–Waterman algorithm (Al-Zaydi & 

Salam, 2015), ProbCons algorithm (Pervez et al., 2014). However, alignment process 

for three OCR outputs or more after executing a character alignment algorithm 

becomes approximate as stated by Notredame (2002) and Lund (2014). Figure 2.6 

shows a simple example that explains why the alignment process is approximate for 

three OCR outputs or more. 
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Figure 2.6. Simple example of an alignment process 

Figure 2.6 shows alignment process for only three words. This research has been 

referred to them as w1, w2, and w3 respectively. The characters of these words are 

―AGT‖, ―AT‖, ―ATC‖ respectively. After that, the outputs of aligning w1, w2, and 

w3 are A, B, and C respectively. Figure 2.6 also shows that three options have been 

resulted from aligning w1, w2, and w3. The first option occurs when w1 is aligned 

with w2 then with w3. The second option occurs when w1 is aligned with w3 then 

with w2. The last option occurs when w2 is aligned with w3 then with w1. From 

Figure 2.6, it can be clearly seen that the positions of the characters in these options 

are different. Therefore, it is difficult to identify the best alignment between them. 

The example in Figure 2.6 uses only three words with few characters in each one of 

them. The problem of alignment becomes hard when each OCR output contains a 

large number of characters (Lopresti & Zhou, 1997; Lund et al., 2014).  

If the alignment process is approximate for three OCR outputs or more, then the 

resulting texts of the MO after the alignment process may contain errors. 

Furthermore, the existing alignment techniques, such as of Volk et al. (2011),  Pervez 
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et al. (2014), and Lund et al. (2011), requires executing a character alignment 

algorithm between each pair of OCR outputs. However, Lund (2014) and Lopresti 

and Zhou (1997) mentioned that if execution number of character alignment 

algorithm is increased, then the probability of errors in the alignment process will be 

increased. Therefore, this research designed a novel alignment technique to make the 

alignment process is exact and to prevent executing any character alignment 

algorithm. The detail of the novel alignment technique was described in Chapter 3 

and explained in detail in Chapter 5. 

2.3.1.3 Voting Process 

As mentioned in Chapter 1, the voting process is used to select the best word among 

the multiple outputs of the OCR. Table 2.3 shows existing techniques used in the 

voting process.  

Table 2.3 

Voting techniques in multiple outputs of OCR  

Author Majority Majority & Lexicon 

Al Azawi (2015) √  

Al-Zaydi and Salam (2015)  √ 

Lund (2014)  √ 

Lund et al. (2013b)  √ 

Batawi and Abulnaja (2012) √  

Volk et al. (2011)  √ 

Lund and Ringger (2011)  √ 
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Author Majority Majority & Lexicon 

Lund and Ringger (2009)  √ 

Kittler et al. (1998) √  

Lopresti and Zhou (1997) √  

   

Table 2.3 shows that some researchers use the Majority technique in voting process 

while others use a combination of Majority & Lexicon. However, both voting 

techniques are not reliable for auto correction because they do not give any attention 

to the context of a sentence around an incorrect word. Two examples are presented 

next to illustrate why context information of words before and after an incorrect 

word is important in the voting process.  

In the first example, assuming that the sentence ―a good _____ can't sleep‖ has three 

OCR outputs: ―cop‖, ―cap‖, and ―cap‖. The Majority technique will select the word 

―cap‖ rather than ―cop‖ because the first-word ―cap‖ outnumbers ―cop‖. This is 

incorrect because ―cop‖ is suitable to complete the sentence, while ―cap‖ is 

inappropriate. On the other hand, the Majority & Lexicon technique will also select 

―cap‖ even if it is unsuitable for the sentence. The reason is that both ―cap‖, and 

―cop‖ are found in the lexicon, and ―cap‖ is more frequent than ―cop‖.  

For the second example, if three are three candidate words ―cop‖, ―cup‖, and ―cap‖ 

that resulted from a lexicon having the same distance to the wrong word ―cep‖, then, 

it is difficult to select the appropriate word from among them for a sentence. This is 

because ―cop‖, ―cup‖, and ―cap‖ are found in a lexicon and no one of them has the 
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majority. Therefore, an enhanced voting technique based on context information of 

sentence is required to handle more cases of OCR outputs.  

Since the Majority technique does not work well in several cases of OCR outputs as 

mentioned by Lund (2014), this technique was not chosen. On the other hand, since 

the Majority & Lexicon technique is commonly used by many researchers as shown 

in Table 2.3, this technique was chosen to be enhanced for the voting process. The 

design of the enhanced voting technique is based on context information of a 

sentence around an incorrect word. This has been described in Chapter 3 and 

explained in detail in Chapter 6. 

2.3.2 N-gram Language Model 

The N-gram language model is a statistical model that provide the probability for a 

sequence of words (Daniel Jurafsky & Martin, 2009). A probability is dependent on 

the frequency of the words or frequency of the sentences in a large corpus. The 

language model can be used to detect and correct real word errors.  Potential real 

word errors happen if the probability of a sentence provided by the language model 

is almost zero. A correction of this error is based on the high probability of other 

sentences. The most important point in this approach is that it does not require a 

confusion set or predefined rules. However, a large corpus is needed in order to build 

an accurate language model. Equation 2.7 is used to estimate the N-gram probability 

(Daðason, 2012; Daniel Jurafsky & Martin, 2009).                     

2.3.2.1 N-gram Language Model Functions 

The N-gram language model has two functions: (1) predicting the next word from the 

previous (N−1) words and (2) predicting the probability of a whole sentence (Daniel 



 
 

35 

Jurafsky & Martin, 2009). Both functions of the N-gram language model suffer from 

a limitation when used in the OCR post-processing stage (Daniel Jurafsky & Martin, 

2009; Raaid & Rafid, 2015). The following paragraphs explain the limitation of each 

function.  

The first function of the N-gram language model has a limitation. It only uses 

previous (N −1) words to predict the next word  in a sentence and it ignores the 

impact of the next (M+1) words in predicting the best candidate for the wrong word. 

To illustrate more, the sentence ―The student weet from home to school to study‖ is 

taken as an example. Assuming that the word ―went‖ was misspelled as ―weet‖, the 

list of sentences with a high frequency that results from the Google3-gram database 

is: 

Sentence1= ―The student sweet‖ 

Sentence2= ―The student week‖ 

Sentence3= ―The student wants‖ 

Sentence4= ―The student went‖ 

With the Language model, the word ―weet‖ will be replaced by the word ―sweet‖ for 

two reasons. The first reason is the frequency of the sentence ―The student sweet‖ is 

more than the three other sentences in the Google3-gram database, and secondly it 

uses the previous (N −1) words only to predict the next word. Therefore, it will 

ignore the impact of the next (M+1) words (―from home to school to study‖) in the 

sentence that comes after the non-word ―weet‖.  
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The previous example shows the importance of taking into consideration previous (N 

−1) words and the next (M+1) words in predicting the best candidate for the wrong 

word in OCR systems. However, the first function of a language model can be used 

effectively for some word prediction applications, such as when typing in a search 

engine; but, it has limitations when used for OCR systems (Daniel Jurafsky & 

Martin, 2009).    

The second function of the N-gram language model also has a limitation in the OCR 

system. It uses the probability of the whole sentence only in predicting the valid 

sentence. For illustration, the sentence ―I want Endish food‖ is used as an example. 

Assuming that the word ―English‖ was misspelled as ―Endish‖, the list of sentences 

with a high frequency that results from the Google4-gram database is: 

Sentence1= ―I want Chinese food‖ 

Sentence2= ―I want Indian food‖ 

Sentence3= ―I want fresh food‖ 

Sentence4= ―I want English food‖ 

With the Language model, the word ―Endish‖ will be replaced by the word 

―Chinese‖ because the frequency of the sentence ―I want Chinese food‖ is more than 

the three other sentences in the Google4-gram database. This example shows the 

importance of using another way to work together with the probability of a language 

model to improve the accuracy of the output OCR text (Daniel Jurafsky & Martin, 

2009).  
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In summary, the N-gram language models have two limitations when used alone in 

the OCR post-processing stage. The first function of the Language models ignores 

the impact of the next (M+1) words in predicting the best candidate for the wrong 

word. Therefore, if previous words are wrong, the language model will not give any 

probability. In the second function of the Language models, if any sentence S has a 

probability greater than the intended sentence, the language model will select S 

because its frequency is more than the other sentences. This research has been used the 

N-gram language model in generating candidates list for incorrect word as explained in 

Chapter 3. 

2.3.2.2 N-gram Language Models for Arabic 

There is a fact that a large N-gram gives more accuracy than a short N-gram. 

However,  seeing a short N-gram in a large corpus is easier than seeing a large N-

gram in the same corpus (Dan Jurafsky, Martin, Kehler, Vander Linden, & Ward, 

2000). For example, a 5-gram gives more accuracy than a 2-gram; but the chance of 

seeing a 5-gram is less than seeing a 2-gram in the same corpus. Arabic has a lack of  

available web corpus as compared to English (AbdelRaouf, Higgins, Pridmore, & 

Khalil, 2010). As a result, it is hard to build large Arabic N-gram language models. 

Accuracy may also be affected due to the difficulty in seeing a large N-gram.   

In addition to previous limitations on the Arabic language, there is another reason 

that makes creating language models more difficult than the English language. The 

similarity among Arabic words is high. As mentioned previously, the average 

number of valid forms that can result from the input word for Arabic is 26.5. For 

English, it is 3.0 and for French is 3.5 (Shaalan et al., 2012). The number of valid 

forms is calculated using addition, substitution, deletion and transposition of the 
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characters among the language resources. The high similarity of Arabic valid forms 

needs a larger corpus to create a strong statistical language model that can give an 

accurate probability (Shaalan et al., 2012; Zribi & Ahmed, 2003). 

Lastly, the N-gram language model suffers from diacritics when used in Arabic 

language (Muaz, 2011). In summary, the Arabic N-gram language model has three 

common challenges: a lack of available web corpora, similarity among the words and 

diacritics. The solutions for previous Arabic challenges have been explained in 

Chapter 7.  

2.3.3 Levenshtein Distance  

The term of  ―edit distance‖ is used for calculating the difference between two 

strings, where every insertion, deletion, transposition or substitution of a single 

character is considered as a single edit (Navarro, 2001). For example, "stdy" is a non-

word in English, because it does not exist in this language. It requires one insertion to 

become "study" that is considered a correct word in English (Daðason, 2012). In the 

OCR post-processing stage, Levenshtein distance is used to measure the edit distance 

between a wrong word and all words in the language resource. Therefore, any word 

in the language resource, which has a single or multiple edit distances, will be 

considered as a candidate for correction. However, any candidate word having the 

least numbers of editing operations will be considered as the best candidate (Andoni 

& Krauthgamer, 2012). Figure 2.7 shows an example of how to calculate the edit 

distance between two words: "Here" and "erefmsere" by using the Levenshtein 

distance (Daðason, 2012; Naseem, 2004).  
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From Figure 2.7, it can be seen that there is a need for a matrix to measure the edit 

distance between the two tokens. The matrix can be filled from the upper-left to the 

lower-right corner. Each jump horizontally or vertically corresponds to an insert or a 

delete, respectively. The cost is normally set to 1 for each of the operations: 

insertion, deletion, and substitution. The diagonal jump can cost either one if the two 

characters in the row and column do not match or 0 if they do. After filling all cells 

in the matrix, the number in the lower-right corner is the Levenshtein distance 

between both tokens. 

The Levenshtein distance has three limitations when used in the OCR post-

processing stage (Naseem, 2004). The first limitation has been mentioned previously, 

it stated that many candidate words that are chosen by the Levenshtein distance have 

the same edit distance for the incorrect word. Therefore, it is difficult to select the 

best candidate from them. The second limitation is that the Levenshtein distance 

 H e r e 

  

  0 1 2 3 4 

e 1 1 1 2 3 

r 2 2 2 1 2 

e 3 3 2 2 1 

f 4 4 3 3 2 

m 5 5 4 4 3 

s 6 6 5 5 4 

e 7 7 6 6 5 

r 8 8 7 6 6 

e 9 9 8 7 6 

Figure 2.7. Levenshtein distance example 

―Here‖ 

―erefmsere‖ 



 
 

40 

belongs to the category of isolated word-based correction (Daniel Jurafsky & Martin, 

2009; Naseem, 2004).  

The third limitation of the Levenshtein distance, when used in the OCR post-

processing stage, is that it needs to be calculated millions of times for each wrong 

word (Daðason, 2012). This calculation is not efficient for two reasons: it reduces the 

accuracy because of a huge number of candidates, which may be reaching thousands, 

and it is very time-consuming to process (Bard, 2007). In order to make the 

Levenshtein distance more efficient in the post-processing stage of OCR, a specific 

set of words needs to be chosen, thus improving the processing speed (Daniel 

Jurafsky & Martin, 2009).  

2.3.4 Rules-Based Technique 

The rules-based technique is used to detect and correct non-word errors and real 

word errors (Daðason, 2012). For example, if the word "wear" is followed directly 

by the word "are" then it should be replaced by the word "where". Another example, 

the word "wear" should be changed to the word "where" if the word "going" 

appeared within three words of "wear". The rules-based technique can be either a 

disambiguation technique or syntactic technique (Daðason, 2012). 

The disambiguation technique is a common task in natural language processing 

applications in determining the meaning of a sentence. For example, the word 

"orange" can refer to the word "fruit" or to the word "color". Therefore, it can create 

a rule that the word "orange" should refer to the word "fruit" if it is followed by the 

word "juice". This rule is generated from the context of the sentence "I drink orange 

juice every day‖ (Islam & Inkpen, 2009).  
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The disambiguation technique needs confusion sets when being applied in any 

research field (Islam & Inkpen, 2009). In the OCR post-processing stage, the 

resulting OCR words that are confused with other words will be grouped in 

confusion sets. For example, the following two sets, [where, wear] and [there, their]. 

Therefore, if any word that belongs to these confusion sets appears in an OCR text, 

then the technique will evaluate these words to see whether or not it fits the context.  

Otherwise, if the word does not fit the sentence, it is flagged as an error, and the 

correction is performed using the words in the same confusion set (Daðason, 2012; 

Golding & Roth, 1999). 

The confusion set technique has two limitations (Naseem, 2004). The first is that it 

can never be sure whether or not the sets of the error patterns are enough to represent 

all errors. The second problem is that even if all sets of all error patterns are defined, 

modeling of thousands of sets requires a lot of work to be accomplished (Daðason, 

2012; Naseem, 2004). 

In the syntactic technique, all the rules of a specific language are defined and 

recorded to be used later in detecting text errors (Naseem, 2004). The syntactic 

technique can perform word by word checking or whole sentence checking. In word 

by word checking, the OCR application builds a candidates‘ list of all the words that 

can be used as the next suggestion for any correct word in an image. The candidates‘ 

list is built using the syntactic rules. If a word that resulted from the OCR process is 

not one among the candidates of the expected words, then it can be considered as an 

error (Daðason, 2012).  
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In whole sentence checking, the OCR application builds a candidates‘ list based on 

the whole sentence to check whether it is true or not. The words in the sentence are 

subjected to the syntactic rules. If any of the rules can be applied to the whole 

sentence, then it is correct. Otherwise, if no rule can be applied, then it is considered 

a potential error. For example, in the structure of a sentence, the transitive verb needs 

a subject followed by an object, and both should be nouns (Islam & Inkpen, 2009; 

Naseem, 2004).  

Collecting all the rules manually is an infeasible and time-consuming process. The 

use of syntactic rules to check the structure of the sentences may not give the best 

solution for many cases (Naseem, 2004). The reason is that the sentences can have 

many words as suggestions. Furthermore, the task of programming large-scale rules 

is clearly infeasible. In addition to that, it needs a matured knowledge of all the 

syntactic rules of the language to be included in the OCR systems (Daðason, 2012; 

El-Mahallawy, 2008; Govindan & Shivaprasad, 1990; Magdy & Darwish, 2008; 

Pratt, 1991). In summary, it is difficult to make rules for all errors. Modeling of 

thousands of rules requires a lot of work, and it is a heavy computation and slow 

(Kai, 2010). 

2.3.5 Noisy Channel Model 

A noisy channel model is a probabilistic error model used to select the intended word 

from several words. It can be trained for one or different languages. The idea for this 

comes from the process of sending a message through a noisy channel, which causes 

errors in the message. Therefore, if the behavior of the noisy channel can be 

modeled, then it can know the actual intended word from several words using this 
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model (Daniel Jurafsky & Martin, 2009; Shannon & Weaver, 2002). Figure 2.8 

shows a simple diagram of a noisy channel model. 

 

Figure 2.8. Noisy channel model  

In the OCR post-processing stage, if a wrong word is given, then the goal is to find 

which valid word from the language resource corresponds to it. The shortcoming of 

the noisy channel model is that it requires confusion set. Furthermore, the best 

correction provided by this model might not really be the best solution. For example, 

it might suggest "acres" as the best correction of "acress" although the best solution 

is "actress" because it does not consider the context information of the sentence 

(Naseem, 2004).  

2.3.6 N-gram Distance 

It is used to measure the similarity between two sequences of strings (Naseem, 

2004). The value of the first character in terms of the "N-gram" can be 1, 2, 3, 4... n. 

The term itself represents a sequence of N neighboring symbols in a token. An n-

gram is called unigram when N=1, bigram when N=2 and trigram when N=3 and so 

on. The accuracy of the similarity increases when the value of N is high and vice 
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versa. Figure 2.9 shows an example of how to calculate the similarity between two 

tokens "went" and "want" using  bigrams distance (Bassil & Alwani, 2012a; Naseem, 

2004).  

 

Figure 2.9. Bigram distance example, Source: Bassil and Alwani (2012c). 

Figure 2.9 shows that the similarity is measured by dividing the number of shared N-

grams of the two sequences by the total number of N-gram in the same two 

sequences. The n-gram distance does not show good accuracy on short strings. For 

example, the trigram distance will not give any similarity if two strings have the 

length three, and there are one or two different symbols between them. To solve this 

problem, different values of N are defined for different lengths of strings. As an 

example, for tokens of length two or less, unigrams can be used, other tokens of 

length three or more, bigrams can be used and so on (Naseem, 2004).  

In summary, the n-gram distance belongs to the category of isolated word-based 

correction. It cannot rely on auto correction. The reason is that it does not give any 

regard for the context of the sentence around the incorrect word (Naseem, 2004). 

Furthermore, many candidate words can result from the n-gram distance having the 

same similarity, so it is difficult to select the intended word from among them.  
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2.3.7 Lexicon  

A lexicon is considered as an index of words that belong to a specific language. It 

does not contain any information to describe its words. On the other hand, the 

dictionary is a lexicon with additional information (Barnes, 2011). A lexicon is one 

of the key elements in many applications, such as natural language processing, 

optical character recognition and translation software (Kenter, Erjavec, & Fišer, 

2012). A lexicon is used for two functions: in the detection of non-word errors and in 

finding  a suggestion list for these errors (Daðason, 2012).  

For the English language, there are many lexicons that are independent and can be 

used in any of these applications. Likewise, Arabic has many lexicons but most of 

them were not designed to be integrated within these applications (AbdelRaouf et al., 

2010). On the other hand, Arabic lexicons that can be integrated into these 

applications contain fewer numbers of words. This is because words are inserted into 

the lexicon manually by humans and not automatically (Bassil & Alwani, 2012c). 

Furthermore, because of their small size, they will not be effective in detecting the 

wrong words. It is possible to make the right word as wrong because it does not exist 

in the lexicon (Daðason, 2012).  

The size of the lexicon depends on the language used. It may contain millions of 

words to be effective. Otherwise, if the size of a lexicon is small, then the process of 

the OCR will flag many right words as non-word errors. Furthermore, it cannot give 

candidate words to correct non-word errors (Barnes, 2011). The two most used 

techniques for finding a list of candidates for incorrect words from a lexicon are the 

Levenshtein distance (Daðason, 2012; Magdy & Darwish, 2008; Naseem, 2004) and 

the N-gram distance (Bassil & Alwani, 2012a). Some candidate words that result by 
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using the two previous techniques have the same similarity (Naseem, 2004). 

Therefore, it should be another way, in addition to lexicons, to determine the 

appropriate word for the sentence (Kanoun et al., 2011).  

In summary, a lexicon-based correction cannot be relied on in auto correction for 

four reasons. The first, candidate words are arranged without any regard for the 

context of the sentence around the incorrect word. The second, most candidate words 

have the same similarity, so it is difficult to select the intended word. The third, it 

cannot detect real word errors (Bassil & Alwani, 2012c). The last, millions of words 

in the lexicon need to be tested for similarity.  

2.4 Comparison of OCR Post-processing Techniques  

This section presents a comparison (Table 2.4) on limitations of the OCR post-

processing techniques. From Table 2.4, it can be seen that these techniques have 

several limitations. However, the multiple outputs, N-gram language model, and 

rules-based are the best techniques as they do not belong to a category of isolated 

word-based correction. The isolated word-based correction cannot correct real word 

errors. In other words, the multiple outputs of OCR, N-gram-based language model, 

and rules-based technique have the ability to correct both non-word and real word 

errors. 

In detail, the N-gram-based language model performs the same work of the rules-

based technique in selecting the intended word from the candidates‘ list. However, 

the N-gram language model does not require predefined rules. As mentioned by Kai 

(2010), the modeling large number of  rules requires a large computational cost. 

Hence, indicating that the N-gram language model is better than the rule-based 
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technique. On the other hand, both the rule-based technique and N-gram language 

model require a large corpus. The rule-based technique uses a large corpus to create 

confusion sets while the N-gram language model uses a large corpus to build its 

database.  

Table 2.4   

Limitations of the OCR post-processing techniques 

Existing 

techniques 

Limitations 

Isolated word-based 

correction 

Context-based  

correction 

Multiple 

outputs 

OCR 

 Differentiation problem, 

alignment problem, and voting 

problem (Lund, 2014). 

N-gram 

language 

model 

 Requires large corpus, and it 

suffers from missing N-grams Al-

Zaydi and Salam (2015) 

Rules-based 

techniques  

 Requires large corpus, and 

modeling thousands of rules 

require a lot of work and it is a 

heavy computation and slow 

(Kai, 2010). 

Levenshtein 

distance  

Many candidates will have the 

same edit distance for 

incorrect word (Bassil & 

Alwani, 2012a). 

 

Noisy 

channel 

model 

It is difficult to represent all 

OCR errors (Daniel Jurafsky 

& Martin, 2009). 

 

N-gram 

distance 

Many candidates will have the 

same edit distance for incorrect 

word (Naseem, 2004). 

 

Lexicon-

based 

correction 

Many candidates will have the 

same edit distance for incorrect 

word (Daðason, 2012). 

 

 

Based on the previous discussion, the N-gram language model and multiple outputs 

of OCR are the best techniques to be used in the OCR post-processing. This opinion 
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has also been supported by researchers, such as Islam and Inkpen (2009), Kanoun et 

al. (2011), Abulnaja and Batawi (2012), Bassil and Alwani (2012b), Al Azawi 

(2015), and Al-Zaydi and Salam (2015).   

2.5 Hybrid Techniques of the OCR PPS 

In computer science, the term ―Hybrid‖ is a combination of different techniques, 

which are separated from each other naturally. The reason is to generate something 

new, which has the ability to take advantages of these different techniques 

(Alobaedy, 2015). These techniques are combined together in three ways: sequence, 

parallel, or mixed.  

In the sequence way, the output of any technique is passed to the input of the next 

technique and so on. In a parallel way, all the techniques are performed at the same 

time, and their outputs are combined in a single output. The last one uses both 

sequence and parallel ways together in its work (Alobaedy, 2015; Boyell & Ruston, 

1963). In OCR post-processing stage, several researchers used either individual or 

hybrid techniques to improve the accuracy of OCR systems. Table 2.5 shows the 

existing techniques that have been performed by several researchers followed by a 

discussion on them.  
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Table 2.5 

Some techniques used in the OCR post-processing stage  

Author Techniques Target Errors 

Strohmaier, 

Ringlstetter, 

Schulz, and Mihov 

(2003) 

Hybrid: Levenshtein distance & 

lexicon 

Non-word errors 

Magdy and 

Darwish (2008) 

Hybrid: Character-based noisy model 

& character-based N-grams language 

model 

Non-word errors 

Lund and Ringger 

(2009) 

Hybrid: Multiple outputs OCR & 

lexicon 

Non-word errors & 

real word errors 

Habash and Roth 

(2011) 

Hybrid: Morphological feature model 

& character based N-gram models 

Non-word errors 

Volk et al. (2011) 
Hybrid: Multiple outputs OCR & 

lexicon 

Non-word errors & 

real word errors 

Lund and Ringger 

(2011) 

Hybrid: Multiple outputs OCR & 

lexicon 

Non-word errors & 

real word errors 

Barnes (2011) 
Hybrid: Lexicon & unigram language 

model 

Non-word errors 

Bassil and Alwani 

(2012c) 
Single: 5-grams language model 

Non-word errors & 

real word errors 

Alex et al. (2012) Hybrid: Lexicon and rules-based Non-word errors 

Aljarrah et al. 

(2012) 
Single: Lexicon Non-word errors 
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Author Techniques Target Errors 

Vu Hoang and Aw 

(2012) 

Hybrid: Combining unigrams, 

bigrams, and trigrams language 

models 

Non-word errors & 

real word errors 

Lund et al. (2013b) 
Hybrid: Multiple outputs OCR & 

lexicon 

Non-word errors & 

real word errors 

Springmann et al. 

(2014) 
Single: Lexicon Non-word errors 

Ramanan et al. 

(2014) 
Hybrid: Lexicon and rules-based Non-word errors 

Lund (2014) 
Hybrid: Multiple outputs OCR & 

lexicon 

Non-word errors & 

real word errors 

Abdulkader and 

Casey (2015) 

Single: Character-based noisy channel 

model 

Non-word errors 

Raaid and Rafid 

(2015) 
Single: N-gram language model 

Non-word errors & 

real word errors 

Silfverberg and 

Rueter (2015) 
Single: N-gram language model 

Non-word errors & 

real word errors 

Al-Zaydi and 

Salam (2015) 

Hybrid: Multiple outputs OCR & 

lexicon 

Non-word errors & 

real word errors 

Al Azawi (2015) 
Hybrid: Multiple outputs OCR & 

Language model 

Non-word errors & 

real word errors 

Al-Masoudi and 

Al-Obeidi (2015) 

Hybrid: Combining unigrams, 

bigrams, and trigrams language 

models 

Non-word errors & 

real word errors 
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There are five points can be obtained from Table 2.5. Firstly, the most widely used 

techniques in the OCR post-processing stage are lexicon, N-gram language model 

and multiple outputs OCR. Secondly, most researchers did not combine the best 

techniques of the OCR post-processing stage together, which are the multiple outputs 

OCR and N-gram language model. Thirdly, there is a trend to use multiple outputs 

OCR and N-gram language model in recent years. Fourthly, most solutions in the 

post-processing stage have used hybrid techniques. Lastly, some techniques target 

only non-word errors, even if they are hybrid techniques and vice versa. If some 

techniques target only non-word errors, then the accuracy of the OCR output will be 

reduced because a large number of errors, which are real word errors, cannot be 

handled by these techniques. 

2.6 Summary 

The writing system of the Arabic language is different from that of Latin-based 

languages. This difference has caused high error rates in the OCR output text for this 

language, especially when the texts are worn out or their colors have changed. Since 

the OCR system consists of five stages, then improving any stage will contribute to 

the error rate reduction of the OCR system. The techniques of the OCR post-

processing stage suffer from different limitations. Therefore, there is a chance to 

improve them or to benefit from the strengths of combining them in a hybrid model. 

 

 

  



 
 

52 

CHAPTER THREE 

RESEARCH METHODOLOGY 

3.0 Introduction  

In the existing techniques of OCR post-processing, the experimental approach has 

been the main guide in developing any new technique (Al-Zaydi & Salam, 2015; 

Alex et al., 2012; Aljarrah et al., 2012). Therefore, this study has followed the same 

procedures to improve the existing OCR post-processing techniques for the Arabic 

language.  

This chapter is organized as follows. Section 3.1 explains the research phases. This is 

followed by Section 3.2 that presents the theoretical study of this research. Section 

3.3 discusses the design of the hybrid model, while the development of the hybrid 

model is presented in Section 3.4. The evaluation process is explained in Section 3.5. 

Finally, the summary of Chapter 3 is presented in Section 3.6.   

3.1 Research phases 

This research consisted of four phases (Figure 3.1): a theoretical study, design, 

development, and evaluation. The following sections describe the details of each 

phase. 
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Figure 3.1. Research phases 

3.2 Theoretical Study 

The initial step in this study is the theoretical study. In this step, three directions were 

used in analyzing the research problem. The first direction was studying a state of the 

art in OCR for the Arabic language. The second direction was studying the 

characteristics of the Arabic language as compared to English. The last direction was 

studying a state of the art of techniques used in the OCR post-processing stage for 

cursive and non-cursive languages. This information was extracted from the 

literature obtained in different types of publications, such as conference proceedings, 

technical reports, books, theses, and journals, with a focus on recent publications.  
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The purpose of studying the OCR regarding the Arabic language was to identify the 

problem statement, research questions, research objectives, research significance and 

research scope. The purpose of studying the common characteristics presented by the 

Arabic language as compared to English regarding OCR was to identify their effects 

on OCR process. The goal from the identification was to understand which group 

was related to the techniques of the OCR post-processing stage and which group was 

related to other OCR stages. Lastly, the purpose of studying the existing techniques 

of the OCR error correction was to understand the limitations of each one of them. If 

these techniques and their limitations are understood, then it there is a chance to 

develop them. 

3.3 Design Phase 

In this phase, the designs of the proposed techniques were constructed. These are 

designs for differentiation technique, alignment technique, voting technique, and the 

hybrid model. The following sub-sections present the design steps of the proposed 

techniques and the hybrid model.  

3.3.1 Differentiation Technique  

This research enhanced Multiple Thresholds technique of Lund (2014). The steps 

undertaken to enhance the technique are: 

Step1: Obtain the description of Multiple Thresholds technique (Lund, 2014). 

Step2: Draw a flowchart based on the description of Step1. Figure 3.2 shows the      

flowchart of Multiple Thresholds technique. 
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Figure 3.2. Flowchart of Multiple Thresholds technique 

Step3: Develop an algorithm for Multiple Thresholds technique based on the 

flowchart of Figure 3.2. 

Step4: Run the algorithm of Multiple Thresholds technique using Arabic images for 

each threshold value (31, 63, 95, 127, 159, 191, and 223) separately. 

Step5: For each threshold value mentioned in Step 4, the OCR error rate was 

measured. 

Step6: Based on the results of the OCR error rate, this research selected the best 
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three threshold values, which are (127, 159, and 191), to be used in the 

proposed technique. 

Step7: Round the threshold values of 127, 159, and 191 to 130, 160, and 190 

respectively, to make the difference between them are same. 

Step8: It was found that Multiple Thresholds technique has a problem, which is a 

loss of important features from characters images because this technique 

changed some gray pixels values to white (255) as shown in Figure 3.2. 

Step9: Based on the problem in Step 8, an improvement was made to change some 

gray pixels values to black (0) if they met certain conditions as shown in 

Figure 3.3 that represents the flowchart of the proposed differentiation 

technique. The proposed technique has been referred to as EDT by this 

research, which means enhanced differentiation technique. 

Enhancement made:  

From Figure 3.2, it can be seen that each pixel value greater than threshold value ―x‖ 

will be changed to 255. Hence, some important features of characters‘ images are 

lost. The effect of losing some features from the characters‘ images is that the 

number of wrong words in the OCR outputs are increased (Al-Zaydi & Salam, 2015). 

In contrast, Figure 3.3 of the proposed technique shows that some gray pixels values 

will be changed to the black if they located in the path of black pixels. This is 

because two important reasons. The first, this research focused on gray pixels in the 

path of black pixels because white pixels do not represent any information about 

images of characters while black pixels give strong evidence that they may represent 

information about them. The second, this research finds the path of black pixels by 
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focusing only on gray pixels that must be located beside black pixels while other 

gray pixels that do not satisfy this condition will be ignored. The algorithm, 

examples, and contributions of the proposed differentiation technique are explained 

in Chapter 4. 

 

Figure 3.3. Flowchart of the proposed differentiation technique (EDT) 
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3.3.2 Alignment Technique 

The steps undertaken to design the alignment technique are: 

Step1: Obtain the description of the existing alignment technique from Lund (2014). 

Step2: Draw a flowchart based on the description of Step1. Figure 3.4 shows the 

flowchart of the existing alignment technique. 

 

Figure 3.4. Flowchart of the existing alignment technique. 

Step3: Develop an algorithm based on the flowchart of Figure 3.4, and run it using 

Arabic images. 

Step4: The N-outputs of text resulted from OCR engines were analyzed, and it was 

found that these N-outputs of text have a different number of characters due 
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to the inserting, deleting, and substituting of characters. 

Step5: Run character alignment algorithm of Lund (2014) between each pair of 

OCR outputs to align each character in the OCR output with corresponds in 

other. Figure 3.5 shows a simple example of character alignment algorithm. 

 

Input image 
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OCR 
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T o  b c  o r  n o t  t o  b e  m o v i e 

T a  b a  o r  n a t     b e  m o v i e 

Figure 3.5. Simple example of character alignment algorithm 

 

Step6: The results of Step 5 were analyzed. It was found that N-outputs of OCR text 

have some errors in the alignment. This showed that running character 

alignment algorithm is unsuitable to be used and new alignment technique is 

required. 

Step7: Since the main goal of alignment process is to align each word in the OCR 

output with corresponds in other OCR outputs (Lund, 2014). Therefore, an 

alignment technique based on words rather than characters was proposed. 

Figure 3.6 shows the flowchart of the proposed alignment technique. The 

proposed technique has been referred to as AWS by this research, which 
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means alignment by using words separation. 

 

 

Figure 3.6. Flowchart of the proposed alignment technique (AWS) 
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a character alignment algorithm is required to execute between each pair of OCR 

outputs. As mentioned in Section 2.3.1.2, if the character alignment algorithm is 

executed between each pair of OCR outputs, then alignment process will become 

approximate (Al-Zaydi & Salam, 2015; Al Azawi & Breuel, 2014; Lund, 2014; 

Lund, Kennard, & Ringger, 2013a; Lund et al., 2011).  

From Figure 3.6, it can be seen that the goal of the alignment process, which is 

preparing OCR outputs to the voting process by aligning each word in the OCR 

output with corresponding in other OCR outputs has been achieved. This is because 

words‘ locations are saved before sending any image to OCR engines. Therefore, 

deleting, misrecognizing, and inserting of characters will not change the locations of 

words in each OCR output. Furthermore, resulting texts of OCR multiple outputs are 

already aligned according to the words of the input image. The algorithm, examples, 

and contributions of the proposed alignment technique are explained in Chapter 5. 

3.3.3 Voting Technique 

This research enhanced existing voting technique of Al-Zaydi and Salam (2015). The 

steps undertaken to enhance this technique are: 

Step1: Obtain the flowchart (Figure 3.7) of the voting technique from Al-Zaydi and 

Salam (2015). 

Step2: Develop an algorithm based on the flowchart of Figure 3.7, and run it using 

three different OCR outputs. 

Step3: The results of Step 2 were analyzed, and it was found that final OCR output 

text has some errors due to the voting process. This is because existing voting 
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technique does not give any attention to the context of a word in a sentence. 

 

Figure 3.7. Flowchart of existing voting technique 
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Step4: Based on results of Step 3, the voting technique (Figure 3.8) was enhanced 

based on context information of a sentence around an incorrect word. The 

proposed technique has been referred to as VCI by this research, which 

means voting by using context information of sentences. 

 

Figure 3.8. Flowchart of the proposed voting technique (VCI) 
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Enhancement made:  

There are two major differences between Figure 3.8 of the proposed technique and 

Figure 3.7 of the existing technique. The first is that the proposed technique checks if 

any word is correct or not by using unigram while existing technique uses a lexicon. 

Unigram is better than a lexicon because unigram contains all words of the lexicon, 

and it contains also additional words representing most frequent words of specific 

language such as names, new words, etc (Bassil & Alwani, 2012c).  

The second is that the proposed technique selects the best word from OCR outputs 

based on context information provided by N-gram language model while existing 

technique does not. As mentioned by Naseem (2004), context-based correction is 

better than isolated word correction. The algorithm, examples, and contributions of 

the proposed voting technique are explained in Chapter 6. 

3.3.4 Hybrid Model 

In this section, the steps used to produce the hybrid model of the post-processing 

techniques are briefly described below: 

Step1: Extract words'-images from the input image and store them in an array. 

Step2: Pass each word-image sequentially to the differentiation process to produce 

3-versions of the word-image.  

Step3: Pass each word-image of each version to the single OCR engine to turn it into 

a word. 

Step4: The sequence of words resulting from each OCR engine is combined in a 
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single array so that three arrays will be produced from three OCR outputs. 

Step4: The voting process receives three arrays from Step 4, and it will perform a 

process to select the best among them.  

The proposed model has been referred to as HMNL by this research, which means a 

hybrid of OCR multiple outputs, N-gram language model, and Levenshtein 

algorithm. The details of the proposed model are explained in Chapter 7. 

3.4 Development Phase 

This phase developed a software prototype for measuring the error rate of the OCR 

for the hybrid model and for the existing techniques. This development included 

choosing a programming language, selecting the OCR engine, a database of n-gram 

language model and an operating environment. The prototype was developed using 

the followings:  

 Visual studio. Net 2012 technology, using VB. Net language.  

 To avoid unnecessary waste of time, cost, and effort of building OCR system 

from scratch, the Tesseract OCR engine version 3.02 for converting images 

into text was used. The engine is supported by Google (Patel, Patel, & Patel, 

2012), and it is used by many researchers in developing OCR post-processing 

techniques (Al-Masoudi & Al-Obeidi, 2015; Lund, 2014; Patel et al., 2012). 

It contains many parameters to control the stages of the pre-processing, 

segmentation, features extraction, classification, and post-processing. 

 Microsoft SQL Server 2008 that was used to build the database of the N-gram 

language model. 
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 Microsoft window seven for an operating environment. 

3.5 Evaluation  

Figure 3.9 shows the whole evaluation process that has been done to evaluate 

differentiation technique, alignment technique, voting technique, and a hybrid model 

of post-processing techniques. It shows that the evaluation process has been 

performed separately for each technique. Furthermore, each evaluation process 

represents one of the objectives of this research. Figure 3.9 also shows that the 

evaluation process includes collecting the testing dataset and training dataset. On the 

other hand, a software prototype was developed for testing the proposing techniques 

and hybrid model. The following sub-sections explain in detail each part of the 

evaluation process. 

 

Figure 3.9. Whole evaluation process 
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3.5.1 Date Collection 

Two datasets, i.e. testing dataset and training dataset were used for this study. The 

following sub-sections described them.  

3.5.1.1 Testing Dataset 

This study followed the same scenario used by (Al-Masoudi and Al-Obeidi (2015); 

Al-Zaydi and Salam (2015); Batawi and Abulnaja (2012); El-Mahallawy (2008)) to 

create the testing dataset. The characteristics of the testing dataset were:  

 It contained 231896 graphemes in the form of Arabic documents. The 

grapheme means the smallest meaningful unit of a writing system. 

 It was chosen randomly from Arabic websites on the Internet. 

 It contained, in addition to the characters of a text, the special symbols, such 

as commas, brackets, etc. 

 It included eight different Arabic fonts. The names of these fonts are 

Simplified Arabic, Tahoma, Microsoft sans Serif, Courier new, Times New 

Roman, Arial, Adobe Arabic, and Traditional Arabic. 

 For each font, six different sizes ranging from 10 to 20 were included. 

The texts in these documents acted as a reference text during the evaluation process. 

To generate the test images from the reference, the text was first printed on papers. 

Then, the hardcopy was scanned at 300 dpi with a gray level in a modern scanner to 

produce the test dataset images. Figure 3.10 shows a sample image selected from the 

testing dataset. 
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Figure 3.10. Sample image selected from the testing dataset. 

3.5.1.2 Training Dataset 

In order to use an N-gram language model for the Arabic language, a large web 

corpus is needed to train it. This study has used a Wikipedia database, which is freely 

available and can be downloaded as one file in the XML format (Habeeb, Yusof, & 

Ahmad, 2014). The Wikipedia database has been chosen for several reasons 

(Mohammed Attia, Toral, Tounsi, Monachini, & van Genabith, 2010; Habeeb et al., 

2014; Knopp, 2010):  

 It is the largest free source of Arabic web corpus. 

 It is used for many topics, such as document retrieval, data mining, etc.  

 It contains more than 2322000 Arabic articles. 

 It is a multiple domains source that contains 25 different categories. 

 There is a rapid growth in Arabic articles. 
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 The database is constantly updated.  

3.5.2 Experimental design 

In the experimental design, the goals of the experiments and how these goals can be 

achieved are explained (Rardin & Uzsoy, 2001). Four groups of experiments were 

conducted to achieve four goals. Each goal was related to one of the research 

objectives as shown in the following subsections.  

3.5.2.1 Differentiation Technique Evaluation 

Figure 3.11 shows the evaluation process of the proposed differentiation technique.  

    

A: Experiment 1 B: Experiment 2 C: Experiment 3 D: Experiment 4 

Figure 3.11. Experiments used to evaluate the proposed differentiation technique 
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Figure 3.11 shows that the evaluation process has been achieved by comparing the 

output of the OCR using the proposed differentiation technique with the outputs of 

OCR using three related existing techniques. It also shows that the existing 

techniques using in the evaluation process are  MOUMT technique (Lund, 2014), 

MOUMO technique (Al Azawi, 2015), and MOUMS technique (Al-Zaydi & Salam, 

2015). MOUMT used seven values of threshold, MOUMO used multiple OCR 

systems, and MOUMS used scanning an image several times.  

On the other hand, all experiments in Figure 3.11 used same testing dataset as 

described in Section 3.5.1.1. Furthermore, they also use same metrics in measuring 

OCR error rate. These metrics are word error rate, character error rate, and non-word 

error rate. The explanation on how can measure these metrics are described in 

Section 3.5.3. The alignment process has been performed in all experiments using the 

Smith-Waterman technique (Al-Zaydi & Salam, 2015; Lund, 2014) while voting 

process has been performed using the technique proposed by Al-Zaydi and Salam 

(2015). 

3.5.2.2 Alignment Technique Evaluation 

This section explained the evaluation process of the proposed alignment technique to 

reduce the error rate of the OCR. The evaluation process has been achieved by 

comparing the output of the OCR using the proposed alignment technique with the 

outputs of OCR using three related existing techniques. Figure 3.12 shows the 

experiments used to evaluate the proposed alignment technique. 
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A: Experiment 1 B: Experiment 2 C: Experiment 3 D: Experiment 4 

Figure 3.12. Experiments used to evaluate the proposed alignment technique 

Figure 3.12 shows that the existing techniques using in the evaluation process are  

ProbCons alignment (PCA) used by Pervez et al. (2014), Smith–Waterman 

alignment (SWA) used by Al-Zaydi and Salam (2015), and Levenshtein distance 

with backtrack alignment (LDB) used by Al Azawi (2015). It also shows that all 

experiments used same testing dataset as described in Section 3.5.1.1. Furthermore, 

they also use same metrics in measuring OCR error rate. These metrics are word 

error rate, character error rate, and non-word error rate. The explanation on how can 

measure these metrics are described in Section 3.5.3. The voting process has been 

performed using the technique proposed by Al-Zaydi and Salam (2015).  
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3.5.2.3 Voting Technique Evaluation 

This section explained the evaluation process of the proposed voting technique to 

reduce the error rate of the OCR. The evaluation process has been achieved by 

comparing the output of the OCR using the proposed voting technique with the 

outputs of OCR using three related existing techniques. Figure 3.13 shows the 

experiments used to evaluate the proposed voting technique. 

    

A: Experiment 1 B: Experiment 2 C: Experiment 3 D: Experiment 4 

Figure 3.13. Experiments used to evaluate the proposed voting technique 

Figure 3.13 shows that the existing techniques using in the evaluation process are  

the Majority technique (Al Azawi, 2015), Lattice features technique (Lund, 2014), 
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and a Unified technique (Al-Zaydi & Salam, 2015). It also shows that all 

experiments use same testing dataset as described in Section 3.5.1.1. Furthermore, 

they also use same metrics in measuring OCR error rate. These metrics are word 

error rate, character error rate, and non-word error rate. The explanation on how can 

measure these metrics are described in Section 3.5.3.  

3.5.2.4 Hybrid Model Evaluation 

This section explained the evaluation process of the proposed hybrid model to reduce 

the error rate of the OCR. The evaluation process has been achieved by comparing 

the output of the OCR using the proposed hybrid model with the outputs of OCR 

using three related existing hybrid works. Figure 3.14 shows the experiments used to 

evaluate the proposed hybrid model. 

    

A: Experiment 1 B: Experiment 2 C: Experiment 3 D: Experiment 4 

Figure 3.14. Experiments used to evaluate the proposed hybrid model 
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Figure 3.14 shows that the existing hybrid works using in the evaluation process are  

proposed by Al Azawi (2015), Lund (2014), and Al-Zaydi and Salam (2015). It also 

shows that all experiments use same testing dataset as described in Section 3.5.1.1. 

Furthermore, they also use same metrics in measuring OCR error rate. These metrics 

are word error rate, character error rate, and non-word error rate. The explanation on 

how can measure these metrics are described in the next section.  

3.5.3 Measurements 

In this study, three metrics were used in the evaluation process of the hybrid model 

and proposed techniques. These metrics are the word error rate (WER), character 

error rate (CER), and non-word error rate (NWER). WER is used to measure the rate 

of all wrong words in the OCR output text while NWER is only used to measure the 

rate of non-word errors in the OCR output text. CER is used to measure the rate of 

all wrong characters in the OCR output text. Equations 3.1, 3.2, and 3.3 shows how 

to compute the WER, CER, and NWER respectively (Al-Zaydi & Salam, 2015; 

Bassil & Alwani, 2012c; Dehkordi, 2014; El-Mahallawy, 2008; Kolak & Resnik, 

2005; Raaid & Rafid, 2015). 

100*
textreferencein wordsallofNo.

 text OCRoutput in   words wrongof No.
WER 

 

100*
textreferenceincharacters allofNo.

 text OCRoutput in  characters  wrongof No.
CER 

 

100*
textreferencein wordsallofNo.

 text OCRoutput in  words-non of No.
 NWER 

 

(3.1) 

(3.2) 

(3.3) 
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In addition to that, Equation 3.4 (Dehkordi, 2014; Lund, 2014) was used to measure 

the relative decrease in OCR error rate: 

100*
(A) rateError 

(B) reteError  -(A) rateError 
 decrease Relative 

 

Where the term ―Error rate (A)‖ represents OCR error rate of the best existing 

technique while the term ―Error rate (B)‖ represents OCR error rate of the proposed 

technique. Furthermore, the term ―error rate‖ refers to the WER, CER, or NWER.  

3.5.4 Statistical Test 

In addition to three metrics used in the evaluation process, this research conducted a 

statistical test to show if the reduction in the terms of the OCR error rate is 

significant or not. A statistical test of the difference has been measured using 

analysis of variance (ANOVA). This test is a statistical method of comparing three 

samples or more in terms of their values (Howell, 2012). It shows the average of 

each group and the variance inside each group. It also shows whether this difference 

is statistically significant or due to chance and other circumstances. This research 

uses Microsoft Excel 2010 to analysis data, and to perform an ANOVA. Table 3.1 

shows the major variables resulted from ANOVA with a description for each one. 

 

 

 

 

(3.4) 
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Table 3.1 

Major variables resulted from ANOVA 

No. Variables 

 

Description 

1 Average Average of a group 

2 Variance Variance inside each group 

3 Count Number of items in a group 

4 F 
The F value that needs to be greater than (F critical in 

row 6) in order for the difference to be significant 

5 P-value 
P-value: the probability that the difference in mean for 

groups is real and not due to chance. 

6 F-crit 
The value that needs to exceed by (F value in row 4) in 

order for the difference to be significant at the 5% level 

 

Table 3.1 shows that the most important variables are P-value in row 5, and ―F-crit‖ 

in row 6. P-value means the probability that the difference in means for groups is real 

and not due to chance. ―F-crit‖ in row 6 is a value that needs to exceed by ―F‖ in row 

4. P-value should be less than 0.05, and ―F‖ value should be greater than F-crit in 

order for the difference in the means to be significant. Otherwise, it is not true, and it 

is not real (Howell, 2012). 

3.6 Summary 

This research has followed a methodology that has been used in developing the most 

successful OCR post-processing techniques, which is known as the experimental 

methodology. This kind of methodology can accept the feedback when some 

modifications are needed. It was suitable for this research because the proposed 

model adopted in this study can be changed according to the results of the testing. 
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This chapter began with a description of the research phases. After that, the design 

and development of the hybrid model were presented. Lastly, the details of the 

testing dataset, training dataset, experimental settings, and measurements were 

explained. 
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CHAPTER FOUR 

PROPOSED DIFFERENTIATION TECHNIQUE 

4.0 Introduction  

As mentioned in Chapter 3, the proposed differentiation technique has been referred 

to as EDT by this research. The chapter begins by introducing the concept of the 

EDT. Furthermore, an example is provided to show how the EDT technique works. 

The chapter continues with a discussion on the algorithm to implement EDT. The 

comparison of the advantages and disadvantages between EDT and existing 

techniques are explained. The experimental results of the EDT were presented next, 

and the chapter ends with a summary.  

4.1 Differentiation Technique (EDT) Concept 

As mentioned before in Chapter 1, the differentiation process is used to generate MO 

of OCR for the same input image. The proposed differentiation technique of this 

study is based on new differentiation function to generate N-versions from the 

original image. The generated versions are similar, but not identical. Although 

several versions of the same original image can be generated by differentiation 

function, this study generates only three versions to reduce complexity. Figure 4.1 

shows the differentiation function and its implementation for images 1, 2, and 3.  
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Figure 4.1. Differentiation function and its implementation for images 1, 2, and 3 

Figure 4.1 shows that the differentiation function divided pixels‘ values of an image 

into three groups. The first group contains the pixels that have values close to the 

black, which range from (0 to x). The second group contains the pixels that have 

values close to the white, which range from (220 to 255). The last group contains 

weak values that lie between the first and second group, which range between (x+1 

and x+29). 

x=(130, 160, 190) 

i = any value between 0 and height-1 of image. 

j = any value between 0 and width-1 of image. 

PV[i, j]=pixel‘s value at [i,j]  

PV^ =pixel‘s value after performing differentiation cycle 

 

0                            if PV[i, j] <= x  

PV^                        if  x< PV[i, j] < x+30 

255                         if PV[i, j] >=220 

PV[i, j]= 

0                            if PV[i, j] <= 130  

PV^                        if  130< PV[i, j] < 160 

255                         if PV[i, j] >=220 
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255                         if PV[i, j] >=220 
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255                         if PV[i, j] >=220 
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The goal of differentiation function is to confirm the first group by making its 

members black and confirm the second group by making its members white while 

the last group will be subjected to the differentiation cycle. As mentioned in Section 

3.3.1, the proposed technique focuses on gray pixels in the path of black pixels 

because white pixels do not represent any information about images of characters 

while black pixels give strong evidence that they may represent information about 

them. Therefore, the purpose of a differentiation cycle is to modify gray pixels values 

in the path of black pixels by performing several operations called a cycle on them. 

This will lead generating differences between resulting versions of the input image.  

A variable named x is used as an initial step to achieve a differentiation function goal 

of dividing pixels‘ values of an image into three groups. The value of x is changed 

during the production of each image. It takes the values 130, 160, and 190 to produce 

image 1, 2, and 3 respectively. The values of x are selected based on two factors. The 

first factor is that they should lie between black‘s pixels and white‘s pixels. 

Therefore, the differentiation function selected values of x between 130 and 220. 

This is because pixels‘ values under than 130 are close to the black, and pixels‘ 

values greater than 220 are close to the white. The second factor is that this research 

conducted series of experiments as described in Section 3.3.1 and based on results; it 

found that the best values of x are 130, 160, and 190. 

To produce any version of the original image, several operations are performed. 

Firstly, each pixel's value that is equal or smaller than x will change to zero, while 

each pixel's value that is equal or greater than 220 will change to 250. The reason for 

this is to confirm the stronger pixels. Secondly, any pixel's value that is greater than x 

and less than 220 will remain unchanged until performing differentiation cycle on 
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them. Differentiation cycle will start by identifying all pixels having values between 

(x+1) and (x+29), located beside pixels having values equal to zero as shown in part 

A in Figure 4.2. These will become primary starting pixels for the process of 

differentiation. 

 

      
      
      
      
      
      

 
      
      
      
      
      
      

A: First operation in the cycle.                            B:  Second operation in the cycle. 

 

      
      
      
      
      
      

 

      
      
      
      
      
      

C: Third operation in the cycle.                                D:  Last operation in the cycle. 

Figure 4.2. Simple example on differentiation cycle for one primary starting pixel  

In the proposed differentiation cycle, each primary starting pixel has a cycle of 

operations: (1) value of starting pixel is changed to zero, and (2) all the neighboring 

pixels from all sides with non-zero values are arranged in ascending order, so that the 

pixel having the smallest value becomes a secondary starting pixel, on condition that 

its value lies between (x+1) and (x+29). If these conditions are met, then all previous 

operations (1 and 2) are performed for the new starting pixel and so on, otherwise the 

Primary starting pixel 
Secondary starting pixel 

New secondary starting pixel 
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cycle is ended for current starting pixel, and another cycle for next primary starting 

pixel is initiated. At the end of a differentiation cycle of each primary starting pixel, 

the value of a single pixel or the values of multiple pixels are changed based on the 

proposed differentiation cycle.  

There are three advantages resulting from the proposed differentiation technique. The 

first advantage is that it does not require scanning image multiple times that is 

considered a boring process as mentioned by Al-Zaydi and Salam (2015). The 

second advantage is that it does not require connecting different OCR systems that is 

considered a difficult and manual process as stated by Al-Zaydi and Salam (2015). 

The last advantage is that it is better than existing technique proposed by Lund 

(2014) that generates seven outputs by using seven threshold values. Figure 4.3 

shows why the proposed differentiation technique is better than existing technique 

proposed by Lund (2014). 

From Figure 4.3, it can be seen that resulting image produced by existing technique 

proposed by Lund (2014) is not similar to the original image while resulting image 

produced by proposed differentiation technique is similar. As mentioned previously, 

this is because existing technique makes all pixel values above threshold value white. 

This will lead to loss of some important features from characters‘ images (Al-Zaydi 

& Salam, 2015). The effect of losing some features from characters‘ images is that 

the number of wrong words in OCR outputs will be increased. In contrast, the 

proposed differentiation technique preserves features of characters‘ images. 

Furthermore, it restores them to the original shape.  
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For example, Figure 4.3 contains only one character ―n‖. Therefore, existing 

technique proposed by Lund (2014) will produce seven outputs for this character. 

However, most of them will be wrong as shown in Figure 4.3. Hence, selecting the 

best OCR output by the voting process will become difficult, and may produce 

errors. In contrast, the proposed differentiation technique produces three outputs, and 

most of them similar to the original. Hence, selecting the best OCR output by the 

voting process will become easier. 

Original image 
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A: Resulting image by using 

existing technique with value of 

threshold=160 

B: Resulting image by using proposed 

technique with value of x=160 

Figure 4.3. Simple example on proposed differentiation technique. 
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4.2 EDT Algorithm 

Algorithm 4.1 represents the pseudo code for proposed differentiation technique.  

Algorithm 4.1: Proposed differentiation technique 

S1 Let z is array of [130, 160, 190] 

S2 Let k=0                                           // counter for elements in the array z 

S3 Let  x =z [k]                                   // x is used to save the threshold value 

 // Produce  N-versions of Arabic dataset images 

S4 Let c=0                                // counter for images in the Arabic dataset images 

S5 Select image[c] from the dataset images 

S6 If each pixel value <= x, then this value will be changed to zero  

S7 
Let PSP is array of pixels having values between (x+1) and (x+29), located 

beside pixels having values equal to zero 

S8        Let y= 0                                      // counter for elements in the array PSP 

S9        Let Pixel(i, j) refers to the position of PSP[y] in image[c] 

S10        Pixel(i, j)=0 

S11 
Let SSP is array of  neighboring pixels to the Pixel(i, j) from all 

sides with non-zero values 

S12 Let h= minimum value in array SSP 

S13 

If value of h between (x+1) and (x+29) then  

         Let Pixel(i, j) refers to the position of minimum value in array 

SSP in image[c] and go to  S10 

else if  y is the last element in PSP array then 

         go to  S14 

else        

y=y+1 and go to S9 

S14 Save image[c] with different name         // to maintain original dataset images 

S15 

if  the image[c] is the last one in the dataset images then 

         go to  S16 

else            

         c=c+1 and go to S5 

S16 

if  z [k] is the last element in the array of z then 

         go to  S17 

else            

         k=k+1 and go to S3 

S17 end 
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From step S1 of Algorithm 4.1, it can be seen that the proposed differentiation 

technique used an array called ―z‖, which has three elements 130, 160, and 190. 

These elements were used to produce 3-versions of Arabic dataset images as 

explained in Section 4.1. Steps S2 to S4 define the variables used in this algorithm. 

In Step S5, each image from the testing dataset was selected in order to process by 

the proposed differentiation technique. In step S6, if the value of each pixel <= x, 

then this value will be changed to zero.  

After that, some gray pixels values will be changed to the black if they located in the 

path of black pixels (Steps S7 to S14). As mentioned previously, the proposed 

differentiation technique focuses on gray pixels in the path of black pixels because 

white pixels do not represent any information about images of characters while black 

pixels give strong evidence that they may represent information about them. This 

study finds the path of black pixels by focusing only on gray pixels that must be 

located beside black pixels while other gray pixels that do not satisfy this condition 

will be ignored. In Step S15, next image from Arabic dataset images would select to 

handle by this technique while in step S16 all previous steps are repeated for the next 

element in the array ―z‖.  

After performing Algorithm 4.1, three similar but non-identical dataset images are 

produced. These three dataset images will be sent to the three versions of same OCR 

engine in order to turn them into three outputs text. The voting process will select the 

best between them to produce a single OCR output text. 
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4.3 Experimental results 

This section describes the results of the experiment performed on proposed 

differentiation technique (EDT). In this section, the proposed differentiation 

technique EDT has been implemented. Furthermore, three related existing techniques 

have also been implemented to be used in the evaluation of EDT. They are the 

MOUMO, which is used by Al Azawi (2015), MOUMT, which is used by Lund 

(2014), and MOUMS, which is used by Al-Zaydi and Salam (2015). As mentioned 

previously, this study used three metrics in the evaluation process. They are word 

error rate, character error rate, and non-word error rate. The design of evaluation 

process and the details of testing dataset were explained in Chapter 3. 

4.4.1 Word Error Rate (WER) 

Table 4.1 presents the experimental results of the EDT evaluation using the WER 

metric, while Figure 4.4 shows the clustered column graph for the WER values listed 

in this table. Note the gray column in Table 4.1 represents the results of the proposed 

differentiation technique (EDT). 

Table 4.1 

Experimental results of the EDT evaluation using the WER metric 

 
MOUMS 

(Al-Zaydi & 

Salam, 2015) 

MOUMT 

(Lund, 2014) 

MOUMO  

(Al Azawi, 

2015) 

Proposed 

technique 

(EDT) 

Total words 39048 39048 39048 39048 

Wrong words 20254 24315 21511 17938 

WER 51.87% 62.27% 55.09% 45.94% 
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Figure 4.4. Clustered column graph for the WER values listed in Table 4.1. 

 

From Table 4.1 and Figure 4.4, it can be clearly seen that the WER value for each 

differentiation technique is different from the others. Overall, they show that 

MOUMT technique had the highest percentage value of WER with the rate of 

62.27%. This is followed by MOUMO 55.09%, and MOUMS 51.87%. Furthermore, 

it can be seen that WER of the proposed technique EDT had the lowest percentage 

value of OCR error rate than the others with the rate of 45.94%. This technique has 

an 18.09% relative decrease on the mean WER of the three existing differentiation 

techniques and 11.43% relative decrease on the best WER of them. The relative 

decrease in WER has been measured using Equation 3.4. This indicates that the 

proposed technique EDT had a reduction in the WER metric compared to the 

existing techniques. As mentioned previously, this research performed a statistical 

method using an ANOVA-test to show if the reduction in WER of the EDT is 

significant or not. Figure 4.5 shows ANOVA-test results using the WER values. 
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Figure 4.5. ANOVA-test results for the WER values 

Figure 4.5 shows that the number of tests for each technique is 130 as shown in the 

term ―Count‖ in column 2. The input for each test is a single image, and the output is 

OCR error rate.  Figure 4.5 also shows that the average of OCR error rate for EDT is 

less than others as is clear in column 3. Furthermore, it shows that the P-value is 0.0 as 

presented in column 6, which is less than 0.05, and the value of ―F‖ is 12.60 as presented 

in column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the OCR error rate among four techniques is real 

and not due to chance. Therefore, EDT is better than other in terms of the WER. 
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4.4.2 Character Error Rate (CER) 

Table 4.2 displays the results of the four experiments in terms of the least CER value, 

while Figure 4.6 shows the clustered column graph for the CER values listed in this 

table.  

Table 4.2 

Experimental results of the EDT evaluation using the CER metric 

 
MOUMS 

(Al-Zaydi & 

Salam, 2015) 

MOUMT 

(Lund, 2014) 

MOUMO  

(Al Azawi, 

2015) 

Proposed 

technique 

(EDT) 

Total characters 231896 231896 231896 231896 

Wrong 

characters 
64206 84370 67499 53039 

CER 27.69% 36.38% 29.11% 22.87% 

 

 

 

Figure 4.6. Clustered column graph for the CER values listed in Table 4.2. 
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As it can be seen in Table 4.2 and Figure 4.6, the differentiation techniques of 

MOUMS and MOUMO show slightly a difference in the values of CER with rates of 

27.69% and 29.11% respectively. Furthermore, the CER values for both MOUMS 

and MOUMO are less than CER value for MOUMT technique, which has a rate of 

36.38%. The proposed differentiation technique EDT outperformed the existing 

techniques in terms of CER with the rate of 22.87%. The proposed technique has a 

25.32% relative decrease on the mean CER of the three existing differentiation 

techniques and 17.39% relative decrease on the best CER of them. The previous 

values of CER show that the proposed technique EDT had the highest percentage 

decrease in the number of wrong characters compared to the MOUMS, MOUMT and 

MOUMO techniques.  

This research has also been performed a statistical method using an ANOVA-test to 

show if the reduction in the CER of the EDT is significant or not. Figure 4.7 shows 

ANOVA-test results using the CER values. From this figure, it can be clearly seen 

that the average of CER for EDT is less than others as is clear in column 3. 

Furthermore, it shows that the P-value is 0.0 as presented in column 6, which is less than 

0.05, and the value of ―F‖ is 15.19 as presented in column 5, which is larger than the 

value of ―F-crit‖ (2.62) in column 7. This indicates that the difference in the means of 

the CER among four techniques is real and not due to chance. Therefore, EDT is better 

than other in terms of the CER. 
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Figure 4.7. ANOVA-test results for the CER values 

4.4.3 Non-Word Error Rate (NWER) 

Table 4.3 presents the experimental results of the EDT evaluation using the NWER 

metric, while Figure 4.8 shows the clustered column graph for the NWER values 

listed in this table.  
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Table 4.3 

Experimental results of the EDT evaluation using the NWER metric 

 
MOUMS 

(Al-Zaydi & 

Salam, 2015) 

MOUMT 

(Lund, 2014) 

MOUMO  

(Al Azawi, 

2015) 

Proposed 

technique 

(EDT) 

Total words 39048 39048 39048 39048 

Non-word errors 10606 12646 11980 8943 

NWER 27.16% 32.39% 30.68% 22.90% 

 

 

Figure 4.8. Clustered column graph for the NWER values listed in Table 4.3. 

 

Table 4.3 and Figure 4.8 show that the worse performance was produced by 

MOUMT technique with the rate of 32.39%. The techniques MOUMS and MOUMO 
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performance in terms of NWER value with a rate of 22.90%. The proposed 

differentiation technique EDT has a 23.44% relative decrease on the mean NWER of 

the three existing differentiation techniques and 15.68% relative decrease on the best 

NWER of them. This indicates that the proposed technique EDT is the best 

compared to the three existing differentiation techniques in terms of NWER metric. 

This research has also been performed a statistical method using an ANOVA-test to 

show if the reduction in the NWER of the EDT is significant or not. Figure 4.9 

shows ANOVA-test results using the NWER values.  

 

Figure 4.9. ANOVA-test results for the NWER values 

From Figure 4.9, it can be clearly seen that the average of NWER for EDT is less than 

others as is clear in column 3. Furthermore, it shows that the P-value is 0.0 as presented 
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in column 6, which is less than 0.05, and the value of ―F‖ is 12.62 as presented in 

column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the NWER among four techniques is real and not 

due to chance. Therefore, EDT is better than other in terms of the NWER. 

4.4.4 Results Discussion 

The experimental results of this study show that the error rate of OCR systems is still 

high for the Arabic language. High OCR error rate values of this study are similar to 

the high error rate values for the Arabic language mentioned in previous related 

studies (Al-Masoudi & Al-Obeidi, 2015; Al-Zaydi & Salam, 2015). The 

experimental results also show that the MOUMS technique is better from others 

existing differentiation techniques. These results are similar to the results obtained by 

Al-Zaydi and Salam (2015).  

The worst performances in terms of WER, CER, and NWER values were achieved 

by MOUMT technique. As mentioned previously, this is because it generates seven 

outputs using seven threshold values, and it makes all pixel values above threshold 

value white. This leads to the loss of some important features from characters‘ 

images. The effect of losing some features from characters‘ images is that the 

number of wrong words in OCR outputs will be increased (Al-Zaydi & Salam, 2015; 

Lund, 2014). In contrast, the proposed differentiation technique EDT maintains the 

features of characters‘ images as explained in Section 4.1. Furthermore, it achieved 

the lowest values of WER, CER, and NWER compared to the others existing 

techniques. This is due to the effective design of proposed technique. This design has 

several advantages as explained in Section 4.3. 
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4.4 Summary 

The goal of this chapter is to improve OCR accuracy for the Arabic language by 

proposing a solution to the limitations of the existing differentiation techniques. 

Therefore, in this chapter, the design details regarding the proposed differentiation 

technique are presented and discussed. The details explained the concept of EDT, its 

flowchart, and its contributions. In addition to that, this study conducted four 

experiments to evaluate this technique using three metrics. Furthermore, this research 

conducted a statistical test to show if the reduction in the OCR error rate is 

significant or not. The statistical test of this research has been measured using 

ANOVA-test. The results of the evaluation process are presented in detail. The 

experimental results are very encouraging. The proposed technique EDT outperforms 

other existing related techniques in terms of WER, CER, and NWER. Therefore, the 

practical results of this chapter indicate that the objective one of this study is 

achieved. Lastly, the experiments also show that the error rate is high for Arabic text. 

This presents a fact that it is difficult for OCR accuracy to be 100% for the Arabic 

language.  
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CHAPTER FIVE 

PROPOSED ALIGNMENT TECHNIQUE 

5.0 Introduction  

As mentioned in Chapter 3, the proposed technique has been referred to as ASW by 

this research. The chapter begins by introducing the concept of the ASW. 

Furthermore, an example is provided to show how the ASW technique works. The 

chapter continues with a discussion on the algorithm to implement ASW. The 

comparison of the advantages and disadvantages of ASW and existing techniques are 

explained. The experimental results of the ASW were presented next, and the chapter 

ends with a summary.  

5.1 Alignment Technique (AWS) Concept 

As mentioned in Chapter 1, alignment process usually contains errors after 

processing by existing alignment techniques. Furthermore, most existing alignment 

techniques, such as the works proposed by Lund et al. (2011), Volk et al. (2011), 

Lund et al. (2013b), Pervez et al. (2014), Lund (2014), and Al-Zaydi and Salam 

(2015), require executing a character alignment algorithm between each pair of OCR 

outputs. However, Lund (2014) and Lopresti and Zhou (1997) mentioned that 

increase number of executing the character alignment algorithm will increase the 

probability of errors in the alignment process. Therefore, a novel alignment 

technique has been designed by this research to make the alignment process is exact 

and to prevent executing any character alignment algorithm. The first step in 

designing a solution for alignment problem is to know why it occurred. Alignment 

problem occurs because existing alignment techniques deal with the output texts after 



 
 

97 

OCR engines have produced them (Lund & Ringger, 2009). This means the existing 

techniques do not address the origin of a problem but try to address its effect on OCR 

output texts. To handle an alignment problem, there is a need to process an image 

before passing it to the OCR engines, and this has been done in the proposed 

technique. 

As mentioned in Chapter 1, the origin of the alignment problem is that characters in 

each OCR engine may be deleted, or inserted. The deleted and inserted characters 

make the number of characters in each OCR output to be unequal to the others. This 

will lead to changes in locations of words in each OCR-output text. Furthermore, the 

process of finding locations of words will become difficult due to the misrecognition 

of characters in each OCR-output text. Figure 5.1 shows a simple example of the loss 

of words‘ locations in MO for an image containing only the sentence ―Arabic 

language is complex‖. 

 

Figure 5.1. Loss of words‘ locations in MO of OCR 

Figure 5.1 shows that the locations of words in MO of OCR are lost for input image 

containing only four words. This problem becomes difficult for input image 

containing large numbers of words. Therefore, the idea of solving the alignment 

problem in the proposed technique is based on pre-saving the locations of words 
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before sending any image to OCR engines. This means sending words‘ images after 

extracting them from the original image to the OCR instead of sending the complete 

original image. Figure 5.2 and Figure 5.3 show the difference in work between the 

proposed and existing techniques regarding an alignment problem. 

Figure 5.2. Extraction of words‘ images in the existing techniques  

 
Figure 5.3. Extraction of words‘ images in the proposed technique 
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Figure 5.2 shows that the extraction process of words‘ images is repeated multiple 

times in existing techniques (Lund, 2014; Lund & Ringger, 2009; Volk et al., 2011), 

while it is performed once in the proposed technique as shown in Figure 5.3. 

Furthermore, the proposed technique does not be affected by the number of OCR 

outputs, and it will also not be affected by the number of characters in each OCR 

output. This is because words‘ locations are saved before sending any image to OCR 

engines. Therefore, deleting, misrecognizing, and inserting characters will not 

change the locations of words in each OCR output. In addition to that, there is no 

need to run any character alignment algorithm to align resulting texts of MO because 

they are already aligned. 

There are two advantages that can be derived from the proposed technique. The first 

advantage is that the solution to the alignment problem because OCR outputs will be 

represented as a sequence of multiple candidates for the same single word as shown 

below: 

OCR output-1=Word-1[1],  Word-1[2],  Word-1[3],…………..…...., Word-1[k] 

OCR output-2=Word-2[1],  Word-2[2],  Word-2[3],……………….., Word-2[k] 

 

OCR output-n=Word-n[1],  Word-n[2],  Word-n[3],……………….., Word-n[k] 

 

Where the character ―n‖ represents the number of MO used, and the character ―k‖ 

represents the number of words in each OCR output. For example, by assuming 

Word [2] is divided into three parts in first OCR output, and it is divided into two 

…
…
…
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…
…

 

…
…
…
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parts in second OCR output, while it is not divided in third OCR output, then the 

proposed technique will deal with Word [2] as single word in three OCR outputs, 

while existing techniques will deal with Word [2] as three words in first OCR output, 

two words in second OCR output, and single word in third OCR output. This means 

there is no need to implement any character alignment algorithm between resulting 

texts in MO of OCR in the proposed technique. 

The second advantage is that the process of generating differences between MO of 

OCR will be performed on words‘ images instead of the whole original image. For 

example, if an image contains only one word, then the operations of making 

differences will be performed on this word‘s image after extracting it instead of 

doing differentiation‘s operations on the whole original image. It is to be noted that 

words of the input image are easy to be identified because of the presence of spaces 

between them. The spaces between the letters are very small, and sometimes attached 

to each other, especially when the scanning resolution of the image is low (Ma & 

Agam, 2013). 

5.2 AWS Algorithm 

Algorithm 5.1 below represents the pseudo code for proposed alignment technique 

(AWS).  

Algorithm 5.1: Proposed alignment technique 

S1 Read input image 

S2 Extract words‘ images from input image and save them in an array z  

S3 Let i=0                                           // counter for elements in the array z 

S4 Select z[i]                                      // z[i] is word image in the array z 

S5 Send z[i] to the differentiation process to produce N-versions of z[i] 
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S6 
Send N-versions of z[i] to the OCR engine to turn them into N-outputs of 

words 

S7 Save N-outputs of words in an N-array of words 

S8 

if  z[i] is the last word image in the array of z then 

         go to  S9 

else            

         i=i+1 and go to S4 

S9 Apply voting process to select the best words among N-array of words 

S10 End 

 

The important step in the proposed alignment technique is to extract words‘ images 

from the input image and store them in an array as shown in S2. After that, each 

word‘s image in an array will send sequentially to the differentiation process (S5). 

As was mentioned previously, the differentiation process is used to generate the 

differences between the OCR multiple outputs. The results of the differentiation 

process are several similar words‘ images but not identical. In step S6, each word‘s 

image will pass to a single OCR engine to convert it to a word while the next step is 

to combine the sequence of words resulted from each OCR engine in a single array 

(S7). In step S9, the resulting arrays of all OCR outputs are sent to the voting process 

to select the best OCR output.  

From Algorithm 5.1, it can be seen that the goal of the alignment process, which is 

preparing OCR outputs to the voting process by aligning each word in the OCR 

output with corresponding in other OCR outputs has been achieved. This is because 

words‘ locations are saved before sending any image to OCR engines (S2). 

Therefore, deleting, misrecognizing, and inserting of characters will not change the 

locations of words in each OCR output. Furthermore, resulting texts of OCR multiple 

outputs are already aligned according to the words of the input image (S7). In 
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addition to that, the proposed technique does not need to run any character alignment 

algorithm to align resulting characters of OCR multiple outputs because they are 

already aligned. 

5.3 AWS Contributions  

The contributions of the proposed alignment technique can be more clarified if there 

is a comparison between the proposed alignment technique and other existing 

techniques. Therefore, this research presents this comparison as shown in Table 5.1. 

Table 5.1 

Comparison between AWS technique and other existing techniques 

Existing alignment techniques Proposed technique 

Alignment process is approximate (Al-Zaydi & 

Salam, 2015; Lund, 2014; Lund et al., 2013b; Lund 

et al., 2011; Pervez et al., 2014; Volk et al., 2011). 

Alignment process is exact 

It requires executing a character alignment 

algorithm between each pair of OCR outputs (Al-

Zaydi & Salam, 2015; Lund, 2014; Lund et al., 

2013b; Lund et al., 2011; Pervez et al., 2014; Volk 

et al., 2011). Problems resulted from character 

alignment algorithm are described in Section 

2.3.1.2. 

It does not require 

executing any character 

alignment algorithm. 

Less accuracy because alignment process usually 

contains errors. 

Better accuracy 
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5.4 Experimental results 

This section describes the results of the experiment performed on proposed 

alignment technique (AWS). In this section, the proposed alignment technique AWS 

has been implemented. Furthermore, three related existing techniques have also been 

implemented to be used in the evaluation of AWS. They are the ProbCons alignment 

(PCA), which is used by Pervez et al. (2014), Smith–Waterman alignment (SWA), 

which is used by Al-Zaydi and Salam (2015), and Levenshtein distance with 

backtrack (LDB), which is used by Al Azawi (2015). As mentioned previously, this 

research used three metrics in the evaluation process. They are word error rate 

(WER), character error rate (CER), and non-word error rate (NWER). The design of 

evaluation process and the details of testing dataset were explained in Chapter 3. 

5.4.1 Word Error Rate (WER) 

Table 5.2 presents the experimental results of the AWS evaluation using the WER 

metric, while Figure 5.4 shows the clustered column graph for the WER values listed 

in this table.  

Table 5.2 

Experimental results of the AWS evaluation using the WER metric 

 
 PCA 

(Pervez et 

al., 2014) 

 SWA 

(Al-Zaydi & 

Salam, 2015)  

LDB 

 (Al Azawi, 

2015) 

Proposed 

alignment 

(AWS) 

Total words 39048 39048 39048 39048 

Wrong words 18445 17938 17254 15185 

WER 47.24% 45.94% 44.19% 38.89% 
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Figure 5.4. Clustered column graph for the WER values listed in Table 5.2. 

From Table 5.2 and Figure 5.4, it can be clearly seen that the WER value for each 

alignment technique is different from the others. Overall, they show that PCA 

technique had the highest percentage value of WER with the rate of 47.24%. This is 

followed by SWA 45.94%, and LDB 44.19%. Furthermore, it can be seen that WER 

of the proposed technique AWS had the lowest percentage value of OCR error rate 

than the others with the rate of 38.89%. This technique has a 15% relative decrease 

on the mean WER of the three existing alignment techniques and 11.99% relative 

decrease on the best WER of them. This indicates that the proposed technique AWS 

had a reduction in the WER metric compared to the existing techniques.  

As mentioned previously, this research performed a statistical method using an 

ANOVA-test to show if the reduction in WER of the AWS is significant or not. 

Figure 5.5 shows ANOVA-test results using the WER values. 
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Figure 5.5. ANOVA-test results for the WER values 

Figure 5.5 shows that the number of tests for each technique is 130 as shown in the 

term ―Count‖ in column 2. The input for each test is a single image, and the output is 

OCR error rate.  Figure 5.5 also shows that the average of OCR error rate for AWS is 

less than others as is clear in column 3. Furthermore, it shows that the P-value is 0.01 as 

presented in column 6, which is less than 0.05, and the value of ―F‖ is 3.71 as presented 

in column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the OCR error rate among four techniques is real 

and not due to chance. Therefore, AWS is better than other in terms of the WER. 
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5.4.2 Character Error Rate (CER) 

Table 5.3 displays the results of the four experiments in terms of the least CER value, 

while Figure 5.6 shows the clustered column graph for the CER values listed in this 

table.  

Table 5.3 

Experimental results of the AWS evaluation using the CER metric 

 
 PCA 

(Pervez et 

al., 2014) 

 SWA 

(Al-Zaydi & 

Salam, 2015)  

LDB 

 (Al Azawi, 

2015) 

Proposed 

alignment 

(AWS) 

Total characters 231896 231896 231896 231896 

Wrong characters 57258 53039 51850 33415 

CER 24.69% 22.87% 22.36% 14.41% 

 

 

Figure 5.6. Clustered column graph for the CER values listed in Table 5.3. 
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As it can be seen in Table 5.3 and Figure 5.6, the alignment techniques of SWA and 

LDB show almost the same values of CER with rates of 22.87% and 22.36% 

respectively. Furthermore, the CER values for both SWA and LDB are less than 

CER value for PCA technique, which has a rate of 24.69%. The proposed alignment 

technique AWS outperformed the existing techniques in terms of CER with a rate of 

14.41%. The proposed technique has a 38.07% relative decrease on the mean CER of 

the three existing alignment techniques and 35.55% relative decrease on the best 

CER of them. The previous values of CER show that the proposed technique AWS 

had the highest reduction percentage in the number of wrong characters compared to 

the PCA, LDB, and SWA techniques.  

This research has also been performed a statistical method using an ANOVA-test to 

show if the reduction in the CER of the AWS is significant or not. Figure 5.7 shows 

ANOVA-test results using the CER values. From Figure 5.7, it can be clearly seen 

that the average of CER for AWS is less than others as is clear in column 3. 

Furthermore, it shows that the P-value is 0.0 as presented in column 6, which is less than 

0.05, and the value of ―F‖ is 10.61 as presented in column 5, which is larger than the 

value of ―F-crit‖ (2.62) in column 7. This indicates that the difference in the means of 

the CER among four techniques is real and not due to chance. Therefore, AWS is better 

than other in terms of the CER. 
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Figure 5.7. ANOVA-test results for the CER values 

5.4.3 Non-Word Error Rate (NWER) 

Table 5.4 presents the experimental results of the AWS evaluation using the NWER 

metric, while Figure 5.8 shows the clustered column graph for the NWER values 

listed in this table.  
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Table 5.4 

Experimental results of the AWS evaluation using the NWER metric 

 
 PCA 

(Pervez et 

al., 2014) 

 SWA 

(Al-Zaydi & 

Salam, 2015)  

LDB 

 (Al Azawi, 

2015) 

Proposed 

alignment 

(AWS) 

Total words 39048 39048 39048 39048 

Non-word errors 9414 8943 8917 6594 

NWER 24.11% 22.90% 22.84% 16.89% 

 

 

Figure 5.8. Clustered column graph for the NWER values listed in Table 5.4. 

Table 5.4 and Figure 5.8 show that the worse performance was produced by PCA 

technique with the rate of 24.11%. The techniques SWA and LDB show similar 

performance to each other, which is better than PCA technique, with rates of 22.90% 

and 22.84% respectively. The proposed alignment technique AWS achieved the best 
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performance in terms of NWER value with a rate of 16.89%. The proposed 

alignment technique AWS has a 27.42% relative decrease on the mean NWER of the 

three existing alignment techniques and 26.05% relative decrease on the best NWER 

of them. This indicates that the proposed technique AWS is the best compared to the 

three existing alignment techniques in terms of NWER metric.  

This research has also been performed a statistical method using an ANOVA-test to 

show if the reduction in the NWER of the AWS is significant or not. Figure 5.9 

shows ANOVA-test results using the NWER values.  

 

Figure 5.9. ANOVA-test results for the NWER values 

From Figure 5.9, it can be clearly seen that the average of NWER for AWS is less 

than others as is clear in column 3. Furthermore, it shows that the P-value is 0.0 as 
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presented in column 6, which is less than 0.05, and the value of ―F‖ is 8.91 as presented 

in column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the NWER among four techniques is real and not 

due to chance. Therefore, AWS is better than other in terms of the NWER. 

5.4.4 Results Discussion 

The experimental results of this study show that the worse performances in terms of 

WER, CER, and NWER values were achieved by PCA technique. Both SWA and 

LDB techniques are better than PCA technique in aligning multiple texts due to the 

difference in their work. SWA and LDB are based on dynamic programming 

approach in their work, while PCA is based on hidden Markov model (Pervez et al., 

2014). Dynamic programming approach is better than hidden Markov model in the 

alignment of multiple texts. However, this approach is not suitable for aligning more 

than four outputs due to the huge main memory used and long processing time 

required, while hidden Markov model can deal with more than four outputs with 

fewer requirements (Just, 2001; Lopresti & Zhou, 1997; Pervez et al., 2014). 

The proposed alignment technique AWS achieved the lowest values of WER, CER, 

and NWER compared to the others existing techniques. This is due to the effective 

design of proposed alignment technique. As mentioned in previous sections, this 

design does not be affected by any number of OCR outputs used. Furthermore, it also 

does not be affected by any number of characters in each OCR output. This is 

because existing alignment techniques deal with the output texts after OCR engines 

have produced them (Lund, 2014). This means the existing techniques do not address 

the origin of a problem but try to address its effect on OCR output texts. In contrast, 
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the proposed technique is better than other existing techniques because it handles the 

origin of the alignment problem as described in Section 5.1. 

5.5 Summary 

The goal of this chapter is to improve OCR accuracy for the Arabic language by 

proposing a solution to the alignment problem. Therefore, in this chapter, the design 

details regarding the proposed alignment technique are presented and discussed. The 

details explained the concept of AWS, flowchart, and its contributions. In addition to 

that, this study conducted four experiments to evaluate this technique using three 

metrics. Furthermore, this research conducted a statistical test to show if the 

reduction in the OCR error rate is significant or not. The statistical test of this 

research has been measured using ANOVA-test. The results of the evaluation 

process are presented in detail. The experimental results are very encouraging. The 

proposed technique AWS outperforms other existing related techniques in terms of 

WER, CER, and NWER. Therefore, the practical results of this chapter indicate that 

the objective two of this study is achieved.  

 

 

 

 

 

 

 

 



 
 

113 

CHAPTER SIX 

PROPOSED VOTING TECHNIQUE 

6.0 Introduction  

As mentioned in Chapter 3, the proposed technique has been referred to as VCI by 

this research. The chapter begins by introducing the concept of the VCI with some 

examples. Furthermore, an algorithm to implement VCI is provided. The chapter 

continues with a comparison of the advantages and disadvantages of VCI and 

existing techniques are explained. The experimental results of the VCI were 

presented next, and the chapter ends with a summary.  

6.1 Voting Technique (VCI) Concept 

The first step in designing the improved technique is to analysis the limitations of 

existing techniques. As mentioned before in Chapter 2, most existing voting 

techniques are based on two techniques: Majority alone or Majority & Lexicon. Both 

techniques do not perform well in some cases as explained in Section 2.3.1.3. This is 

because they do not give any attention to the context of a sentence around an 

incorrect word. The design of the enhanced voting technique is based on context 

information of a sentence around the incorrect word. Therefore, this research used N-

gram language model to capture context information of sentences through training to 

benefit from it in the voting process. 

Table 6.1 shows simple examples that explain why context information of a sentence 

around the incorrect word is important in the voting process. Note the example in 

Table 6.1 assumed that input image contains only one sentence, which is ―Swim ____  

for long hair‖, and there are three OCR outputs to complete it. 
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Table 6.1 

Voting process example  

Original 

word 

OCR outputs 

Majority 

Majority 

& 

Lexicon 

Proposed 

technique 

(VCI) OCR-1 OCR-2 OCR-3 

cap cap cop cop cop cop cap 

cap cap cop cep ? ? cap 

cap cap cep cep cep cap cap 

cap cep cep cep cep ? cap 

cap cap cap cap cap cap cap 

 

Table 6.1 shows that in the first row, the existing Majority technique selects the word 

―cop‖ rather than ―cap‖ because first-word ―cop‖ exists in two from three OCR 

outputs. Of course, this is wrong because ―cap‖ is suitable to complete the sentence, 

while ―cop‖ is not. On the other hand, existing Majority & Lexicon technique selects 

also ―cop‖ even if it is unsuitable for the sentence. The reason is that both ―cap‖, and 

―cop‖ are found in the lexicon and ―cop‖ is more frequent than ―cop‖. In contrast, the 

proposed voting technique selects the word ―cap‖ because the proposed technique 

gives attention to the context of a sentence around the incorrect word by using an N-

gram language model.  

In the second row of Table 6.1, the existing Majority technique cannot decide which 

word is suitable for the sentence because there is no majority among three OCR 

outputs. On the other hand, the existing Majority & Lexicon technique cannot also 

decide which word is suitable for the sentence because of both ―cap‖, and ―cop‖ are 

found in the lexicon and there is no majority among them. In third row of Table 6.1, 
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the existing Majority technique selects the wrong word ―cep‖ rather than ―cap‖ 

because it exists in two from three OCR outputs while the existing Majority & 

Lexicon technique can select the correct word ―cap‖ because it is only one from three 

OCR outputs that exist in lexicon. In fourth row, the existing Majority technique 

selects also the wrong word ―cep‖ because it exists in all OCR outputs while existing 

Majority & Lexicon technique cannot decide which word is suitable for the sentence 

because after generating candidates list for the wrong word ―cep‖ there is no majority 

between candidates list (Al Azawi, 2015; Batawi & Abulnaja, 2012; Lund, 2014). 

From Table 6.1, it can clearly be seen that proposed voting technique can handle 

more cases of OCR outputs text. 

6.2 VCI Algorithm 

Algorithm 6.1 below represents the pseudo code for proposed voting technique 

(VCI).  

Algorithm 6.1: Proposed voting technique  

S1 Let z1[0..k] is array of words for first OCR output 

S2 Let z2[0..k] is array of words for second OCR output 

S3 Let z3[0..k] is array of words for third OCR output 

S4 Let i=0                                  // counter for words in the arrays z1, z2, and z3 

S5 Select  z1[i], z2[i], and z3[i]                                   

S6 Select unique words from (z1[i], z2[i], and z3[i])                                    

S7 
If  only one word from unique words belongs to a unigram then: 

send this word to the output text and go to S10 

 

S8 

If  more than one word from unique words belongs to the unigram then:  

begin 

         select the word from unique words based on N-gram language  model, 

         go to S10 

      end if 
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S9 

If  no word from unique words belongs to the unigram then: 

      begin 

          generate candidates list to the (z1[i], z2[i], and z3[i]) based on N-gram 

language  model,  

          select the candidate word based on Levenshtein algorithm 

      end if 

S10 

if  i=k then 

         go to  S11 

else            

         i=i+1 and go to S5 

S11 End 

 

Algorithm 6.1 shows that the proposed voting technique receives several arrays of 

words. Each array represents the words of a single OCR output. After that, each word 

from each array will pass to the other operations in voting technique in sequence 

(S5), and unique words are selected from all OCR outputs (S6). Next, each word will 

be checked if it belongs to the unigram (S7). This checking will cause three cases. 

The first case will only occur when a single correct word belonging to the unigram 

resulted from OCR engines (S7) while the second case will occur when more than 

one correct word belonging to the unigram (S8). The last case occurred when no 

correct word belonging to the unigram (S9). Note existing technique uses a lexicon 

in checking step. As mentioned previously, unigram is better than the lexicon 

because unigram contains all words of the lexicon and it contains also additional 

words representing most frequent words of specific language such as names, new 

words, etc (Bassil & Alwani, 2012c).  

In case one (S7), if there is just one word belongs to the unigram, then it is marked as 

correct, and it is sent to the output text. Otherwise, in case two (S8), if more than one 

word belonging to the unigram, then the best word will be selected based on the 

probability of an N-gram language model, which is used context information of a 
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sentence in the voting process. In existing technique, the best word will be selected 

based on shared characters among OCR outputs without giving any attention to the 

context information. In case three (S9), the candidate list is generated using a 

language model. If the language model fails, then the Levenshtein algorithm will be 

used to generate candidates list. In existing technique, the candidate list is generated 

using Levenshtein algorithm. As mentioned in chapter 2, N-gram language model 

produces candidate list based on context information while Levenshtein algorithm 

does not. According to the Naseem (2004), context-based correction is better than 

isolated word correction. After generating candidates list, the last step is to choose 

any word from suggestions' list having the least edit distance to the incorrect word 

using Levenshtein distance. The resulting words will be used to build a final OCR 

output text. 

6.3 VCI Contributions  

The contributions of the proposed voting technique can be more clarified if there is a 

comparison between the proposed voting technique and other existing techniques. 

Therefore, this study presents this comparison as shown in Table 6.2 (Al Azawi, 

2015; Batawi & Abulnaja, 2012; Lund, 2014). 
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Table 6.2 

Comparison between VCI technique and other existing techniques  

Cases of OCR 

outputs 

Majority  Majority &  

Lexicon 

Proposed 

technique 

All outputs 

(words) are 

wrong 

Fail (majority 

between wrong 

words) (Batawi & 

Abulnaja, 2012) 

 

Fail if there are two 

or more candidate 

words have the same 

edit distance to the 

incorrect word 

(Lund, 2014)  

Can handle 

this case 

One output 

(word) is 

correct and 

other outputs 

are wrong. 

Fail (single correct 

word does not have 

the majority) (Al 

Azawi, 2015) 

Can handle this case Can handle 

this case 

More than one 

output (word) 

is correct and 

other outputs 

are wrong. 

Fail if a majority of a 

wrong word is greater 

than majority of 

correct word (Lopresti 

& Zhou, 1997) 

Fail if the majority 

of each correct word 

is equal (Al-Zaydi & 

Salam, 2015) 

Can handle 

this case 

Accuracy Low accuracy because 

it cannot handle most 

OCR outputs cases 

Medium accuracy 

because it can 

handle some OCR 

outputs cases 

Better 

accuracy 

because it 

can handle 

most OCR 

outputs cases 
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6.4 Experimental results 

This section describes the results of the experiment performed on the proposed 

voting technique (VCI). In this section, the proposed voting technique VCI has been 

implemented. Furthermore, three related existing techniques have also been 

implemented to be used in the evaluation of VCI. They are the Majority (Al Azawi, 

2015), Lattice features (Lund, 2014), and Unified technique (Al-Zaydi & Salam, 

2015). As mentioned previously, this study used three metrics in the evaluation 

process. They are word error rate (WER), character error rate (CER), and non-word 

error rate (NWER). The design of evaluation process and the details of testing dataset 

were explained in Chapter 3. 

6.4.1 Word Error Rate (WER) 

Table 6.3 presents the experimental results of the VCI evaluation using the WER 

metric, while Figure 6.1 shows the clustered column graph for the WER values listed 

in this table. Note the gray column in Table 6.6 represents the results of the proposed 

voting technique (VCI). 

Table 6.3 

Experimental results of the VCI evaluation using the WER metric 

 
Lattice 

features (LF) 
(Lund, 2014) 

Majority (MT) 

(Al Azawi, 

2015) 

Unified (UT) 

(Al-Zaydi & 

Salam, 2015) 

Proposed 

technique 

(VCI) 

Total words 39048 39048 39048 39048 

Wrong words 14946 16334 15460 12785 

WER 38.28% 41.83% 39.59% 32.74% 
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Figure 6.1. Clustered column graph for the WER values listed in Table 6.3. 

From Table 6.3 and Figure 6.1, it can be clearly seen that the WER value for each 

voting technique is different from the others. Overall, they show that the MT 

technique had the highest percentage value of WER with the rate of 41.83%. This is 

followed by UT 39.59%, and LF 38.28%. Furthermore, it can be seen that WER of 

the proposed technique VCI had the lowest percentage value of OCR error rate than 

the others with the rate of 32.74%. This technique has a 17.83% relative decrease on 

the mean WER of the three existing voting techniques and 14.46% relative decrease 

on the best WER of them. This indicates that the proposed technique VCI had a 

significant reduction in the WER metric compared to the existing techniques. As 

mentioned previously, this research performed a statistical method using an 

ANOVA-test to show if the reduction in WER of the VCI is significant or not. Figure 

6.2 shows ANOVA-test results using the WER values. 
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Figure 6.2. ANOVA-test results for the WER values 

Figure 6.2 shows that the number of tests for each technique is 130 as shown in the 

term ―Count‖ in column 2. The input for each test is a single image, and the output is 

OCR error rate. Figure 6.2 also shows that the average of OCR error rate for VCI is 

less than others as is clear in column 3. Furthermore, it shows that the P-value is 0.01 as 

presented in column 6, which is less than 0.05, and the value of ―F‖ is 4.24 as presented 

in column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the OCR error rate among four techniques is real 

and not due to chance. Therefore, VCI is better than other techniques in terms of the 

WER. 

 



 
 

122 

6.4.2 Character Error Rate (CER) 

Table 6.4 displays the results of the four experiments in terms of the least CER value, 

while Figure 6.3 shows the clustered column graph for the CER values listed in this 

table.  

Table 6.4 

Experimental results of the VCI evaluation using the CER metric 

 
Lattice 

features (LF) 
(Lund, 2014) 

Majority (MT) 

(Al Azawi, 

2015) 

Unified (UT) 

(Al-Zaydi & 

Salam, 2015) 

Proposed 

technique 

(VCI) 

Total 

characters 
231896 231896 231896 231896 

Wrong 

characters 
35475 38015 33956 29916 

CER 15.30% 16.39% 14.64% 12.90% 

 

 

Figure 6.3. Clustered column graph for the CER values listed in Table 6.4. 
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As it can be seen in Table 6.4 and Figure 6.3, the voting techniques of UT, LF and 

MT show a slightly difference in the values of the CER with rates of 14.64%, 

15.30%, and 16.39% respectively. The proposed voting technique VCI outperformed 

the existing techniques in terms of CER with the rate of 12.90%. The proposed 

technique has a 16.29% relative decrease on the mean CER of the three existing 

voting techniques and 11.90% relative decrease on the best CER of them. The 

previous values of CER show that the proposed technique VCI had the highest 

reduction percentage in the number of wrong characters compared to the UT, LF, and 

MT. This research has also been performed a statistical method using an ANOVA-

test to show if the reduction in the CER of the VCI is significant or not. Figure 6.4 

shows ANOVA-test results using the CER values.  

 

Figure 6.4. ANOVA-test results for the CER values 
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From Figure 6.4, it can be clearly seen that the average of CER for VCI is less than 

others as is clear in column 3. Furthermore, it shows that the P-value is 0.01 as presented 

in column 6, which is less than 0.05, and the value of ―F‖ is 3.91 as presented in column 

5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates that the 

difference in the means of the CER among four techniques is real and not due to 

chance. Therefore, VCI is better than other in terms of the CER. 

6.4.3 Non-Word Error Rate (NWER) 

Table 6.5 presents the experimental results of the VCI evaluation using the NWER 

metric, while Figure 6.5 shows the clustered column graph for the NWER values 

listed in this table.  

Table 6.5 

Experimental results of the VCI evaluation using the NWER metric 

 
Lattice 

features (LF) 
(Lund, 2014) 

Majority (MT) 

(Al Azawi, 

2015) 

Unified (UT)   

(Al-Zaydi & 

Salam, 2015) 

Proposed 

technique 

(VCI) 

Total words 39048 39048 39048 39048 

Non-word 

errors 
8586 10533 6680 6218 

NWER 21.99% 26.97% 17.11% 15.92% 
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Figure 6.5. Clustered column graph for the NWER values listed in Table 6.5. 

Table 6.5 and Figure 6.5 show that the worse performance was produced by MT with 

the rate of 26.97%. The techniques of LF and UT show performances better than 

MT, with rates of 21.99% and 17.11% respectively. The proposed voting technique 

VCI achieved the best performance in terms of NWER value with a rate of 15.92%. 

The proposed voting technique VCI has a 25.15% relative decrease on the mean 

NWER of the three existing voting techniques and 6.92% relative decrease on the 

best NWER of them. This indicates that the proposed technique VCI is the best 

compared to the three existing voting techniques in terms of NWER metric.  

This research has also been performed a statistical method using an ANOVA-test to 

show if the reduction in the NWER of the VCI is significant or not. Figure 6.6 shows 

ANOVA-test results using the NWER values.  
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Figure 6.6. ANOVA-test results for the NWER values 

From Figure 6.6, it can be clearly seen that the average of NWER for VCI is less than 

others as is clear in column 3. Furthermore, it shows that the P-value is 0.0 as presented 

in column 6, which is less than 0.05, and the value of ―F‖ is 16.27 as presented in 

column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the NWER among four techniques is real and not 

due to chance. Therefore, VCI is better than other in terms of the NWER 

6.4.4 Results Discussion 

The experimental results of this chapter show that the worse performances in terms 

of WER, CER, and NWER values were achieved by MT technique. This is because 

this technique fails in three cases in the voting process (Al Azawi, 2015; Lund, 
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2014). The first is when all outputs (words) are wrong. Therefore, the majority will 

be between wrong words. The second is when one output (word) is correct and other 

outputs are wrong. Therefore, the single correct word does not have the majority. 

The last is when more than one output (word) is correct and other outputs are wrong. 

In this case, it will fail if the majority of wrong words is greater than of correct 

words.  

The techniques of LT and UT are better than MT because they can handle more cases 

in the voting process (Al-Zaydi & Salam, 2015; Al Azawi, 2015; Lund, 2014). For 

example, when one output (word) is correct and other outputs are wrong. Therefore, 

the single correct word will be selected by these techniques as the best correction. 

However, they also fail in some cases: such as if there are two or more correct words 

as candidates to the incorrect word and their majorities are equal. Lastly, the 

proposed technique VCI achieved the lowest values of WER, CER, and NWER 

compared to the others existing techniques because it gives high attention to the 

context of a sentence around the incorrect word. This leads to handle more cases in 

the voting process than what others existing techniques can do as explained in 

Section 6.1. 

6.5 Summary 

The goal of this chapter is to improve OCR accuracy for the Arabic language by 

proposing a solution to the limitations of the voting process. Therefore, in this 

chapter, the design details regarding the proposed voting technique are presented and 

discussed. The details explained the concept of VCI, its flowchart, and its 

contributions. In addition to that, this study conducted four experiments to evaluate 

this technique using three metrics. Furthermore, this research conducted a statistical 
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test to show if the reduction in the OCR error rate is significant or not. The statistical 

test of this research has been measured using ANOVA-test. The results of the 

evaluation process are presented in detail. The experimental results are very 

encouraging. The proposed technique VCI outperforms other existing related 

techniques in terms of WER, CER, and NWER. Therefore, the practical results of 

this chapter indicate that the objective three of this study is achieved.  
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CHAPTER SEVEN 

PROPOSED HYBRID MODEL 

7.0 Introduction  

In this chapter, the design detail and experimental results of the proposed hybrid 

model are presented. As mentioned in Chapter 3, the proposed model has been 

referred to as HMNL by this research. The chapter begins by introducing the design 

of the HMNL. Furthermore, a diagram of HMNL is provided to show how the 

HMNL works. The chapter continues with a discussion on the interaction between 

components and proposed techniques in the hybrid model. The solutions for Arabic 

challenges that are related to the OCR post-processing are explained. The 

experimental results of the HMNL were presented next, and the chapter ends with a 

summary.  

7.1 Interaction in the Hybrid Model (HMNL) 

The diagram of the hybrid model is shown in Figure 7.1. The hybrid model consists 

of three stages. The first stage is to describe the major steps used in building the 

hybrid model as mentioned in Chapter 3. The second stage is to explain the proposed 

techniques that are included in this model as mentioned in Chapters 4, 5, and 6. The 

last stage is to discuss the interaction between the components and proposed 

techniques in the hybrid model. 
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Figure 7.1. The Proposed hybrid model 
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images. The reason for extracting only words' images is that, if the input image is 

passed to the multiple OCR engines directly, then alignment problem of output texts 

will occur. The proposed alignment techniques remove this type of alignment as 

described previously in Chapter 4. The output of ―Words‘ Images Extraction‖ is an 

array of words‘ images. 
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Next, each word‘s image is passed in sequence to the differentiation process.  Here, 

in the proposed differentiation process, some pixels' values of word image will be 

changed. This means differentiation process will produce three words‘ images as 

described previously in Chapter 4. Note proposed differentiation technique could 

generate several words‘ images for the same word. However, this research uses only 

three OCR outputs to reduce complexity. After that, each word‘s image is passed 

through one OCR engine to turn into a word, so that the results are three words.  

In ―Words Collection‖, each sequence of words resulting from each OCR engine is 

combined in a single array so that three arrays will be obtained. Previous steps are 

performed in a multi-threads manner, (in parallel) in order to reduce processing time 

(Akhter & Roberts, 2006). Furthermore, OCR engines in the hybrid model are not 

different, but they are multiple copies of the same OCR engine. Lastly, the voting 

process of the hybrid model receives three arrays of words. It uses an N-gram 

language model and Levenshtein distance to select the best words between multiple 

outputs of OCR.  

In voting process, if the differences between multiple outputs of OCR are not enough 

to choose the best word among them, then the proposed voting technique of this 

study will depend on an N-gram language model to find the best suggestion. Finally, 

if N-gram language model failed to choose the best among the candidates‘ list, then 

the proposed voting technique will depend on Levenshtein distance to find the best 

solution. The detail of the proposed voting technique performed in the voting process 

is described in details in Chapter 6.  
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7.2 Arabic Challenges 

This section proposes the solutions for two Arabic challenges: lack of available 

Arabic web corpus and diacritics in the Arabic words. These challenges are related to 

the OCR post-processing stage as described in Chapter 2. Other Arabic challenges 

and characteristics mentioned in Chapter 2 are related to other OCR stages, which 

are out of the scope of this research. As mentioned in Chapter 2, lack of available 

Arabic web corpus is related to the N-gram language model structure, while 

diacritics are related to all OCR post-processing techniques. Therefore, this section 

contains two subsections. The first is related to the N-gram language model and the 

second is related to the diacritics. 

7.2.1 N-gram Language Model Challenges 

It is difficult to design a large Arabic N-gram language model for three reasons 

mentioned in Chapter 2. Firstly, the Arabic language has a lack of available web 

corpus. Secondly, the similarity between the words of Arabic is high. High similarity 

of Arabic valid words requires a greater amount of corpus to create an accurate 

language model (Shaalan et al., 2012; Zribi & Ahmed, 2003). Lastly, large N-gram 

gives better accuracy than short N-gram. However, seeing of short N-gram in the 

corpus is easier than seeing large N-gram in the same corpus. Based on previous 

reasons, this study does not design large N-gram. However, it designs and uses 

unigram, bigram, and trigram models together. The data source for building these 

models is Wikipedia database. This database is chosen for several reasons mentioned 

in Chapter 3. 
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As previously mentioned, English language and many other languages that use Latin 

characters, do not suffer from the major problem when extracting text from 

Wikipedia‘s database because there are many programs that can be used to extract 

text directly from a Wikipedia dump file. However, these programs are designed to 

eliminate any non-Latin letter (Vrandecić, Sorg, & Studer, 2011), and therefore, 

cannot be used to extract Arabic texts. The use of an indirect way in the extraction of 

Arabic texts by downloading pages and articles from Wikipedia‘s site and then 

extracting text from them takes a long time (Alkhalifa & Rodríguez, 2009). For 

previous reasons, an extraction method is developed that can extract only Arabic text 

from a Wikipedia‘s database. Figure 7.2 shows the proposed method. 

In this method, the reading of Wikipedia XML file has been performed in parts 

because it is very large. In the preprocessing stage, addresses of images, navigation, 

and layout are ignored and only text from Wikipedia XML file is extracted. Then 

each text with size less or equal to 5MB is stored as a separate plain text file. The 

text of Wikipedia XML file is split into small pieces for two reasons. Firstly, a large 

file is not recommended to put in the main memory at once because this may cause 

hanging or stopping a computer.  
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Figure 7.2. Extract Arabic text from Wikipedia database 
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The second reason is that, there are thousands of operations that are required to take 

place on each file and these processes are time-consuming. Therefore, when a file is 

a large and the process has an error, the work will be repeated from scratch, and this 

takes additional time. However, in the case of a small file, the program will have to 

re-process only the specific file and thus, takes a shorter time. At the end, all files are 

placed in a specific folder by the program automatically. 

In the tokenization stage, the program extracts only text "T" from an input file and 

then split the text "T" into an array of words "W" using a space as a divider. Next, an 

array of words "W" is passed to the processing stage. In the processing stage, each 

unigram, bigram, or trigram has been stored in the database of a language model. On 

the other hand, there is a variable named ―frequency‖ associated with each unigram, 

bigram, and trigram in the database. These variables save frequencies of them, where 

each occurrence of them in the text leads to increase the variable ―frequency‖ by one. 

Frequencies of unigram, bigram, and trigram are stored within the database because 

they are used to calculate the probability for candidates list when it is needed.  

Other operations in processing stage are replacing all the dates, times, numbers by 

special tokens as shown in Table 7.1. The words that contain numbers or special 

characters are ignored. If the middle word of tri-gram is ignored, then the whole 

trigram is ignored, and the same operation is applied for unigram and bigram. Figure 

7.2 also shows that all unigrams, bigrams, and trigrams with their frequencies are 

stored in an N-gram language model database. 

 

 



 
 

136 

Table 7.1 

Special tokens in the classification stage 

Tokens Examples Replaced By 

Date 11/12/1982 </date/> 

Time 11:12:02 </time/> 

Number 1212 </number/> 

 

On the other hand, the goal of this study is not to find the optimized database 

structure of an N-gram language model. Therefore, this study does not design a 

complex structure for a database, but it designs a simple structure that can satisfy the 

objectives of this research. The Arabic documents of Wikipedia contain huge 

numbers of words. Therefore, it is not efficient to load them all in the main memories 

of computers. For this reason, the database structure of an N-gram language model is 

organized as shown in Figure 7.3. 

 

Figure 7.3. Database structure of N-gram language model 
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Figure 7.3 shows three tables in the database of an N-gram language model. The first 

table named ―Unigram‖ contains all unigrams with their frequencies. The second 

table named ―Bigram‖ containing three columns. Each cell in the first column 

contains the first word from bigram, while each cell in the second column contains 

the second word from bigram. The last column in table ―Bigram‖ contains a 

frequency of each bigram. 

The third table named ―Trigram‖ also contains three columns. Each cell in the first 

column contains the first and the third word from any trigram, while each cell in the 

second column contains the second word from trigram. The last column in table 

―Trigram‖ contains a frequency of each trigram. As a simple example of how to store 

data in the database of an N-gram language model, the sentences ―Student plays 

football‖ and ―Student plays tennis‖ are stored in the database as shown in Table 7.2, 

Table 7.3, and Table 7.4.  

Table 7.2 

Example of how to store sentences in Unigram table 

Uni_gram Frequency 

Student 2 

plays 2 

football 1 

tennis 1 
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Table 7.3 

Example of how to store sentences in Bigram table 

Uni_gram Bi_gram Bi_frequency 

Student plays 2 

plays football 1 

plays tennis 1 

 

Table 7.4 

Example of how to store sentences in Trigram table 

Tri_gram Middle_word Tri_frequency 

Student football plays 1 

Student tennis plays 1 

 

This structure of database does not store any bigram or any trigram in a single 

column. This will avoid using the condition named ―like %word%‖ in the SQL 

statement named ―select-from-where‖. The condition ―like‖ takes a long time in 

retrieving any information from a database, while equal condition takes less time in 

execution. The type and size of columns of tables in the N-gram language model 

database are shown in Table 7.5. 

Table 7.5 

Type and size of columns of tables in N-gram language model database 

Table Name Column Name Type and Size 

Unigram 
uni_gram nvarchar(20) 

frequency integer 

Bigram 

uni_gram nvarchar(20) 

bi_gram nvarchar(20) 

bi_frequency integer 



 
 

139 

Trigram 
 

tri_gram nvarchar(41) 

middle_word nvarchar(20) 

tri_frequency integer 

 

Finally, a comparison between the proposed corpus of this study and two related 

existing Arabic corpora is shown in Table 7.6. They are the NEMLAR Arabic 

written corpus (El-Mahallawy, 2008; Yaseen et al., 2006) and the KACST Arabic 

corpus (Al-Thubaity, 2015). Table 7.6 shows that the proposed corpus outperformed 

the existing corpora in terms of text size with a value of 2.2G. Furthermore, it also 

outperformed them in terms of the domain with a value of 25. The term ―domain” 

refers to the number of text categories that use in producing the corpus, such as news, 

sports, sciences, etc. 

Table 7.6 

Comparison between three Arabic corpora 

Arabic Corpus Name Size 
Unique 

words 
Domain Update Availability 

NEMLAR Arabic 

written corpus (El-

Mahallawy, 2008) 

500K 
Not 

mentioned 
13 Static 

Not free to 

download 

KACST Arabic corpus 

(Al-Thubaity, 2015) 
731M 

Not 

mentioned 
11 

Not 

mentioned 

 

Free to 

download 

Proposed 

Corpus 
2.2G 1,260,617 25 

Each 15 

days  

Free to 

download 
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7.2.2 Diacritics 

As mentioned in Chapter 2, existing OCR post-processing techniques suffer from 

diacritics when used for Arabic language (Muaz, 2011). Diacritics are one of the 

Arabic characteristics, which are located above or below the letters. Most researchers 

ignore the diacritics through OCR post-processing stage (Al-Masoudi & Al-Obeidi, 

2015; Al-Zaydi & Salam, 2015; Bassil & Alwani, 2012c; Lund, 2014) and this will 

reduce accuracy if they are existing in the output text. Other researchers try to restore 

them. However, most techniques cannot reach 100% accuracy (Hadj Ameur, 

Moulahoum, & Guessoum, 2015; Shahrour, Khalifa, & Habash, 2015). Therefore, 

the voting process, Levenshtein distance, and candidates‘ list generation will be 

affected if there is an error in diacritization restoration. 

The solution of this study to this problem is based on using the filtering technique. 

This technique will filter Arabic words before saving them in the database of a 

language model. Furthermore, they will also be filtered before processing them by 

Levenshtein distance, candidates‘ list generation, and voting process. Filtering 

process means removing diacritics from any word that has them. There are two 

reasons to do this filtering. The first reason is that if the diacritics are written 

correctly or not written, the word still remains the same (Hadj Ameur et al., 2015). 

However, if they are written wrongly in a word, then this word is considered wrong.  

The second reason is that Arabic texts are generally written without diacritics. This is 

the case for newspapers, books, etc (Hadj Ameur et al., 2015). Therefore, it is better 

to remove them instead of restoring them because the process of removing them 

cannot produce errors, while the process of restoring them can produce errors (Hadj 

Ameur et al., 2015; Shahrour et al., 2015). In this study, the filtering of the diacritics 
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is only performed on Levenshtein distance, candidates‘ list generation, and voting 

process, and if the user requires diacritics, then it can perform one of the 

diacritization restoration techniques on final OCR output using one of the practical 

applications to achieve the user's desire. 

7.3 Experimental results 

This section describes the results of the experiment performed on the proposed 

hybrid model (HMNL). In this section, the proposed HMNL model has been 

implemented. Furthermore, three related existing OCR post-processing works have 

also been implemented to be used in the evaluation of HMNL. These works are 

proposed by Al Azawi (2015), Lund (2014), and Al-Zaydi and Salam (2015). As 

mentioned previously, this study used three metrics in the evaluation process. They 

are word error rate (WER), character error rate (CER), and non-word error rate 

(NWER). The design of evaluation process and the details of testing dataset were 

explained in Chapter 3. 

7.3.1 Word Error Rate (WER) 

Table 7.7 presents the experimental results of the HMNL evaluation using the WER 

metric, while Figure 7.4 shows the clustered column graph for the WER values listed 

in this table.  
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Table 7.7 

Experimental results of the HMNL evaluation using the WER metric 

 
 Hybrid work 

 (Al Azawi,  

2015) 

 Hybrid work  

(Al-Zaydi and 

Salam,  2015) 

Hybrid work  

(Lund, 2014) 

Proposed 

Model 

(HMNL) 

Total words 39048 39048 39048 39048 

Wrong words 14946 16334 15460 12785 

WER 53.25% 51.87% 41.36% 28.81% 

 

 

 

Figure 7.4. Clustered column graph for the WER values listed in Table 7.7. 

From Table 7.7 and Figure 7.4, it can be clearly seen that the WER values are 

different from one to another. Overall, they show that the work proposed by Al 

Azawi (2015) had the highest percentage value of WER with the rate of 53.25%. 

This is followed by Al-Zaydi and Salam (2015) 51.87%, and Lund (2014) 41.36%. 
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Furthermore, it can be seen that WER of the proposed hybrid model HMNL had the 

lowest percentage value of OCR error rate than the others with the rate of 28.81%. 

The proposed hybrid model HMNL has a 40.24% relative decrease on the mean 

WER of the three existing works and 30.35% relative decrease on the best WER of 

them. This indicates that the proposed hybrid model HMNL had a significant 

reduction in the WER metric compared to the existing works. As mentioned 

previously, this research performed a statistical method using an ANOVA-test to 

show if the reduction in WER of the HMNL is significant or not. Figure 7.5 shows 

ANOVA-test results using the WER values. 

 

Figure 7.5. ANOVA-test results for the WER values 



 
 

144 

Figure 7.5 shows that the number of tests for each hybrid work is 130 as shown in 

the term ―Count‖ in column 2. The input for each test is a single image, and the 

output is OCR error rate.  Figure 7.5 also shows that the average of OCR error rate for 

HMNL is less than others as is clear in column 3. Furthermore, it shows that the P-value 

is 0.0 as presented in column 6, which is less than 0.05, and the value of ―F‖ is 34.35 as 

presented in column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This 

indicates that the difference in the means of the OCR error rate among four works is 

real and not due to chance. Therefore, HMNL is better than other in terms of the WER.  

7.3.2 Character Error Rate (CER) 

Table 7.8 displays the results of the four experiments in terms of the least CER value, 

while Figure 7.6 shows the clustered column graph for the CER values listed in this 

table.  

Table 7.8 

Experimental results of the HMNL evaluation using the CER metric 

 
 Hybrid work 

 (Al Azawi,  

2015) 

 Hybrid work  

(Al-Zaydi and 

Salam,  2015) 

Hybrid 

work  

(Lund, 2014) 

Proposed 

Model 

(HMNL) 

Total characters 231896 231896 231896 231896 

Wrong 

characters 
69070 64206 52179 24828 

CER 29.78% 27.69% 22.50% 10.71% 
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Figure 7.6. Clustered column graph for the CER values listed in Table 7.8. 

As it can be seen in Table 7.8 and Figure 7.6, the existing works proposed by Al 

Azawi (2015) and Al-Zaydi and Salam (2015) show slightly a difference in values of 

CER with rates of 29.78% and 27.69% respectively. Furthermore, the CER values 

for them are higher than CER value for the work proposed by Lund (2014), which 

has a rate of 22.50%. The proposed hybrid model HMNL outperformed the existing 

works in terms of CER with the rate of 10.71%. The proposed hybrid model HMNL 

has a 59.27% relative decrease on the mean CER of the three existing works and 

52.42% relative decrease on the best CER of them. The previous values of CER 

show that the proposed hybrid model HMNL had the highest percentage decrease in 

the number of wrong characters compared to the existing works.  
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This research has also been performed a statistical method using an ANOVA-test to 

show if the reduction in the CER of the HMNL is significant or not. Figure 7.7 

shows ANOVA-test results using the CER values.  

 

Figure 7.7. ANOVA-test results for the CER values 

From Figure 7.7, it can be clearly seen that the average of CER for HMNL is less than 

others as is clear in column 3. Furthermore, it shows that the P-value is 0.0 as presented 

in column 6, which is less than 0.05, and the value of ―F‖ is 33.32 as presented in 

column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the CER among four hybrid works is real and not 

due to chance. Therefore, HMNL is better than other in terms of the CER. 
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7.3.3 Non-Word Error Rate (NWER) 

Table 7.9 presents the experimental results of the HMNL evaluation using the 

NWER metric, while Figure 7.8 shows the clustered column graph for the NWER 

values listed in this table.  

Table 7.9 

Experimental results of the HMNL evaluation using the NWER metric 

 
 Hybrid work 

 (Al Azawi,  

2015) 

 Hybrid work  

(Al-Zaydi and 

Salam,  2015) 

Hybrid 

work  

(Lund, 2014) 

Proposed 

Model 

(HMNL) 

Total words 39048 39048 39048 39048 

Non-word errors 13356 10606 10579 5516 

NWER 34.20% 27.16% 27.09% 14.13% 

 

 

Figure 7.8. Clustered column graph for the NWER values listed in Table 7.9. 
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Table 7.9 and Figure 7.8 show that the worse performance was produced by the work 

proposed by Al Azawi (2015) with the rate of 34.20%. The works proposed by Lund 

(2014) and Al-Zaydi and Salam (2015) show performances better than first work, 

with rates of 27.09% and 27.16% respectively. The proposed hybrid model HMNL 

achieved the best performance in terms of NWER value with a rate of 14.13%. The 

proposed hybrid model HMNL has a 51.52% relative decrease on the mean NWER 

of the three existing works and 47.86% relative decrease on the best NWER of them. 

This indicates that the proposed hybrid model HMNL is the best compared to the 

three existing works in terms of NWER metric. This research has also been 

performed a statistical method using an ANOVA-test to show if the reduction in the 

NWER of the HMNL is significant or not. Figure 7.9 shows ANOVA-test results 

using the NWER values.  

 

Figure 7.9. ANOVA-test results for the NWER values 



 
 

149 

From Figure 7.9, it can be clearly seen that the average of NWER for HMNL is less 

than others as is clear in column 3. Furthermore, it shows that the P-value is 0.0 as 

presented in column 6, which is less than 0.05, and the value of ―F‖ is 42.23 as presented 

in column 5, which is larger than the value of ―F-crit‖ (2.62) in column 7. This indicates 

that the difference in the means of the NWER among four works is real and not due to 

chance. Therefore, HMNL is better than other in terms of the NWER. 

7.3.4 Results Discussion 

The experimental results of this chapter show that the worse performances in terms 

of WER, CER, and NWER values were achieved by the work proposed by Al Azawi 

(2015). This is because this work is based on the Majority technique in the voting 

process. As mentioned in Chapter 6, the Majority technique fails in some cases in the 

voting process (Al Azawi, 2015; Lund, 2014). The experimental results also show 

that the works proposed by Lund (2014) and Al-Zaydi and Salam (2015) are better 

than previous work because they depend on both lexicon and majority in the voting 

process.  

The proposed hybrid model HMNL achieved the lowest values of WER, CER, and 

NWER compared to the others existing works because it gives high attention to the 

context of a sentence around the incorrect word. This leads to handle more cases in 

the voting process than what others existing works can do. Furthermore, the hybrid 

model combined the MO of the OCR, N-gram language model, and the Levenshtein 

algorithm to benefit from their strengths. In addition to that, each technique used in a 

hybrid model is improved by proposing solutions for its limitations and to make it 

suit Arabic challenges as explained in Chapters 4, 5, and 6. 
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7.4 Summary 

This chapter is a complement to the Chapters: 4, 5, and 6 to achieve the main goal, 

which is to improve OCR accuracy for the Arabic language. Therefore, in this 

chapter, the design details regarding the proposed hybrid model are presented and 

discussed. Furthermore, this chapter presents solutions for Arabic challenges that are 

related to the OCR post-processing. In addition to that, this study conducted four 

experiments to evaluate this model using three metrics. Furthermore, this research 

conducted a statistical test to show if the reduction in the OCR error rate is 

significant or not. The statistical test of this research has been measured using 

ANOVA-test. The results of the evaluation process are presented in detail. They 

confirm that hybridizing OCR post-processing techniques are very useful and 

efficient. The proposed hybrid model outperforms other existing OCR post-

processing works in terms of WER, CER, and NWER. Therefore, the practical 

results of this chapter indicate that the objective four of this study is achieved. 
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CHAPTER EIGHT 

CONCLUSION 

8.0 Introduction  

This chapter included the conclusion and a brief recommendation of this study. It 

reviews the overall progress of the study and giving a full view based on objectives 

of the research. In addition to that, this chapter also contains the limitations and the 

directions of the future work. 

8.1 Achievement 

The main purpose of this study is to design and develop a hybrid model for OCR 

post-processing techniques to improve characters recognition for the Arabic 

language. The first step in designing this model is to study the strengths and 

weaknesses of existing techniques used in solving a research problem (refer to 

Section 2.3). This is followed by identifying the best techniques among them based 

on their strengths and weaknesses (refer to Section 2.4). After that, the hybrid model 

is designed to combine the selected techniques to benefits from their strength and to 

overcome their limitations (refer to Section 2.3.4 and Chapter 7).  

On the other hand, some techniques used in the hybrid model are improved by 

proposing solutions for their limitations, and to make them suit Arabic challenges 

(refer to Section 3.3 and Chapters 4, 5, 6, and 7). Experiments were conducted to 

illustrate how the proposed hybrid model can be employed to yield a promising 

result. The evaluation process includes comparing the proposed hybrid model with 

three existing hybrid works using three metrics (refer to Section 3.5.3).  
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The first objective of this study has been achieved by designing and evaluating the 

enhanced differentiation technique. The algorithm and experimental results of this 

technique are shown in Section 4.2 and Section 4.3 respectively. The second 

objective has been achieved by designing and evaluating the proposed alignment 

technique. The algorithm and experimental results of this technique are shown in 

Section 5.2 and Section 5.3 respectively. The designing and evaluating of the 

enhanced voting technique is the third objective of this study. The algorithm and 

experimental results of this technique are shown in Section 6.3 and Section 6.2 

respectively. The last objective has been achieved with the designing and evaluating 

of the hybrid model of OCR post-processing techniques (refer to Chapters 7). The 

proposed hybrid model has significantly reduced the error rate compared to the 

existing works in this area (refer to the experimental results of Chapter 7). 

8.2 Research Contributions 

This section summarizes the major contributions of this research. The contributions 

are: 

i. Differentiation technique: It has three advantages as explained in the following 

sentences. The first is that it does not require connecting multiple OCR software, 

such as the works of  Volk et al. (2011), Lund et al. (2013b), Lund (2014), and Al 

Azawi (2015). Their works are considered as a difficult process (Al-Zaydi & 

Salam, 2015). In contrast, the enhanced differentiation technique requires only 

connecting three copies of the same OCR engine. The second is that it does not 

require combining four different classifiers such as the work of Kittler et al. 

(1998), that reduces the performance of the best classifier (Lund, 2014). The last 
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is that the enhanced differentiation technique produces better OCR accuracy 

compared to the existing techniques.  

 

ii. Alignment technique: It has three advantages as explained in the following 

sentences. The first is that the alignment process is exact by the proposed 

technique while it is approximate by the existing techniques. The second is that 

the proposed alignment technique produces better OCR accuracy compared to the 

existing techniques. The last is that the proposed alignment technique does not 

require executing any character alignment algorithm that requires high computer 

resources as explained in Section 1.1. 

 

iii. Voting technique: It has three advantages as explained in the following 

sentences. The first is that the enhanced voting technique produces better OCR 

accuracy compared to the existing techniques. The second is that the voting 

technique can correct real word errors, while existing techniques cannot. This is 

because they do not give any attention to the context of a sentence around the 

incorrect word. The last is that the proposed voting technique can handle most 

cases of resulting words of OCR outputs while existing techniques fail in some of 

these cases as explained in Chapter 6.  

 

iv. Hybrid model of the OCR post-processing techniques: The proposed model 

has been successfully crafted to include various components that collaborate with 

each other to achieve the goal of reducing OCR error rate.  
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8.3 Research Limitations 

Limitations are the conditions and shortcomings that cannot be controlled by the 

researcher, and this research has no exceptions.  

i. For Arabic OCR evaluation purpose, there is no large standard testing dataset 

that is available to download (Ahmad et al., 2016; Batawi & Abulnaja, 2012). 

Therefore, this research followed the same scenario used by (Al-Masoudi and 

Al-Obeidi (2015); Al-Zaydi and Salam (2015); Batawi and Abulnaja (2012); 

El-Mahallawy (2008)) to create the testing dataset. 

ii. The codes of some existing OCR techniques are available to download from 

formal websites, such as Microsoft, Google, and universities websites, while 

the codes of others do not. Hence, the codes of some existing OCR techniques 

that are not available to download have been implemented using the 

descriptions on them in literature. 

8.4 Future Work 

Although the experimental results are favorable there are some directions on which 

further research should focus. One of the directions of development, the hybrid 

model still generates errors for the Arabic language even if images are noise-free and 

have high scanning resolutions. Therefore, it is possible to improve the error rate 

through further research and development. This can be done by improving other 

stages of OCR for the Arabic language, such as pre-processing, segmentation, future 

extraction, and classification. 

The second direction is to test this model on low-resolution images. These images 

can be extracted from a sequence of  low-quality video (Ma & Agam, 2012, 2013) or 
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when dealing with available images having a low resolution like what is available in 

thousands of documents' images on the Internet. The results of testing low-

resolution images by proposed model can decide if it needs to be modified or not. 

The third direction is to test the proposed hybrid model on noisy images. Different 

types of noises can result from old papers, low-quality printing. Therefore, 

differentiation process should take into account designing different techniques 

programmatically for handling various types of noises. This will lead modifying the 

hybrid model to improve the accuracy of these types of images.  

Finally, this model cannot handle some characteristics of the Arabic language. This 

is because these characteristics are not related to the OCR post-processing stage, but 

it related to other stages. Therefore, it can modify techniques of pre-processing, 

segmentation, future extraction, and classification to suit the Arabic language 

effectively. For example, in pre-processing stage, it should modify its techniques so 

that they can distinguish between dots and diacritics of Arabic from noises of 

images. Another example, as was discussed previously, in segmentation stage, 

Arabic has cursive and overlapping between neighbor characters. Therefore, the 

techniques of segmentation stage should be improved to address these problems.  

8.5 Summary 

As a conclusion for this research, this chapter has discussed and concluded the 

research summary, the contributions and the limitations of the research. At the end of 

the discussion, the recommendations for further research were outlined. Overall, this 

research provided a hybrid model to improve the accuracy of optical character 
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recognition for the Arabic language. Furthermore, it offers three techniques for 

improving components of this model, and to make it suits Arabic challenges. 
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