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Abstrak 

Isu pengelasan objek ke dalam kumpulan apabila pembolehubah yang diukur adalah 

campuran pembolehubah selanjar dan pembolehubah binari telah menarik perhatian 

ahli statistik. Antara kaedah-kaedah diskriminan dalam pengelasan, Model Lokasi 

Terlicin (SLM) digunakan untuk mengendalikan data yang mengandungi kedua-dua 

pembolehubah selanjar dan binari secara serentak. Namun, model ini adalah tidak 

tersaur jika data mengandungi pembolehubah binari yang besar bilangannya. 

Kehadiran pembolehubah binary yang besar akan mewujudkan sel multinomial 

yang banyak, yang akhirnya mengakibatkan wujudnya banyak bilangan sel kosong. 

Kajian lepas telah menunjukkan bahawa kewujudan sel kosong yang banyak 

berupaya menjejaskan prestasi model lokasi terlicin yang dibina. Dalam usaha 

untuk mengatasi masalah sel kosong yang banyak disebabkan oleh banyak  

pembolehubah terukur (terutamanya binari), kajian ini mencadangkan empat model 

SLM yang baharu melalui penggabungan SLM sedia ada dengan Analisis 

Komponen Utama (PCA) dan empat jenis analisis kesepadanan berganda (MCA). 

PCA digunakan untuk menguruskan bilangan pembolehubah selanjar yang besar 

manakala MCA digunakan untuk mengendalikan pembolehubah binari yang 

banyak. Prestasi empat model yang dicadangkan, SLM+PCA+MCA Indikator, 

SLM+PCA+MCA Burt, SLM+PCA+Analisis Kesepadanan Tercantum (JCA), dan 

SLM+PCA+MCA Terlaras dibandingkan berdasarkan kadar kesilapan pengelasan. 

Keputusan kajian simulasi menunjukkan model SLM+PCA+JCA berprestasi terbaik 

dalam semua keadaan yang diuji  kerana ia berjaya mengekstrak jumlah komponen 

binari terkecil dan masa pelaksanaannya paling singkat. Siasatan pada set data 

sebenar barah payudara penuh juga menunjukkan bahawa model ini menghasilkan 

kadar kesilapan pengelasan terendah. Kadar kesilapan pengelasan terendah yang 

berikutnya diperolehi oleh SLM+PCA+MCA Terlaras diikuti SLM+PCA+MCA 

Burt dan SLM+PCA+MCA Indikator. Walaupun model SLM+PCA+MCA 

Indikator memberi prestasi yang paling lemah tetapi model ini masih lebih baik 

daripada beberapa kaedah pengelasan sedia ada. Keseluruhannya, model-model 

lokasi terlicin yang dibina boleh dianggap sebagai kaedah alternatif untuk tugas-

tugas pengelasan dalam mengendalikan pembolehubah campuran yang banyak, 

terutamanya pembolehubah binari. 

 

 

Kata Kunci: Model Lokasi Terlicin, Analisis Komponen Utama, Analisis 

Kesepadanan Berganda, Pembolehubah binary besar,  Pembolehubah campuran 
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Abstract 

The issue of classifying objects into groups when the measured variables are 

mixtures of continuous and binary variables has attracted the attention of 

statisticians. Among the discriminant methods in classification, Smoothed Location 

Model (SLM) is used to handle data that contains both continuous and binary 

variables simultaneously. However, this model is infeasible if the data is having a 

large number of binary variables. The presence of huge binary variables will create 

numerous multinomial cells that will later cause the occurrence of large number of 

empty cells. Past studies have shown that the occurrence of many empty cells 

affected the performance of the constructed smoothed location model. In order to 

overcome the problem of many empty cells due to large number of measured 

variables (mainly binary), this study proposes four new SLMs by combining the 

existing SLM with Principal Component Analysis (PCA) and four types of Multiple 

Correspondence Analysis (MCA). PCA is used to handle large continuous variables 

whereas MCA is used to deal with huge binary variables. The performance of the 

four proposed models, SLM+PCA+Indicator MCA, SLM+PCA+Burt MCA, 

SLM+PCA+Joint Correspondence Analysis (JCA), and SLM+PCA+Adjusted MCA 

are compared based on the misclassification rate. Results of a simulation study 

show that SLM+PCA+JCA model performs the best in all tested conditions since it 

successfully extracted the smallest amount of binary components and executed with 

the shortest computational time. Investigations on a real data set of full breast 

cancer also showed that this model produces the lowest misclassification rate. The 

next lowest misclassification rate is obtained by SLM+PCA+Adjusted MCA 

followed by SLM+PCA+Burt MCA and SLM+PCA+Indicator MCA models. 

Although SLM+PCA+Indicator MCA model gives the poorest performance but it is 

still better than a few existing classification methods. Overall, the developed 

smoothed location models can be considered as alternative methods for 

classification tasks in handling large number of mixed variables, mainly the binary. 

 

Keywords: Smoothed Location Model, Principal Component Analysis, Multiple 

Correspondence Analysis, Large binary variables, Mixed variables 
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CHAPTER ONE 

INTRODUCTION 

1.1 Background 

Classification is a procedure of grouping objects or individual into their groups 

according to some common characteristics (Hunter, 2009). Classification tasks are 

found in different areas of studies such as in medical where it involves classification 

of breast tumors, in financial where it involves classification of bankruptcy and 

classification of students’ performance based on their grades in education. (Veer et 

al., 2002; Hauser & Booth, 2011). These classifications are called standard 

classification while standard statistical classifications represent a subset for statistical 

use (Hoffman, 1999). 

By using statistics, classification can be done in many ways. One of them is through 

discriminant analysis. Discriminant analysis is a statistical analysis method used to 

classify an object into one of several populations (Lachenbruch, 1975; Hand, 1981; 

Pyryt, 2004; Jombart, Devillard, & Balloux, 2010). There are many successful 

applications of discriminant analysis based on variables that have been collected and 

used in various fields such as economy, environmental sciences and humanistic as 

well as social behavior and geographical ecology (William, 1983; Chanda & Murthy, 

2008; Taniguchi, Hirukawa, & Tamaki, 2008; Soni & Shrivastave, 2010).  

Discriminant analysis has been used for classification not only on single type of 

variables but also mixture type (Krzanowski, 1980; Knoke, 1982; Daudin, 1986). 

Data with single type of variable refers to the data set containing only the continuous 
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variables or only the categorical variables while the mixed variables refers to the 

data set with mixtures of continuous and categorical variables. For example, in a 

medical research to obtain a diagnosis, the continuous variables such as blood 

pressure readings while the categorical variables can be gender and social status. The 

involvement of mixed variables in discriminant analysis can be found in many 

researches such as soil science and biometry. In fact, there are many real 

classification problems involving variables with mixtures of continuous and 

categorical variables. 

In dealing with the different types of variables, several statistical approaches have 

been developed. For example, linear discriminant analysis (LDA) is purposely 

developed to deal with continuous variables (Fisher, 1936) while the linear logistic 

model (Cox, 1966) and nearest neighbor classification (Buttrey, 1998) are used when 

all the variables are categorical variable. Meanwhile, quadratic discriminant analysis 

(Smith, 1947), logistic discrimination (Day & Kerridge, 1967), K-nearest neighbor 

(Fix & Hodges, 1951) have been used for mixed variables. However, if all the mixed 

variables are important in the analysis, this would bring about a large number of 

parameters have to be estimated which would cause serious complications 

(Krzanowski, 1980). Thus, appropriate approaches for different structure of 

underlying data and different type of variables need to be developed.  

There are three possible strategies that have been suggested to construct a 

discriminant rule when dealing with mixed variables. The first strategy is to 

transform all the variables into a single variable type. One may encode the 

continuous variables into the categorical variables and classify the objects using 
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some standard statistical classification models that are suitable to be applied on 

categorical variables. However, the first strategy will cause loss of information 

(Krzanowski, 1993) during the transformation process. Meanwhile, there is a another 

strategy that first constructs the separate classification approaches for each type of 

variables and then combines the results to determine the overall classification. 

Nevertheless, this second strategy requires more effort in examining the data and 

determining suitable classifiers for each type of variables. Then, there is the third 

strategy that involves the construction of discriminant rules to handle mixed 

variables simultaneously. 

In general, there are three approaches that have been designed in dealing with mixed 

variables in discriminant analysis. These approaches are non-parametric approach, 

semi-parametric approach and parametric approach. There are various types of non-

parametric approaches which can handle mixed variables classification tasks 

(Vapnik, 1995; Stern, 1996; Mitchell, 1997). One of the non-parametric approaches 

is K-nearest neighbor (Knn) classifier that was proposed by Fix and Hodge in 1951. 

This approach classifies a group of k points by referring to the closest distance. 

Although there is only one parameter k to be obtained, the disadvantage of this 

approach is that it is computationally expensive due to storage requirement of the 

whole training set and the computational burden of determining the k neighbors. On 

the other hand, logistic discrimination (Day & Kerridge, 1967) which is a semi-

parametric approach, is introduced to determine the parameter of a population 

especially when the data distribution is unknown (McLachlan, 1992). However, the 

classification efficiency of the logistic discrimination is easily distorted by the 
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presence of outliers (Cox & Pearce, 1997). Besides that, the occurrence of 

collinearity among parameters will also lead to computational burden especially in 

terms of computational time since extra testing has to be carried out in order to 

identify which variables are correlated (Bittencourt & Clarke, 2003).  

In real application, the overlapping between groups exists regularly. Thus, 

parametric approach is more preferable than non-parametric approach since non-

parametric approach assumes that the two groups are well separated. Furthermore, 

when the continuous variables are normally distributed with equal covariance in all 

the multinomial cells, parametric approach is again more suitable than semi-

parametric approach to handle mixed variables simultaneously (Knoke, 1982). In 

discriminant analysis, parametric approach is the approach that requires assumptions 

of the functional shape of the variables composing the feature space that involves 

parameter estimation (Bittencourt & Clarke, 2003). The examples are linear 

discriminant analysis (LDA), quadratic discriminant analysis (QDA) and location 

model. LDA requires the assumption of multivariate normal distribution with linear 

parameters and homogenous covariance matrix (Gnanadesikan, 1977). However, 

LDA gives unsatisfactory results when there is high correlation between continuous 

variables and binary variables (Krzanowski, 1977). QDA is used when each group 

has its own covariance matrix (Smith, 1947). Although LDA and QDA are simple to 

apply and describe, they are still seriously affected by the data that are not normal 

(Wahl & Kronmal, 1977; Wakaki, 1990).  

Location model has been specially developed for the data set that consists of both 

continuous and binary variables. It has been concluded as a good choice of 



 

 5 

parametric approach as it can manage mixed variables simultaneously compared to 

the other approaches (Vlachonikolis & Marriott, 1982). Researchers have proven that 

location model is able to give an optimal classification performance when dealing 

with mixed variables classification problems (Krzanowski, 1975; Mahat, 

Krzanowski, & Hernandez, 2007; Leon, Soo & Williamson, 2011; Hamid & Mahat, 

2013; Hamid, 2014).  

The discrimination based on location model assumes that the categorical variables 

are all binary, where each represents values of either zero or one. The combination of 

zero and one from the vector of b binary variables gives rise to 
bs 2 different 

multinomial cells where s refers to the number of multinomial cells. Therefore, it is 

obvious that the number of multinomial cells increases as the number of binary 

variables increases. Therefore, there is high possibility for empty cells to exist in the 

data set if large binary variables are considered. The presence of empty cells will 

limit the utilization of maximum likelihood estimation for the estimation of unknown 

parameters of the location model. Thus, Asparoukhov and Krzanowski (2000) have 

suggested the use of smoothed location model where the non-parametric smoothing 

estimation is used to estimate parameters for the location model in order to solve the 

problem of empty cells. Unfortunately, the smoothed location model is still unable to 

cope with many binary variables. Many binary variables (b) will lead to the huge 

amount of multinomial cells (s) in the data set, and is more troubling if most of them 

are empty. The occurrence of the large number of empty multinomial cells will cause 

the smoothed estimators for location model bias and thus affect the classification 

performance. This shows that numerous binary variables in mixed variables data set 
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will easily lead to unstable and poor classification methods (Wang & Tang, 2004). 

Due to this, it is crucial to reduce the number of binary variables using data reduction 

techniques in order to obtain a stable classification performance. 

Several data reduction techniques have been introduced and discussed in previous 

studies. These techniques include subset selection (McCulloch & Pitts, 1943), 

principal component analysis (Hotelling, 1933), factor analysis (Kant, 1968) and 

partial least square (Wold, 1966). In handling high dimensional data, variable 

selection and variable extraction are two general approaches to data reduction 

(Bishop, 1995; Deng, Jin, Zhen, & Huang, 2005). Variable selection involves 

choosing the highest discriminant power among the variables in every single 

selection step while variable extraction techniques converts the high dimensional 

data into a low dimensional space through some transformation processes (Deng et 

al., 2005).   

The variable selection approach is unsuitable and not reliable if the variables in the 

data set are uncorrelated (Bishop, 1995). Moreover, variable selection does not take 

into account the relationship between the variables that have not been selected and 

thus will ignore some important variables during the selection process. Due to this, 

variable extraction is more advantageous compared to variable selection. Variable 

extraction can reduce not only data dimensionality but also the noise in the data set 

(Wold, Esbensen, & Geladi, 1987; Yang, Peng, & Wang, 2008). Moreover, higher 

classification precision can be obtained through variable extraction (Tian, Guo & 

Lyu, 2005).  
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There are some studies on the location model with dimension reduction. However, 

studies by Chang and Afifi (1974), Krzanowski (1975, 1980, 1982, 1994) and Mahat 

et al. (2007, 2009) as well as Leon, Soo and Williamson (2011) have not considered 

the involvement of large number of binary variables since the smoothed location 

model cannot cope with many binary variables. Applying the location model to a 

data set containing too many variables may lead to very poor performance (Wang & 

Tang, 2004) or even infeasibility (Das, 2007). For such data sets, Mahat et al. (2007) 

have proposed a smoothed location model along with variable selection by choosing 

only the best variables to be included in the proposed model. However, variable 

selection technique processes the variables one by one instead of considering all the 

variables simultaneously (Zhu, 2001). Therefore, the selection process did not take 

into account the relationship between the variables that has not been selected and this 

might lead to exclusion of some important variables. 

Due to such limitations, Hamid (2014) has integrated smoothed location model along 

with the combination of two different variable extraction approaches for high 

dimensional data of mixed variables. The use of variable extraction approaches, 

principal component analysis (PCA) and Burt multiple correspondence analysis 

(Burt MCA), by Hamid (2014) yields a more efficient location model which 

obtained higher classification accuracy even when dealing with too many binary 

variables. Siswadi, Muslim and Bakhtiar (2012) have stated that PCA is the most 

common data reduction techniques and has been proven suitable to be used with 

continuous data (Kolenikov & Angeles, 2009). On the other hand, MCA has been 

selected to reduce the large categorical data. There are many studies that have 
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applied MCA on the categorical variables including the studies by Akturk, Gun & 

Kumuk (2007), Sourial et al. (2010) as well as D’Enza and Greenacre (2012). The 

results of those studies proved that MCA is suitable to reduce high dimensional 

categorical variables.  

1.2 Problem Statement 

Classifying objects into groups when the measured variables consist of both 

continuous and category variables becomes an issue that has attracted the attention of 

statisticians. In general, discriminant analysis is concerned on the development of 

specific model for classifying objects into one of several different groups and most 

of the collected data are in the form of mixture of continuous and binary variables. 

Among the discriminant models in classification, the smoothed location model is 

most popular used to handle data that contains both continuous and binary variables 

simultaneously.  

Smoothed location model has managed to handle the problem of some empty cells, 

but this model is still infeasible when dealing with many binary variables which will 

burden and prohibit the computation process due to the problem of over-

parameterization. Yet, the smoothed location model is still suffering with the over-

parameterized problems even when it is assisted by the use of variable selections 

conducted by Mahat et al. (2007) and it showed poor performance when many cells 

are empty. The occurrence of many empty cells in the smoothed location model 

affects the construction of the classification model directly, where biased estimators 

will be obtained or at worst the model couldn’t be constructed. High 
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misclassification rate is a symptom that tells the constructed location model is facing 

the problem due to the excessive number of empty cells. Therefore, in order to 

overcome this issue, Hamid and Mahat (2013) have conducted variable extraction 

before the construction of the smoothed location model for high dimensional data 

consisting of mixed variables.  

In the latest study by Hamid (2014), the combination of PCA and MCA have been 

applied in the smoothed location model to tackle high dimensional data problem. 

There are two types of combination of variable extraction that have been done in the 

research.  The first one is the combination of PCA for handling large continuous 

variables and PCA for handling many binary variables while the second one is the 

combination of PCA and MCA for tackling large number of continuous and binary 

variables respectively. The results of analysis showed that the combination of PCA 

and MCA performed better than the combination of PCA and PCA in the smoothed 

location model. Therefore, this study is interested to investigate the same procedure 

of PCA and MCA in order to reduce the high dimensional data using variable 

extraction approaches in the smoothed location model. 

There are four types of MCA which are Indicator MCA, Burt MCA, Joint 

correspondence analysis (JCA) and Adjusted MCA, but only Burt MCA has been 

applied by Hamid (2014) in the smoothed location model to tackle high dimensional 

of binary variables. Even though the performance of smoothed location model based 

on Burt MCA is outstanding in general, the misclassification rate for a very large 

number of binary variables is still high.  
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Therefore, there is a need to develop new classification models that are suitable for 

high dimensional data of mixed variables with a very large number of binary 

variables using all four types of MCA for comparison purposes. Thus, this study will 

focus on the development of the new classification models based on the smoothed 

location model with the combination of PCA and all the four types of MCA for high 

dimensional data mainly the binary, in order to obtain better classification 

performance. 

1.3 Research Objectives 

The main objective of this study is to propose classification models based on the 

smoothed location model along with the combination of PCA and the four types of 

MCA for high dimensional data in order to obtain a better classification 

performance. The research involves the following specific objectives: 

1. To perform systematic variable extraction process for continuous variables and 

binary variables using PCA and four types of MCA. 

2. To construct the smoothed location model by integrating it with each 

combination of PCA and the four types of MCA. 

3. To compare and evaluate the performance of all four proposed models using 

leave-one-out method. 

4. To compare the performance of the proposed models with other existing 

classification methods using a real data set. 
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1.4 Research Contributions 

The outcomes of this study can contribute to future studies in statistics and also to 

other real life applications. 

1. The variable extraction process through the combination of PCA and the four 

types of MCA can be useful to researchers in reducing large number of mixed 

continuous and categorical variables.  

2. The proposed idea on discovering the four types of MCA which can give some 

useful information to the researchers on which one is the best to reduce large 

categorical variables.  

3. The integrated variable extractions and smoothed location model can be an 

alternative to the other classification methods when dealing with mixed 

variables, mainly for tackling high dimensional data problem.   

4. The proposed strategy is expected to provide further important information in 

literature to build a more effective strategy for the classification task especially 

for mixed variables types. 

1.5 Research Scopes 

There are five scopes have been set including: 

1. This study focuses on classification of objects into one of the two groups where 

the variables are composed of mixed continuous and binary variables. 

2. The continuous variables are assumed to have a multivariate normal distribution 

with a equal covariance matrix between the groups. 
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3. High dimensional data is more concerned on the large number of binary variables 

which will be included in the investigation for the use of MCA in the smoothed 

location model.  

4. The number of binary variables is restricted to 25 only and it can be considered 

as a substantial amount to investigate the smoothed location model since the 

number of cells is increased dramatically as the number of binary variables 

increase due to 
bs 2 . 

5. The correlation among binary variables is not considered in this study. 

1.6 Thesis Organization 

The background of the research study and several existing classification methods are 

outlined in the first chapter. Chapter 2 provides an overview of the location model 

and the variable extraction approaches, PCA and MCA. Chapter 3 explains all the 

steps involved in order to develop the proposed smoothed location models along 

with PCA and four types of MCA while Monte Carlo study is presented in the last of 

the chapter. Chapter 4 discusses and compares the results of the simulations and also 

the results for a real data set. The last chapter concludes the whole study and offers 

recommendations for improvements to this work.  
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Introduction 

This chapter discusses the smoothed location model starting with the evolution and 

the development of the model in Section 2.2. Reviews are made in the rest of 

chapters on the variable reduction techniques, PCA and MCA and the performance 

evaluations of models. 

2.2 The Evolution of Location Model 

Location model has gained a lot of attention nowadays as the treatment of mixed 

continuous and binary variables in classification tasks involving classification of 

objects into one of the two groups. The location model is first introduced by Olkin 

and Tate (1961) to describe the distribution of mixed continuous and binary 

variables. Afifi and Elashoff  (1969) extended the study of the model to the two-

sample case. Then, Chang and Afifi  (1974) successfully applied the location model 

in the discriminant analysis case for a set of binary variable and a continuous 

variable. In 1975, Krzanowski constructed location model for a two-group problem. 

Later, Krzanowski (1980, 1982) further make generalization by stating that the 

proposed model with the assumption that the continuous variables have different 

multivariate normal distribution for each of the possible categorical variables.  

Let 1 and 2  be denoted as Group 1 and Group 2 of the data set. The two groups 

consist of objects with continuous and binary variables. The vector of b binary 
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variables is presented as  b

T xxx  ...,, , 21x  while the vector of y continuous 

variables is presented as  c

T yyy ,..., , 21y . Hence, the vector of variables 

observed on each object in both groups can be presented as ),( TTT
yxz  . 

The b binary variables are expressed as multinomial cells  smmm  ..., , 21m  

where
bs 2 . The multinomial cell m can be defined by each different pattern of x 

uniquely with x  falling in cell 



b

q

q
qxm

1

121 , where q is defined as the level of 

the binary variables. The probability of obtaining an object in cell m of i  (i = 1, 2) 

is denoted as imp .  Then, suppose that the vector of continuous variables is 

multivariate normally distributed with mean imμ  in cell m of i
 
and has a common 

covariance matrix Σ  across all cells and groups. Thus, we will have ),(~ Σμ imim NY  

for i = 1, 2 and m = 1, 2,…, s.  

The future object ),( TTT
yxz   will be allocated to 1  if the object falls into 

multinomial cell m, and 

)log(log)(
2

1
)(

1

2
21

1
21 a

p

p
y

m

m
mm

T
mm 




















 
μμμμ

                    (2.1)

 

Otherwise, it is allocated to 2  (Krzanowski, 1980, 1993a, 1995). The constant a 

refers to the cost of misclassifying an object and it will be equal to zero if the 

misclassification costs and the prior probabilities for both populations are equal. 

However, the parameters ,imμ Σ and imp of the location model are commonly 

unknown and they need to be estimated from the samples.  
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2.2.1 Smoothed Location Model 

Maximum likelihood estimator is used to estimate the parameters but it is almost 

impossible and unreliable to construct the location model if there exist some empty 

cells. Therefore, the utilization of smoothed location model where the non-

parametric smoothing estimation is used to estimate parameters for the location 

model has been proposed and has successfully tackled the problem of the occurrence 

of some empty cells. The parameters ( ,imμ Σ  and imp ) will be estimated using non-

parametric smoothing estimation.  

2.2.2 Non-parametric Smoothing Estimation 

In order to conduct a classification model based on the location model, the cells of a 

multinomial table have to be generated from the binary values for each group. Since 

the number of cells increases as the number of binary variables increases, the 

occurrence of empty cells is possible. In practice, the presence of empty cells has 

limited the use of maximum likelihood estimation for the estimation of unknown 

parameters. Thus, Asparoukhov and Krzanowski (2000) had suggested the use of 

non-parametric smoothing estimation in order to solve the problem of empty cells. 

The smoothing approach can be specified as fitting an average weight of all 

continuous variables from group i  on each cell mean imμ . Mahat et al. (2009) have 

also carried out further studies to investigate different types of smoothing 

procedures.  

The vector mean of 
thj  continuous variables y for cell m in group i  is estimated 

using 
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                           (2.2) 

under the conditions 

1),(0  kmwij  and 0),(
1












s

k

ijik kmwn

                                 (2.3)

 

where 

m, k = 1, 2,…, s ;  i =1, 2 and j = 1, 2,…, c 

ikn
 
= the number of objects falling in cell k of i  

rijky
 
= the 

thj  continuous variable of thr object that fall in cell k of i  

),( kmwij  
= the weight with respect to 

thj  continuous variable and cell m of all  

          objects falling in cell k 

 

Meanwhile, the smoothed pooled covariance matrix Σ  can be estimated by 

 
  Timrim

i

s

m

n

r

imrim yy
ggnn

im

μμΣ ˆˆ
1ˆ

2

1 1 12111




 
                    (2.4)

 

where 

 imn
 
= the number of objects falling in cell m of i  

rimy
 
= the 

thj  continuous variable of thr object in cell m of i  

ig
 
= the number of non-empty cells of i

  

Then, the estimation for cell probabilities ( imp ) can be obtained by standardized 

exponential smoothing which has been introduced by Mahat et al. (2009) as 
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and weighted ),( kmwij is as discussed in the next section.  

 

Asparoukhov and Krzanowski (2000) have implemented single smoothing 

parameter )(  which contributes to minimize the error rate. They used smoothing 

weight ),( kmwij  which is in the form of  

 kmd
ijij kmw ,),( 

                                                   (2.6)
 

where the value of   is between 0 <  < 1. 

The  has equal values for all continuous variables in the data set. This is to prevent 

the estimation of too many parameters. The ),( kmd  is the dissimilarity coefficient 

between cell m and cell k of the binary vectors. The ),( kmd  can also be expressed as 

)()()( kmkmkm xxxxx,x  Td . Leave-one-out (LOO) is used as the optimization 

function in order to choose the most suitable smoothing parameter which has been 

proven to provide the lowest misclassification rate (Krzanowski, 1975).  
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2.3 Data Reduction Techniques for High Dimensional Data 

Nowadays, high dimensional data appear in many research areas such as information 

technology, biotechnology, biomedical and also astronomy (Buhlmann & Geer, 

2011). Commonly, high dimensional data can be defined as a set of data with the 

number of variables (p) is larger than the number of sample size (n) (Li, & Xu, 

2009). It is well-known that the case of p being larger than n posed challenges to the 

classical statistical techniques. High dimensional data which consists of hundred or 

thousand variables have high probability of containing noise or redundant 

information which lead to degradation of algorithm’s performance and cause the 

problems in effectiveness (Hinneburg & Keim, 1999; Yu & Liu, 2003). The 

exponential growth of variables associated with adding extra dimensions will 

increase the difficulty and decrease the accuracy in estimating the multidimensional 

distribution of the data points (Bakar, Mohemad, Ahmad, & Deris, 2006). This 

phenomenon can be defined as the curse of dimensionality (Bellman, 1961). Another 

challenge caused by high dimensional data is multicollinearity (Ghosh, 2011). 

Multicollinearity is defined as the occurrence of correlation among some variables in 

the data set. Both of these challenges lead to the complexity of computation thus 

affecting the classification performance (Das, Meyer, & Nenadic, 2006). In order to 

tackle the problems of the curse of dimensionality and multicollinearity, some 

studies have come out with two choices of solutions, namely variable selection or 

variable extraction ( Yanqin & Ping, 2005; Li, 2006; Young, 2009).  
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2.3.1 Variable Selection 

Variables selection is a process of selecting a subset that have the highest 

discriminating power from an original input (Cateni, Vannucci & Colla, 2013). 

Variable selection techniques faced some weaknesses during the selection process. 

This technique is unsuitable and is not reliable if the variables in the data set are 

uncorrelated (Bishop, 1995). Moreover, variable selection is not concerned about 

relationship between the variables that are not selected and thus will ignore some 

important variables during the selection process. Therefore, variable selection 

techniques usually suffer from the problem of lack of stability (Breiman, 1996). 

2.3.2 Variable Extraction 

Variable extraction is a transformation process to generate a set of new variables 

which are more significant than the original variable (Cateni, Vannucci & Colla, 

2013). It can efficiently help to reduce the noise of the data as well as reduce the 

effect of curse of dimensionality and multicollinearity indirectly (Das, 2007; Yang et 

al., 2008). The most important benefit is that higher classification preciseness can be 

obtained through variable extraction as the process would  have successfully 

removed the redundant information from the data set (Tian, Guo & Lyu, 2005). The 

issue of high dimensional data in the location model can be divided into two parts 

based on the two types of measured variables: large number of continuous variables 

and large number of binary variables. Therefore, two different variable extraction 

techniques are used to reduce the large number of continuous and binary variables 

have been considered. The performance of the location model is limited by the 

number of binary variables (Krzanowski, 1983a). This is because a large number of 
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binary variables will create too many multinomial cells )2( bs   which will lead to 

the occurrence of too many empty cells. Large number of empty cells will bring up 

the large sparsity problem and will cause the smoothed estimators of the location 

model to become bias. Thus, the use of variable extraction is most relevant to tackle 

this problem of high dimensionality of multinomial cells for the smoothed location 

model by reducing the large number of binary variables. Different extraction 

techniques will be used depending on the types of variables measured. 

Generally, there are some different types of popular variable extraction techniques 

that have been employed on continuous variables including PCA, partial least square 

(PLS), factor analysis, independent component analysis and MCA (Turk & Pentland, 

1991; Belhumeur, Hespanha & Kriegman, 1997; Hyvarinen & Oja, 2000; Zhou & 

Huang, 2001). Nevertheless, the most popular variable extraction technique is PCA 

(Jackson, 1991; Turk & Pentland, 1991; Quinn & Keough, 2002; Gervini & 

Rousson, 2004; Lee, Zou, & Wright, 2010; Griebel & Hullmann, 2013). It is an 

advantage to use PCA when the occurrence of overlapping between variables is 

caused by the large number of measured variables, and reducing the data dimension 

would result in only little loss of important information (Giri, 2004). Besides that, 

PCA has been pointed out as a suitable technique to reduce the data dimension 

compared to factor analysis where the latter is focused on exploring and classifying 

the factors into groups (Reise, Waller & Comrey, 2000). In addition, PCA has been 

proven to perform well in image identification by reducing the number of 

experimental variables and improving the processing speed (Gottumukkal & Asari, 

2004). However, PCA is not suitable to extract the mixed variables simultaneously 
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since continuous variables are dominant as compared to binary variables 

(Krzanowski, 1979). Therefore PCA should be applied only on the continuous 

variables in order to reduce the large variable size adequately before constructing the 

smoothed location model. 

On the other hand, if the measured variables are categorical, then the most popular 

techniques to be used is MCA, which permits the analysis of relationship among the 

categorical variables (Abdi & Valentin, 2007). MCA is agreed to be a powerful tool 

to reduce the large number of categorical variables as MCA can ensure the simplicity 

and accuracy in the process of identifying and retaining the useful variables (Garcia 

& Grande, 2003). Besides, MCA is useful to map both the individuals and variables 

by allowing the interpretation of complex visual maps (Ayele, Zewotir & Mwambi, 

2013). The use of MCA as variable extraction tool for categorical data has been 

proven to be a success in many studies (Peter, Joop & Charles, 1997; Hoffman, 

1999; Hirsh, Bosner, Hullermeier, Senge, Dembczynski & Banzhoff, 2011; Ayele, 

Zewotir, & Mwambi, 2013).  

2.4 Principal Component Analysis (PCA) 

PCA is a process of identifying the patterns of data and expressing data in such a 

way to highlight the similarities and differences of the data. Since it is hard to 

identify the pattern of high dimensional data, PCA acts as a powerful statistical tool 

for analyzing multivariate data in fields such as archaeometry, face recognition, 

chemometrics studies and manufacturing which involve high dimensional data 

(Baxter, 1995; Kuo, Syu, Lin, & Peng, 2012; Ghosh & Barman, 2013).  
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PCA was first invented by Pearson (1901) as a tool to explore the important 

information through data analysis and to produce a predictive model. In 1933, 

Hotelling expanded the usefulness of PCA in the modern era especially when the 

computers have been developed and used widely. Later, Anderson came out with the 

asymptotic theory on PCA in 1963 by discussing the eigenvalues and eigenvectors 

for the covariance matrices. Then, Rao (1964) extended PCA by interpreting and 

extending the use of PCA through a different interpretation of principal components. 

However, there are a limited number of applications of PCA on the practical 

problems at that time. Later, Jeffers (1967) applied PCA in a study on physical 

properties of pit props and also a study on variation of alate adelges.  

From the past studies, there are different names for PCA according to different fields 

of study. For example, PCA is termed as singular value decomposition (SVD) in 

electrical engineering field while it is named as characteristic vector analysis in 

physical sciences. PCA is referred to as principal factor analysis in chemistry and is 

known as hotelling transformation in the field of image analysis (Wold et al., 1987). 

PCA is highlighted as the most adequate variable extraction technique for continuous 

variables ( Desikachar & Viswanathan, 2011; Costa, Santos, Cunha, Cotter, & Sousa, 

2013). The other main advantage of PCA is that it can perform data compression by 

reducing the number of dimensions after knowing the patterns of the data while 

retaining the important information of the original data set as much as possible 

( Kemsley, 1996; Adler & Golany, 2002; Lee et al., 2010). However, PCA is not 

suitable to reduce the dimension of mixed variables because of the domination issue 

of continuous variables towards binary variables.  
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2.4.1 Principal Component Scores (PCs) 

Statistically speaking, PCA reduces the data dimension by transforming a set of p 

correlated variables into orthogonal linear combinations of q uncorrelated variables 

(Jolliffe, 1986). A linear combination of the original variables which gives the 

largest variance is called a principal component scores (PCs) (Massey, 1965; 

Rencher, 2002). The first component which explains the largest amount of total 

variance is constructed and the subsequent component is constructed to explain the 

largest amount of the remaining variance while remaining uncorrelated with the 

previously constructed components (Jolliffe, 2002). PCs with the largest amount of 

variance can be expressed through eigenvalue (Schürks, Buring, & Kurth, 2011). 

This extraction process of PCA will continue until the number of components 

extracted is similar to the number of analyzed variables. PCA described the pattern 

of variance linearly through the first few principal components. This is because the 

first few components are able to represent and summarize the original variables with 

maximum generality to improve the classification power of the model (Adler & 

Golany, 2002).  

Consider a set of data consisting of p  numeric variables with q  principal 

component scores, which can be computed. The random vector population is labeled 

as 
T

pyyy ),...,,( 21Y with a mean vector, ][yμ E  and a symmetric 

covariance    T
μ-yμ-yES  , where the component S is denoted by ,mkS

 

representation of covariance between the random variable components my  and ky . 
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The spread of the components values around its mean value is indicated by the 

variance of components. 

The aim of PCA is to find a new set of variables in liner combination form, 

YZ T . Vectors of PCs is shown as ),,,(Z 21 pZZZ   while T is a matrix 

coefficient of ij  for i,  j = 1, 2, …, p.  

The first PCs ( 1Z ) shows the largest variance and is mathematically written as 

ppYYYZ 12221111   where p variables are subject to the condition of 

12

1

2

12

2

11  p  . At the same time, the second PCs ( 2Z ) is chosen based on 

its second largest variance and is uncorrelated with the first component 1Z  and so on.  

After obtaining the new PCs, we can compute an orthogonal basis, mean and 

covariance matrix based on the eigenvectors and eigenvalues. The eigenvectors ( ju ) 

and the respective eigenvalues, j  
will be inserted into the following equation. 

                     jjj uu S , where j = 1, 2,…, q                                            (2.7) 

 

Then, these eigenvalues can be determined through the equation 

                                    
0 IS                                                                (2.8) 

where 

I = identity matrix that has the same order of S 

. = determinant of the matrix 
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We can create an orthogonal basis in order where the first eigenvector shows the 

highest variance of the data by reordering the eigenvectors in descending 

eigenvalues. Through this ordering, we can identify which direction shows the most 

significant amount of energy while deciding on the number of components that 

should be retained. Eventually, only some of the components will be retained while 

the others are discarded. The selection of retained components will be discussed in 

the next section. 

2.4.2 Determining the Number of PCs to Retain 

Gutmann-Kaiser criterion is chosen as mechanism to select the most important 

principal components (PCs) because this criterion is the most common and widely 

used (Jackson, 1993; Kaiser, 1961). The intention for this criterion is very 

straightforward. Every observed variable contributes one unit of variance to the total 

variance in the data set. Any PCs which display eigenvalues that greater than the 

average eigenvalue of 1.0 are retained because their axes can summarize more 

information than any other single original variables (Jackson, 1993; Quinn & 

Keough, 2002; Greenacre, 2007; Chou & Wang, 2010; Schürks et al., 2011). Such 

PCs are worthy to be retained since they accounted for a meaningful amount of 

variance.  

2.5 Multiple Correspondence Analysis (MCA) 

It is regular for data to be collected and used in the form of categorical variables 

especially in the social science and ecology studies (Akturk, Gun, & Kumuk, 2007; 

Doey & Kurta, 2011). Thus, it is necessary to discover a suitable technique to 
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interpret and analyze the categorical variables. Similar to PCA, the idea of 

Correspondence Analysis (CA) is also to reduce the dimensionality of data matrix 

and to visualize it in a subspace of low-dimensionality (Nenadic & Greenacre, 2007). 

CA is one of the statistical techniques that have been used to handle the categorical 

variables (Benzecri, 1992). Greenacre (2006) has defined CA as the other type of 

PCA, which is specially designed for the categorical variables. This approach is 

comparable to the performance of PCA and it also can be referred to as a variation of 

PCA (Jolliffe, 1986).  

The history for CA started with Hirschfeld (1935) who gave an algebraic formulation 

of the correlation between rows and column of a contingency table. Guttmann (1941) 

then developed an approach to construct the scale for categorical variables for more 

than two qualitative variables. Later, Benzecri, a French researcher together with 

some colleagues and students developed the CA and MCA in 1960s and 1970s. The 

use of CA in social science increased significantly in 1984. At the same time, there 

was an increase of interest in CA due to the publication of textbook by Greenacre in 

1984. Eventually, MCA was introduced to the whole world since studies on MCA 

became popular in the late of 1980s and 1990s (Nenadic & Greenacre, 2007).  

MCA is a popular technique which is used for visualization and description 

(Greenacre, 2006; Costa et al., 2013). The main purpose of MCA is to discover and 

analyze the structure and relationship of more than two categorical variables where 

the data are transformed into the form of contingency table (Abdi & Valentin, 2007; 

Costa et al., 2013). MCA is suitable for the categorical variables since it does not 

depend on any assumptions which had underlined the distribution of a data (Akturk, 
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Gun & Kumuk, 2007; Desikachar & Viswanathan, 2011; Doey & Kurta, 2011; Costa 

et al., 2013). There has been an increase utilization of MCA to analyze the 

relationship among the multiple categorical variables (Hoffman & Franke, 1986; de 

Leeuw, 1998; Bar-Hen, 2002; Glynn, 2012;). Bar-Hen (2002) has demonstrated that 

MCA showed similar performance to PCA on the binary variables. Besides that, 

MCA also have been proven to be a good data reduction technique. MCA reduces 

the multidimensional points so that those points can be displayed and presented in a 

much easier way (Panea, Casasús, Blanco, & Joy, 2009; Desikachar, & 

Viswanathan, 2011). Furthermore, MCA can also handle the problem of high 

dimensionality and can increase the classification performance when it is used to 

reduce many categorical variables in the data set (Saporta & Niang, 2006; Messaoud, 

Boussaid & Rabaseda, 2007; Nenadic & Greenacre, 2007). Due to these reasons, 

MCA has been applied widely in social science as well as in marketing researches 

which involve large number of categorical variables (Green, Krieger & Carroll, 

1987; Hoffman & Batra, 1991; Meulman, van Der Kooji & Heiser, 2004; Loslever, 

2009).  

2.5.1 Types of MCA 

Currently, there are four types of MCA introduced by Greenacre and Blasius (2006) 

and Nenadic and Greenacre (2007). These four types of MCA are Indicator MCA, 

Burt MCA, JCA and Adjusted MCA. Greenacre (2007) has stated that the basic 

procedure of MCA is to perform a simple CA to the indicator matrix. The indicator 

matrix, Z is the matrix with cases (row) and categories variables (column) where the 

categories variables are coded in the form of dummy variables (binary matrix of 



 

 28 

indicator) with the value of 0 or 1 only (Nenadic & Greenacre, 2007). The 

performance of Indicator MCA is very similar to the Burt MCA since both of them 

generate identical principal coordinates for the category points. However, according 

to the study, Burt MCA is better and more optimized to be used in explaining the 

inertia (weighted variance) compared to Indicator MCA.  

Burt MCA is another alternative data structure for MCA where it is used to analyze 

the complete set of two-way cross tabulation which consists of equivalent margins in 

both horizontal and vertical tables (Greenacre, 2007). Burt matrix is a block matrix 

with subtables and it is symmetric since both the row and column solutions are 

identical. Burt matrix is the cross product of the indicator matrix, which can be 

expressed in the form of ZZTB  where B represents Burt Matrix while Z is 

denoted as indicator matrix. Since Burt matrix are the squares of those of indicator 

matrix, the percentage of inertia which is used to explain the Burt matrix always 

shows a better and optimistic result compared to the indicator matrix. Even so, the 

percentages of inertias contributed by both Indicator MCA and Burt MCA are 

artificially low and there are underestimation of the true quality of the maps as 

representations of the data set (Greenacre, 2007). 

Greenacre (2007) clearly showed that the inclusion of the tables on the diagonal of 

Burt matrix degrade the whole MCA solution because this MCA technique is trying 

to visualize these high inertias tables unnecessarily, in fact the highest possible 

inertias are attainable. Therefore, Greenacre (2007) have proposed joint 

correspondence analysis (JCA) as a special algorithm to solve the problem. In order 

to find a better data representation maps which can explain the cross tabulation of all 
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variables correctly, JCA ignores the diagonal blocks of the Burt matrix and focused 

on the optimization to the off-diagonals for subtables only (Greenacre & Blasius, 

2006). As a result, Greenacre (2007) has claimed that JCA is better in explaining 

inertia and all the subtables are very well represented.  

According to Greenacre and Blasius (2006) and Greenacre (2007), the main 

difference between the MCA and JCA is the scale change. Therefore, it is possible to 

investigate a simple scale re-adjustment of MCA solution in order to improve the fit. 

This scale re-adjustment can be done through a recomputation of the total inertia for 

off-diagonal subtables and simple adjustment to the MCA principal inertias.  

Adjusted total inertia of the Burt matrix is:  

                   






 


 2
-B of inertia

1 Q

QJ

Q

Q
                                                  (2.9) 

where Q refers to the number of variables while J is the number of categories. 

Meanwhile the adjusted principal inertias (eigenvalues) of the Burt matrix is  
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where k  refers to k-th principal inertia of the Burt matrix and hence k refers to 

the k-th principal inertia of the indicator matrix. The percentage of inertias for the 

adjusted MCA do not add up to 100% because the adjustments are made only to 

those dimensions which are 
Q

k

1
 and no further dimensions will be used. It has 

been proven that the proposed adjustment of MCA can solve the low inertia problem 

while maintaining all good properties of MCA.  
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By using the notation by Tenenhaus & Young (1985), suppose that a set of m 

categorical variables mXXX  ...,, , 21  with the categorical number mkkk  ...,, , 21  
in the 

thm  variables is used to describe an original data matrix. Category l of variable j is 

defined as jl and coded into the binary matrix Z where the general entries for Z are 

defined as 

                  








   
                                              otherwise  0

  variableof category  in  is  objects if  1
 

jli
ijlZ                         (2.11) 

 

A complete indicator  dZZZ ,, 21Z  with n rows and d columns   


m

j jkd
1  

is 

obtained by merging the matrices Z. Then a ),( dd  symmetric matrix, Burt matrix 

ZZTB  is built where TZ is the transpose matrix of Z. Let X be a ),( dd diagonal 

matrix which has the same diagonal elements just as in matrix B. A new matrix S is 

constructed from Z and X by using 

                                  
11 11   BX

d
ZXZ

d
S T

                                                   (2.12) 

 

A diagonal element, eigenvalues i  
is obtained after S had been diagonalized. Each 

eigenvalues i  
is associated with eigenvectors j where 

                                              jjjS                                                                (2.13) 
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2.5.2 Determining the Number of Components to Retain 

The percentage of explained variance is used to determine the number of 

components to retain for MCA. The percentage of explained variance is also known 

as percentage of inertia in MCA (Glynn, 2012). According to Camiz & Gomes, 

(2013), total inertia explained is the most commonly used in order to choose the 

most important dimension for the correspondence analysis. Jolliffe (2002) has 

mentioned that the most common value for the percentage of explained inertia that is 

acceptable to be used is between 70% until 90%. Hamid (2013) has proven that at 

least 70% of the total inertia is the most suitable percentage that can be used to retain 

the most important binary variables considered. However, the total percentage of 

inertias for Adjusted MCA is not equal to 100% as the adjustments are only made to 

those dimension until 
Q

k

1
  and further dimensions is not taken into 

consideration anymore. The estimation of percentage of variance will stop once 

principal inertia of indicator matrix exceed 
Q

1
. 

2.6 Model Evaluation 

The performance of a classification model is best assessed by applying the proposed 

model on a set of training data to another independent data set (Simon, Radmacher, 

Dobbin & McShane, 2003). In classification, the performance of the constructed rule 

can be measured based on the misclassification rate. Misclassification can occur 

when an object is overestimated or underestimated from the true value. 

Misclassification can appear due to some external problems such as distrust data 

collection or even the problem of classification approaches themselves (Holden, 
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Finch, & Kelley, 2011). Therefore, the constructed smoothed location models need 

to be validated before they can be used in classifying future objects into groups using 

the constructed rule.  

In past studies, there are many methods that proposed to estimate the 

misclassification rate including resubstitution, leave-one-out (LOO), 0.632 bootstrap 

and 4-fold cross validation ( Lachenbruch, & Mickey, 1968; Efron, 1983; Geisser, 

1975). Generally, the resubstitution method gives an overly optimistic view on how 

well an unknown object is classified while LOO provides a more realistic assessment 

for classification success. Lachenbruch, Sneeringer and Revo (1975) found that LOO 

makes use of all the available data without serious bias in the estimation of the 

misclassification rates and thus it performed better compared to the resubstitution 

method which appears to be slightly biased. Hamid (2014) also implemented LOO to 

access the performance of the smoothed location model and indicated that it is a 

good method to assess the designed model.  

LOO is used to estimate the accuracy of the constructed classification model. In the 

LOO method, an object is excluded from the data set and is treated as a test set while 

the remaining samples are used as a training set to construct the smoothed location 

model. This process is repeated until all objects in the data set have been tested. The 

misclassification rate can be obtained by taking the total number of misclassified 

objects and dividing it by the total number of objects in the group. The procedure of 

LOO to measure the misclassification is  
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CHAPTER THREE 

RESEARCH METHODOLOGY 

3.1 Introduction 

This chapter is going to cover all the steps involved to develop classification models 

based on the smoothed location model with the combination of PCA with four types 

of MCA for high dimensional data. The first step is to perform systematic variable 

extraction process on both continuous variables and binary variables. PCA is applied 

on the simulated data set to obtain a reduced set from a measured of continuous 

variables and MCA is implemented on the a measured of binary variables to obtain a 

reduced binary sets. Subsequently, we construct the smoothed location model by 

integrated the model with each combination of PCA and the four types of MCA 

variable extraction process. Evaluation of the performance of each of the proposed 

classification model is done by using leave-one-out method. The final step is to 

apply the proposed models to a real data set and comparison of the performance of 

the proposed models will be made with several existing classification methods.  

3.2 Procedure Design for Classification 

In this study, the following procedures are used to carry out the discrimination 

process with variable extraction approaches for high dimensional of mixed variables. 

1. Extract variables from a large number of continuous variables using PCA. 

2. Extract variables from a considerably large number of binary variables using the 

four different types of MCA. 
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3. Construct the smoothed location model using the reduced set of continuous and 

binary variables that have been extracted in Step 1 and Step 2. 

4. Evaluate the performance of the constructed rule. 

It is essential to apply variable extraction approaches before constructing the 

smoothed location model when facing with high dimensional data problem. There 

are two types of variable extraction techniques that are applied in this study. The first 

extraction approach is PCA, which is used to handle large number of continuous 

variables while the second approach is MCA, which is used to reduce large number 

of binary variables. PCA and MCA are combined in the analysis to reduce the large 

number of variables that are measure in the study. 

PCA is applied to extract variables from a measured of continuous variables. The 

new extracted component from these continuous variables is denoted as ec , 

where cce  . The chosen ec components are to be used directly in the smoothed 

location model. Then, this study aims to extract the variables from a measured of 

binary variables using MCA. Basically, there are four types of MCA which will be 

implemented in this study: Indicator MCA, Burt MCA, JCA and Adjusted MCA. 

The new extracted binary components are denoted as eb , where bbe  . However, 

the extracted eb
 
components from the binary variables cannot be used directly due to 

they are still in the form of continuous and do not fit to the location model. 

Therefore, the discretization process is needed in order to transform them to their 

original type. This process is straight forward where the values greater than 0 is 

denoted as 1 while the remaining values that are smaller than 0 are denoted as 0. 
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Once we have eb
 
components, we combine those discretized components together 

with ec components. Then, they are ready to be used in the construction of the 

smoothed location model.  

The proposed model is then evaluated using the leave-one-out (LOO) method by 

measuring the proportion of misclassifying objects. In this study, we are going to 

compare the performance of all the models constructed from the integration of each 

combination of PCA and the four types of MCA variable extraction process. 

3.3 Algorithms for Variable Extraction 

There are four algorithms of variable extraction to be used in this study resulting 

from the combination of PCA and each of the four types of MCA: Indicator MCA, 

Burt MCA, JCA and Adjusted MCA. The process of the first combination of 

variable extraction process, that is PCA and Indicator MCA is summarized and 

presented in Algorithm 3.1. The same procedures are carried out for the PCA and 

each of the remaining three types of MCA as enclosed in Algorithm 3.2 to Algorithm 

3.4, respectively. 
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Algorithm 3.1 

Variable Extraction using PCA and Indicator MCA 

================================================= 

Step 1: Implement PCA on the training set to reduce c original 

continuous variables and choose a set of new 

continuous components )( ec
 
based on the eigenvalues 

that are greater than 1.0. 

Step 2:  Implement Indicator MCA on the training set to reduce  

                        original b binary variables and choose a set of new  

                        binary components )( eb based on the total variance  

                        explained of at least 70%. This study chooses 70% of  

   total variance explained for the binary components to  

   retain as Jolliffe (2002) and Hamid (2014) have proved  

   that 70% is the most suitable percentage that can be used to  

   retain the most important binary variables considered. 

Step 3:  Perform a discretization process to transform the  

   eb
 
components to ed component in the form of 0 and   

   1.  

Step 4:  Combine the ec continuous components and the  

                        ed discretized components to prepare for the  

                        construction of the smoothed location model.  

================================================= 
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Algorithm 3.2 

Variable Extraction using PCA and Burt MCA 

================================================= 

Step 1: Implement PCA on the training set to reduce c original 

continuous variables and choose a set of new 

continuous components )( ec based on the eigenvalues 

that are greater than 1.0. 

Step 2:  Implement Burt MCA on the training set to reduce  

                        original b binary variables and choose a set of new  

                        binary components )( eb based on the total variance   

                        explained of at least 70%. 

Step 3:  Perform a discretization process to transform the  

   eb
 
components to ed component in the form of 0 and  

   1.  

Step 4:  Combine the ec continuous components and the  

                        ed discretized components to prepare for the  

                        construction of the smoothed location model.  

================================================= 
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Algorithm 3.3 

Variable Extraction using PCA and JCA 

================================================= 

Step 1: Implement PCA on the training set to reduce c original 

continuous variables and choose a set of new 

continuous components )( ec
 
based on the eigenvalues 

that are greater than 1.0. 

Step 2:  Implement JCA on the training set to reduce original  

   b binary variables and choose a set of new binary  

   components )( eb
 
based on the total variance explained  

   of at least 70%. 

Step 3:  Perform a discretization process to transform the  

   eb
 
components to ed component in the form of 0 and   

   1.  

Step 4:  Combine the ec continuous components and the  

                        ed discretized components to prepare for the  

                        construction of the smoothed location model.  

================================================= 
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Algorithm 3.4 

Variable Extraction using PCA and Adjusted MCA 

================================================= 

Step 1: Implement PCA on the training set to reduce c original 

continuous variables and choose a set of new 

continuous components )( ec based on the eigenvalues 

that are greater than 1.0. 

Step 2:  Implement Adjusted MCA on the training set to reduce  

                        original b binary variables and choose a set of new  

                        binary components )( eb
 
until 

Q
k

1
  where Q is the   

                           number of variables. 

Step 3:  Perform a discretization process to transform the  

   eb
 
components to ed component in the form of 0 and  

   1.  

Step 4:  Combine the ec continuous components and the  

                        ed discretized components to prepare for the  

                        construction of the smoothed location model.  

================================================= 
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3.4 Construction of the Smoothed Location Model 

The variable extraction processes elaborated in Section 3.3 produce a new set of 

components, ee bc  components. These new sets of extracted components are used 

to construct the smoothed location model. However, in order to construct this 

classification model, we need to estimate smoothing estimators first which are μ̂ , Σ̂  

and p̂ . 

3.4.1 Classification Model and Nonparametric Smoothing Estimation 

The vector of continuous variables and binary variables are denoted as 

),,( 21 c
T yyy  ..., y   and ),,( 21 b

T xxx ..., x   respectively. The new extracted 

components resulting from the variable extraction process using PCA and MCA are 

denoted as ),,( **

2

*

1

*

c

T y ...,y yy
 
for continuous variables

 
and ),,,( **

2
*
1

*
b

T xxx ...x   for 

binary variables. Assume that y have a multivariate normal distribution with mean 

imμ  in cell m of group i  (i = 1, 2) and a homogeneous covariance matrix across 

cells and populations, .Σ  Therefore, all objects in the two groups can be written as 

),( *T*T*T
yxz  .  The new coming objects  ),( *T*T*T

yxz   will be allocated to 1  if 
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and otherwise *T
z allocated to 2 . As discussed in sub-section 2.2.2, imμ̂  can be 

obtained by using the following smoothing function,            
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under the conditions of 

   1),(0  kmwij  and 0),(
1
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s

k

ijik kmwn

                            (3.3)

           

where 

 m, k = 1, 2,…s; i = 1, 2; and j = 1, 2,…, ec .  ikn  is the number of objects falling in 

cell k of i , 


rijky  is the 
thj  continuous components of thr object that fall into cell k 

of i
 
after the extraction process, while ),( kmwij  is the weight with respect to 

thj  

continuous components of  and cell m of all objects of i
 
that falling in cell k.  

Next, smoothing covariance matrix, Σ̂  is estimated through 
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              (3.4)  

where 
rimy

 
is the 

thj  continuous componentd of thr object in cell m of i  
after the 

extraction process. Meanwhile, the estimation of smoothing probability of cells can 

be obtained by 
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where )(
ˆ

stdimp  refers to the standardize exponential smoothing, in  is the number of 

training objects of i , imn  is the number of objects in cells m of i  and ),( kmwij  
is 

the weight which can be obtained as discussed in the following sub-section.  
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3.4.2 Weight for Smoothing Parameter 

All the smoothing estimators, imμ , Σ̂  and imp̂  depend on the weight ),( kmwij  as 

proposed by Asparoukhov and Krzanowski (2000). The weight function is 

                                                    
 kmd

ijij kmw ,),( 
                                                    (3.6) 

where the value of   is between 0 and 1. 

The ),( kmd in the equation is the dissimilarity coefficient between the 
thm cell and 

thk cell of the binary variables. This dissimilarity coefficient also can be stated in the 

form of )()(),(),( ******
km

T
kmkm xxxxxxdkmd  . 

In this study, ij
 
refers to the smoothing parameter with respect to the component j 

of i . We restrict our investigation to the utilization of a single smoothing parameter 

across all continuous components and groups where ij
 
takes the value between 0 

and 1. This is because the use of many smoothing parameters will cause complexity 

and increase the computation time. Hence, in order to obtain the best choice of 

smoothing parameter, we need to test all the possible values between the range of 0 

and 1 on the constructed smoothed location model and calculate the misclassification 

rate. Then, the optimum smoothing parameter opt , which shows the lowest 

misclassification rate, is chosen. To compute the optimum value of  , we use the 

built-in optimization function in R called optimize (objective, 

lower=0.00001, upper=0.99999). 
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The full procedure for the integration of the smoothed location model with the two 

variable extraction approaches on high dimensional data is shown in the following 

Algorithm 3.5. 
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Algorithm 3.5 

Construction of Smoothed Location Model with PCA and MCA           

=================================================== 

Step 1:  An object k is removed from the sample and the  

   remaining n-1 objects are treated as the training set,  

   where k 1, 2, …, n and 21 nnn  . 

Step 2:  Using the training set, perform PCA to extract 

   continuous variables and Indicator MCA to extract  

   binary variables. Combine the chosen new  

   components from both continuous and binary. 

Step 3:  Identify an optimized parameter, opt  for weight  

   ),( kmwij based on the new extracted components from   

   Step 2 using optimization approach (based on lowest   

   misclassification rate).  

Step 4:  Use the identified opt
 
from Step 3 to compute all the  

smoothing estimators imμ̂ , Σ̂  and imp̂ . 

 Step 5:  Construct the smoothed location models using the  

   computed smoothing estimators in Step 4. 

Step 6:  Predict the group for the removed object k using the  

   constructed smoothed location model in Step 5, and  

   assign  error 0)( k  
if the prediction is correct,  

   otherwise 1)( k . 

Step 7:  Repeat all the steps from 1 to 6 until all objects   

   take turn successfully. 
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Step 8:  Compute the misclassification rate using leave-one-out  

   method by .1

n

error
n

k

k


 

            ================================================== 

For step 2, Indicator MCA is replaced with Burt MCA then with JCA and finally 

with Adjusted MCA. The rest of the steps are repeated for three times to construct 

the smoothed location model.  
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3.5 Monte Carlo Study 

Monte Carlo study is performed to generate data sets of mixed variables contain high 

dimensional of variables, mainly the binary. In order to generate this kind of data 

sets, few parameters need to be set first such as covariance matrix, mean vector, 

number of objects, number of continuous variables as well as number of binary 

variables. 

3.5.1 Generation of Multivariate Data with Mixed Variables 

Many different statistical packages can be used to generate either continuous 

variables or binary variables. These statistical packages include Minitab, SAS, S-

Plus and R. However, there is no particular statistical package which can generate a 

set of data which consists of different types of variables at the same time. Thus, it is 

necessary for researcher to carry out some specific routines in order to generate a 

data set with mixed variables.  

A set of data with c continuous variables and b binary variables will be generated in 

this study. A set of continuous variables,    bciciicii yyyyy   ,..., , ,..., , 121  is generated 

for each group containing n objects with iμ  
and a common covariance matrix, Σ . 

The first c continuous variables icii yyy  ,,... , 21  
are treated as observed continuous 

variables while the rest of      bcicici yyy  ,..., , 21  are treated as unobserved variables. 

Discretization process is carried out to create the binary variables by applying 

threshold to the unobserved variables. Suppose that      bcicici yyy  ,..., , 21  are related 

to the set of observed binary variables ) ,..., ,( 21 ibii xxxx 
 
where 
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               (3.7)

 

The threshold,   is set to zero. This study set the threshold as zero is for simplicity. 

Another reason is that we just concerned to get empty cell in the group but not the 

percentage of the distribution of objects. However, we still obtain varieties of 

distributions of objects as this study utilizes large binary variables. After the 

discretization process, a set of observed binary variables  ibii xxx  ,..., , 21  is generated 

from the unobserved continuous variables       bcicici yyy   ,..., , 21  for group 1 and 

group 2 . At last, the combination for c + b variables is obtained from c continuous 

variables and b binary variables for both groups. 

3.5.2 Generation of Normal Mixed Data 

In this study, a set of multivariate data is generated by using the R software package. 

In order to have varieties of investigation in this study, the data are generated based 

on some different conditions of sample size n, number of continuous variables c as 

well as number of binary variables b. The sample size is set to have a size of 60, 120 

and 180 while the size of continuous variables is set to have 30, 60 and 90. The sizes 

of binary variables are set to 5, 10, 15, 20, and 25. The binary variables in this study 

were set up to 25 variables which can be considered as substantial amount to 

construct the smoothed location model. In such a case, the location model will deal 

with a large amount of multinomial cells as 33,554,432  225 m  if there is no 

manipulation on the binary variables. This study considers different size of binary 

variables in order to investigate the proposed model from different conditions. The 
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sample size of the two groups is set to be equal. The vector of means for binary 

variables is assumed to be zero and the diagonal bΣ is assumed to be unity. 

Meanwhile, the settings for vector of means for continuous variables are 1 for 1  and 

1.5 for 2 following Everitt and Merette (1990) that there was small separation 

between the two observed groups. 

Table 3.1  

Data Conditions and Data Labeling 

Sample Size/ Data Labeling 

Number of  

Measured Variables 

Indicator 

MCA 

Burt  

MCA 
JCA 

Adjusted 

MCA 

For n=60 
 

        c=30, b=5 SET 1 SET 16 SET 31 SET 46 

     c=30, b=10 SET 2 SET 17 SET 32 SET 47 

     c=30, b=15 SET 3 SET 18 SET 33 SET 48 

     c=30, b=20 SET 4 SET 19 SET 34 SET 49 

     c=30, b=25 SET 5 SET 20 SET 53 SET 50 

For n=120 
 

        c=60, b=5 SET 6 SET 21 SET 36 SET 51 

     c=60, b=10 SET 7 SET 22 SET 37 SET 52 

     c=60, b=15 SET 8 SET 23 SET 38 SET 53 

     c=60, b=20 SET 9 SET 24 SET 39 SET 54 

     c=60, b=25 SET 10 SET 25 SET 40 SET 55 

For n=180 
 

        c=90, b=5 SET 11  SET 26  SET 41  SET 56  

     c=90, b=10 SET 12 SET 27 SET 42 SET 57 

     c=90, b=15 SET 13 SET 28 SET 43 SET 58 

     c=90, b=20 SET 14 SET 29 SET 44 SET 59 

     c=90, b=25 SET 15 SET 30 SET 45 SET 60 

3.6 Model Evaluation 

In this study, the LOO method is used to evaluate the performance of the proposed 

models. This method estimates the accuracy of the constructed classification model. 

Through the LOO method, at first, an object is excluded from the data set and is 
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treated as a test set.  Then, the remaining samples are used as a training set to 

construct the classification models based on the smoothed location model. This 

process is repeated until all objects in the data set have been tested. Finally, we 

obtain the misclassification rate by taking the total number of misclassified objects 

and dividing it by the total number of objects from both groups.  

 

The measurement of misclassification is given by 

                                            
n

error

LOO k

n

k





1

                                                        (3.8) 

 

3.7 Application of the Proposed Models on Real Data Set  

The final step in this study is to apply the proposed models to a real data set and 

make comparison on the performance of the proposed models with other existing 

classification methods.   
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CHAPTER FOUR 

FINDINGS AND DISCUSSION 

4.1 Introduction 

This chapter provides the findings on the performance of the proposed smoothed 

location model with PCA and all four types of MCA for large number of mixed 

variables. The proposed models are evaluated using some simulated data sets that as 

in Section 3.5. The performance of the models are discussed with respect to the 

number of continuous and binary extracted, number of non-empty cells  as well as 

separation between the two observed groups which measured using Kullack-Leibler 

(KL) distance. The proposed models are tested and compared with each other using 

simulated data sets generated in various conditions as discussed in Sub-section 3.5.2. 

Next, the proposed smoothed location models are applied to the full breast cancer 

data and are compared with other existing classification methods to see the 

achievement and applicability of the proposed models. 

4.2 Classification Performance of the Constructed Smoothed Location Model 

Leave-one-out is a cross validation method to assess the performance of the 

constructed classification models based on the misclassification rate. Leave-one-out 

omits an object denoted as test set that is used for evaluation process, while the rest 

of the objects denoted as training set are used to construct the smoothed location 

model. The process is repeated until all objects have been omitted in turn and the 

proportion of misclassified objects is determined. This study uses this standard 

procedure to all of the constructed classification models. 
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4.2.1 Results of the Constructed Smoothed Location Models with PCA and  

          Indicator MCA 

The performance of the smoothed location model along with PCA and Indicator 

MCA is assessed through the misclassification rate as shown in Table 4.1. For n=60, 

misclassification occurs when b=15, b=20 and b=25 and the highest misclassification 

rate for this sample size is 0.5333 for b=25. While for n=120, misclassification 

occurs when b=20 and b=25 and the highest misclassification rate obtained is 0.6721 

for b=25. For n=180, the model misclassifies the objects when b=15, b=20 and b=25 

and the highest misclassification rate for this sample size is 0.5688 also for b=25. 

Table 4.1 

Performance of the Constructed Smoothed Location Models with PCA and Indicator 

MCA for All Simulated Data Sets 

Sample  

Size 

Data 

Set 

Misclassification 

Rate 

KL  

Distance 

Number of 

( ec , eb ) /( 1g , 2g ) 

For n=60 

 

     

c=30, b=5 1 0 397.94 (10,3)/(7,8) 

c=30, b=10 2 0 16.51 (10,6)/(25,23) 

c=30, b=15 3 0.0333 3.77 (9,7)/(29,24) 

c=30, b=20 4 0.3833 0.77 (9,9)/(29,27) 

c=30, b=25 5 0.5333 0.41 (9,10)/(29,28) 

For n=120 

 

     

c=60, b=5 6 0 684.04 (18,3)/(8,8) 

c=60, b=10 7 0 48.29 (19,6)/(38,35) 

c=60, b=15 8 0 7.72 (18,8)/(53,53) 

c=60, b=20 9 0.6667 0.27 (18,10)/(60,58) 

c=60, b=25 10 0.6721 0.24 (17,12)/(84,78) 

For n=180 

 

     

c=90, b=5 11 0 2592.71 (26,4)/(16,16) 

c=90, b=10 12 0 775.56 (26,6)/(48,48) 

c=90, b=15 13 0.0111 6.46 (26,7)/(84,80) 

c=90, b=20 14 0.3221 3.45 (26,8)/(88,90) 

c=90, b=25 15 0.5688 1.97 (28,9)/(89,89) 
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It is observed that the misclassification rate is strongly related with the KL distance 

where KL distance is a measure of distance between the observed groups. From the 

results, the misclassification rate is decreasing when the distance between groups is 

getting larger. The smoothed location model starts to display higher misclassification 

rate when KL distance is smaller than 1.0 units especially for n=60 and n=120. This 

relationship is further shown in Figure 4.1 where the X-axis represents the KL 

distance while Y-axis represents the misclassification rate. The declining line clearly 

reveals that the misclassification rate is decreasing as the distance between the two 

groups moves farther apart.  

Meanwhile, it is interesting to highlight that the KL distance is highly dependent on 

the number of extracted binary components which is indirectly related to the number 

of empty cells occurring. For example, the KL distance for data SET 6 is 684.04 

units with only three binary components have been extracted. These three binary 

components created eight multinomial cells for each group and the result shows there 

is no empty cell for this case. The performance of the model shows good 

performance as all the multinomial cells are filled by the objects so that we can 

obtain information from their own cells to construct the model. In contrast, data SET 

9 scores only 0.27 units of KL distance since 10 binary components are extracted 

which created 1,024 multinomial cells in each group but only 60 of 1  and 58 of 2  

are non-empty cells. It shows that most of the created cells are empty; 964 and 966 

for 1  and 2  respectively. This made the performance of the proposed model gets 

worst since the information to be obtained from the created cells is very less. This 

result also proves that as the number of extracted binary component increase, the 
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number of empty cells gets higher. Moreover, the more the binary components that 

are extracted, the closer the distance between the observed groups. This finding 

proves that the groups are overlapping when KL distance is small if the number of 

extracted binary components is large and thus the performance of the model becomes 

poorer.  

Misclassification rate is also strongly related to the number of binary extracted ( eb ). 

The relationship of misclassification rate and number of binary extracted is displayed 

in Figure 4.2. The graph demonstrates that small error is obtained when a small 

number of binary components are extracted. For example, the misclassification rate 

for data SET 3 is 0.0333 when seven binary components are extracted while the 

misclassification rate for data SET 5 is 0.5333 when 10 binary components are 

extracted. As has been mentioned, there are two main factors that affect the 

performance of proposed models which are the number of binary extracted and KL 

distance. From the results, it can be concluded that the proposed models would give 

small misclassification rate when the distance between the groups is larger and the 

number of extracted binary components is smaller.  

Further investigation indicates that there is a relationship between the sample sizes 

and the misclassification rate. As the size of sample increases, the lower the 

misclassification rate obtained. For example, the misclassification rate for data SET 

4 is 0.3833 (it means 23 objects are wrongly classified from 60 objects) while data 

SET 14 shows misclassification rate as low as 0.3221 (58 objects are wrongly 

classified from 180 objects).  This result indicates that larger sample size can 
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increase the accuracy of the classification since more information can be obtained 

and analyzed through large sample sizes.  

 

Figure 4.1 Performance of Constructed Smoothed Location Model  

based on KL Distance 
 

 

Figure 4.2 Performance of the Constructed Smoothed Location Model  

based on Number of Binary Retained 
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4.2.2 Results of the Constructed Smoothed Location Models with PCA and Burt  

         MCA 

Misclassification for this model only occurs under the condition of b=25 for all 

sample sizes, that is data SET 20, data SET 25 and data SET 30, as shown in Table 

4.2. The highest misclassification rate shown by this model is 0.0186 under n=180. 

The number of binary variables extracted for each of the data conditions is not more 

than nine. Thus, the proposed model shows better performance with smaller number 

of binary extracted.  

Table 4.2 

Performance of the Constructed Smoothed Location Models with PCA and Burt 

MCA for All Simulated Data Sets 

Sample  

Size 

Data 

Set 

Misclassification 

Rate 

KL  

Distance 

Number of 

( ec , eb ) /( 1g , 2g ) 

For n=60 

 

     

c=30, b=5 16 0 294.28 (10,2)/(4,4) 

c=30, b=10 17 0 281.91 (10,4)/(14,14) 

c=30, b=15 18 0 88.46 (9,5)/(21,21) 

c=30, b=20 19 0 17.06 (9,6)/(24,25) 

c=30, b=25 20 0.0167 16.67 (9,6)/(22,23) 

For n= 120 

 

     

c=60, b=5 21 0 164.15 (18,3)/(6,6) 

c=60, b=10 22 0 849.91 (19,5)/(28,29) 

c=60, b=15 23 0 169.85 (18,6)/(38,40) 

c=60, b=20 24 0 34.63 (18,7)/(46,50) 

c=60, b=25 25 0.0167 7.41 (17,8)/(53,54) 

For n=180 

 

     

c=90, b=5 26 0 205.56 (18,3)/(6,6) 

c=90, b=10 27 0 157.58 (26,5)/(28,27) 

c=90, b=15 28 0 145.72 (26,7)/(68,68) 

c=90, b=20 29 0 27.93 (26,8)/(74,77) 

c=90, b=25 30 0.0186 6.69 (28,9)/(83,81) 
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4.2.3 Results of the Constructed Smoothed Location Models with PCA and JCA 

For all data conditions, only one out of 15 data sets produce misclassification as can 

be observed in Table 4.3. The data SET that display 0.1667 misclassification rate is 

data SET 35. The highest number of binary components extracted by this model is 

not more than seven for all sample sizes. With this, the proposed model performed 

good in all cases. 

Table 4.3  

Performance of the Constructed Smoothed Location Models with PCA and JCA for 

All Simulated Data Sets 

Sample  

Size 

Data 

Set 

Misclassification 

Rate 

KL  

Distance 

Number of 

  ( ec , eb ) /( 1g , 2g ) 

For n=60 

 

     

c=30, b=5 31 0 225.92 (10,2)/(4,4) 

c=30, b=10 32 0 97.12 (10,3)/(6,6) 

c=30, b=15 33 0 353.51 (9,3)/(8,8) 

c=30, b=20 34 0 83.20 (9,5)/(19,22) 

c=30, b=25 35 0.1667 17.28 (9,6)/(23,23) 

For n=120 

 

     

c=60, b=5 36 0 374.09 (18,2)/(4,4) 

c=60, b=10 37 0 265.02 (19,2)/(4,4) 

c=60, b=15 38 0 812.76 (18,3)/(8,8) 

c=60, b=20 39 0 883.14 (18,5)/(27,28) 

c=60, b=25 40 0 35.57 (17,7)/(49,45) 

For n=180 

 

     

c=90, b=5 41 0 491.41 (26,2)/(4,4) 

c=90, b=10 42 0 643.54 (26,2)/(4,4) 

c=90, b=15 43 0 2275.92 (26,4)/(16,16) 

c=90, b=20 44 0 149.81 (26,7)/(71,64) 

c=90, b=25 45 0 2316.06 (28,5)/(31,29) 
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4.2.4 Results of the Constructed Smoothed Location Models with PCA and  

          Adjusted MCA 

The highest misclassification rate obtained by this model is 0.6667 for n=180, b=20. 

Table 4.4 demonstrates the proposed models start to produce misclassification when 

the KL distance is smaller than 6.0 units except for data SET 48. As the number of 

binary components extracted increases, the misclassification rate increases for all 

sample sizes especially when the number of binary components extracted is greater 

than eight. Besides that, the computed KL distance is smaller when the number of 

binary extracted is bigger. For example, the smallest KL distance for this model is 

only 1.29 units with nine binary extracted under n=60 and when b=20.  

Table 4.4  

Performance of the Constructed Smoothed Location Models with PCA and Adjusted 

MCA for All Simulated Data Sets 

Sample  

Size 

Data 

Set 

Misclassification 

Rate 

KL  

Distance 

Number of 

  ( ec , eb ) /( 1g , 2g ) 

For n=60 

 

     

c=30, b=5 46 0 153.23 (10,3)/(7,8) 

c=30, b=10 47 0 109.28 (10,5)/(22,24) 

c=30, b=15 48 0.0167 16.92 (9,6)/(26,21) 

c=30, b=20 49 0.5667 1.29 (9,9)/(30,28) 

c=30, b=25 50 0.45 1.65 (9,10)/(29,29) 

For n= 120 

 

     

c=60, b=5 51 0 164.15 (18,3)/(6,6) 

c=60, b=10 52 0 673.07 (19,5)/(28,26) 

c=60, b=15 53 0 31.80 (18,7)/(52,51) 

c=60, b=20 54 0.2917 2.7711 (18,9)/(55,54) 

c=60, b=25 55 0.5333 1.38 (17,12)/(59,58) 

For n=180 

 

     

c=90, b=5 56 0 201.40 (26,3)/(6,6) 

c=90, b=10 57 0 162.77 (26,5)/(27,28) 

c=90, b=15 58 0 21.17 (26,8)/(84,78) 

c=90, b=20 59 0.6667 5.39 (26,9)/(88,90) 

c=90, b=25 60 0.38 2.36 (28,9)/(89,92) 
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4.2.5 Comparison of All Results based on Proposed Models 

One of the main aims of this study is to determine which types among the four MCA 

most suitable with the proposed models based on different data conditions that are 

investigated. This section compares the performance of the proposed models based 

on the same binary size, b=20 for all considered sample as display in Table 4.5. The 

20 binary are chosen because it can be considered as large binary variables which 

can affected the performance of the proposed models. Both Burt MCA and JCA 

show good results with zero misclassification rates as no object is misclassified into 

the groups for all sample sizes. Meanwhile, Indicator MCA shows the highest 

misclassification rate, 0.6667 under n=120. Conversely, Adjusted MCA records the 

highest misclassification rate, 0.5667 and 0.6667 under n=60 and n=180, 

respectively. These results illustrated that both Burt MCA and JCA performed well 

for all sample sizes even when the measured binary variables are large.  

Table 4.5  

Performance of Constructed Smoothed Location Models with PCA and All Four 

Types of MCA for b = 20 under All Sample Sizes Considered 

b=20 Misclassification Rate 

 
Indicator Burt JCA Adjusted 

n=60 0.3833 0 0 0.5667 

n=120 0.6667 0 0 0.2917 

n=180 0.3221 0 0 0.6667 

Table 4.6 displays the performance of the constructed smoothed location models 

with PCA and all four types of MCA under n=120 for all binary variables considered. 

The models along with PCA and all four types of MCA show zero misclassification 

rates for b=5, b=10 and b=15. Indicator MCA starts to show the misclassification 

rate when binary sizes are 20 and 25, which is 0.6667 and 0.6721. Burt MCA only 
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shows 0.0167 misclassification rate when b=25 while JCA did not show any 

misclassification for all the binary variables considered. Finally, Adjusted MCA also 

show the misclassification rate when b=20 and b=25, which is 0.2917 and 0.5333. 

The results demonstrated that all types of MCA performed well when a small and 

moderate number of binary variables are considered. Overall, JCA performed the 

best followed by Burt MCA for all sizes of binary variables considered in the study. 

Table 4.6  

Performance of Constructed Smoothed Location Models with PCA and All Four 

Types of MCA under n=120 for All Binary Sizes Considered 

n=120 Misclassification Rate 

  Indicator Burt JCA Adjusted 

b=5 0 0 0 0 

b=10 0 0 0 0 

b=15 0 0 0 0 

b=20 0.6667 0 0 0.2917 

b=25 0.6721 0.0167 0 0.5333 

Next, we compare the performance of the proposed models from all MCA types 

based on misclassification rate which is related to KL distance, number of extracted 

binary components and number of empty cells in each group. As shown in all the 

four tables (Table 4.1 to Table 4.4), JCA performs the best follow by Burt MCA 

while both Indicator MCA and Adjusted MCA offer comparable performance. For 

JCA, the misclassification only occurs for data SET 35 (see Table 4.3). For Burt 

MCA, the misclassification rate can only be observed when b=25 for all sample sizes 

(see Table 4.2). The highest misclassification rate among MCA types is shown by 

Indicator MCA (see Table 4.1), which is 0.6721 from data SET 10 followed by 

0.6667 from data SET 9 as well as data SET 59 by Adjusted MCA (see Table 4.4).  
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In the previous sections, we have mentioned that the misclassification rate is closely 

related to the KL distance. The larger the distance between the groups, the lower the 

misclassification rate is achieved for each MCA used. JCA had classified all the 

objects correctly into the groups (except data SET 35) since the KL distance is larger 

which are in the range of 35.57 units until 2316.06 units. The KL distance shown is 

large enough to prevent the proposed model misclassified the objects. In contrast, 

Indicator MCA shows highest misclassification rate as their KL distance shown is as 

low as 0.24 units where the distance between the two observed groups is so close. 

We also compare the number of binary components that are extracted from all four 

types of MCA. As has been discussed, the number of binary extracted is closely 

related with the misclassification rate. The misclassification rate is lower when the 

number of binary extracted is small. In general, the results show that JCA extracts 

the fewest number of binary components followed by Burt MCA, Adjusted MCA 

and lastly by Indicator MCA. This is the reason why Indicator MCA achieves the 

highest misclassification rate. In Table 4.7, under n=60 and when b=20, JCA extracts 

only five binary components while Burt MCA extracts six binary components and 

both Indicator MCA and Adjusted MCA extract nine binary components. Both 

Indicator MCA and Adjusted MCA showed high misclassification rate with 0.3833 

and 0.5667 respectively. 

 The number and percentage of multinomial cells that are filled with the objects from 

each of the MCA types are compared in Table 4.7. For instance, firstly, Indicator 

MCA (SET 4) extracted nine binary components which led to 512 multinomial cells 
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per group. However, only 29 cells (5.66%) of 1  and 27 cells (5.27%) of 2  were 

filled with the objects (non-empty cells). The percentages of multinomial cells that 

are filled are very small which shows that most of the formed cells are empty, that is 

483 cells (94.34%) in 1  and 485 cells (94.73%) in 2 . This implies that data SET 4 

produces only 5.66% and 5.27% of non-empty cells in 1  and 2  which is 

impractical to be used to construct the smoothed location model as the cells have 

very low percentage of containing the objects. This situation can be regarded as a 

huge sparseness problem. Adjusted MCA (data SET 49) demonstrates almost the 

same result as data SET 4 where only 5.86% and 5.47% are non-empty cells for 1  

and 2  respectively. This is one of the reasons why both Indicator MCA and 

Adjusted MCA performed very poor with misclassification rates of 0.3833 and 

0.5667 respectively. In contrast, JCA shows the best results compared to others as 

the number of non-empty cells are more than 50% where 19 cells (59.38%) of 1  

and 22 cells (68.75%) of 2  out of 32 multinomial cells are filled with objects (data 

SET 34). Although the number of non-empty cells of Burt MCA (data SET 19) is not 

as good as JCA but it is acceptable since the percentages of non-empty cells are 

37.50% and 39.06% for 1 and 2 , respectively. The misclassification rates for both 

JCA and Burt MCA are zero since the number of binary extracted is lower and the 

number of non-empty cells is much higher than the Indicator MCA and Adjusted 

MCA. This implies that JCA and Burt MCA have enough information from the 

respective non-empty cells to construct the proposed models. 
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Overall, the findings demonstrated that JCA shows the best among the four types of 

MCA. The misclassification rate obtained is the lowest and the number of binary 

extracted for each sample size is also the lowest compared to others. The number of 

non-empty cells records the highest percentage due to lower number of binary 

components that are extracted by JCA (refer Table 4.3).  

From all the results obtained, we can observe the characteristics of all four types of 

MCA. For example, Indicator MCA did not perform well when the number of binary 

component extracted is more than seven (see Table 4.1) while Adjusted MCA is 

more than eight binary is extracted (see Table 4.4). However, Burt MCA and JCA 

performed much better than the Indicator MCA and Adjusted MCA. Although the 

achievement of Burt MCA and JCA are about the same, JCA did not perform very 

well when the sample size is small. For example, observing results of data SET 35 

compared to data SET 20, JCA has misclassified 10 objects out of 60 objects while 

Burt MCA misclassified only 1 object under the same data condition. Nevertheless, 

the overall performance indicates that JCA performed better for the remaining data 

sets.  
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Table 4.7  

Empirical Results of the Constructed Smoothed Location Model with PCA and All 

For Types of MCA for b=20 under n=60 

State of Affairs 

Indicator 

(SET 4) 

Burt 

(SET 19) 

JCA 

(SET 34) 

Adjusted 

(SET 49) 

Number of Extracted Binary 

Components 
9 6 5 9 

Number of Multinomial Cells 

per Group 
512 64 32 512 

Number of Non-empty Cells in 

Each Group  21,  
(29,27) (24,25) (19,22) (30,28) 

Percentage of Non-empty Cells  

in Each Group  21,  
(5.66%, 

5.27%) 

(37.50%, 

39.06%) 

(59.38%, 

68.75%) 

(5.86%, 

5.47%) 

KL Distance 0.77 17.06 83.20 1.29 

Performance of Proposed 

Models (Misclassification Rate) 
0.3833 0 0 0.5667 

4.3 The Average Execution Time 

The average computational time duration for executing the whole process of 

constructing the smoothed location models with PCA and all types of MCA are 

displayed in Table 4.8. We discover that the computational time to accomplish the 

whole estimation process is greatly influenced by the number of binary considered. 

The sample size also gives large impact on the computational time. This is because 

the construction of the models is based on the double nested of the leave-one-out 

procedure. The time taken for the whole process increases as the number of binary 

components extracted increases because large number of multinomial cells is being 

created from the extracted binary components. Besides that, the number of 

continuous variables used also has little effects on the computational time. If we 
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compare the computational time based on all MCA types, we can see that Indicator 

MCA takes the longest time to complete the whole process, especially when the 

sample size is 180 and the number of retained binary components is nine since there 

are 512 multinomial cells per group created by nine binary components. In contrast, 

the computational time for JCA is the shortest because the number of binary retained 

is the least compared to others. 

Table 4.8  

Average Computational Time (in seconds) for the Whole Estimation Process of 

Smoothed Location Models with PCA and All Four Types of MCA 

Sample Size Indicator  Burt  JCA Adjusted  

  MCA MCA 
 

MCA 

For n=60 
    

c=30, b=5 3218.2 1736.75 225.92 1653.82 

c=30, b=10 6216.16 4329.98 1210.22 3005.7 

c=30, b=15 11866.6 5152.65 1227.97 7695.02 

c=30, b=20 61559.24 9768.17 3602.63 50898.53 

c=30, b=25 130157.73 10207.04 5465.14 140235.72 

For n= 120 
    

c=60, b=5 9445.41 9337.91 8680.22 9238.84 

c=60, b=10 41386.22 23971.76 7185.84 23397.23 

c=60, b=15 139518.15 41114.42 9635.28 63358.83 

c=60, b=20 826415.93 69384.78 28780.69 377139.56 

c=60, b=25 1023345.62 133595.53 68129.39 658932.38 

For n=180 
    

c=90, b=5 51248.95 28677.65 26774.09 32197.42 

c=90, b=10 119348.61 74615.98 22465.39 170571.79 

c=90, b=15 873709.03 241116.1 47378.41 643018 

c=90, b=20 1083295.23 416611.43 233834.13 832369.21 

c=90, b=25 2083365.26 876931.6 92780.69 1356723.92 
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4.4 Application of the Proposed Models on Real Data Set 

This section discusses the findings of the constructed classification models on a real 

data set, that is full breast cancer data. Details of this data set are discussed in the 

next sub-section 4.4.1. The performance of the constructed smoothed location 

models are compared to several existing classification methods including smoothed 

location model with variable selections, linear discriminant analysis (LDA), 

quadratic discriminant analysis (QDA), logistic discrimination (logistic), linear 

regression model (regression), classification tree (tree) and smoothed location model 

with PCA (2PCA). The results of all existing classification methods in this section 

are taken from previous studies by Mahat (2006). These classification methods are 

compared based on their misclassification rates. 

4.4.1 Full Breast Cancer Data 

The full breast cancer data consists of two groups of 137 women with breast tumors 

where 78 of them are in the benign group )( 1  and another 59 are in the malignant 

group )( 2 . The original data set consists of 15 variables are used to investigate the 

psychosocial behavior among the patients that were conducted at the King’s College 

Hospital, London.  

There are four types of measured variables for this full breast cancer data. These 

variables include: 

(i) Two continuous variables 

 The variables include age of patient in years (Age) and age of menarche (AgeM). 
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(ii) Six ordinal variables with 11 states each 

 The variables are psychosocial observations with scores in the range of 0 to 

    10 each. These variables are acting out hostility (AH), criticism of others (CO),      

      paranoid hostility (PH), self-criticism (SC), guilty (G) and direction of hostility   

     (DIR). 

(iii)Four nominal variables with three states each 

The four nominal variables are level of temper (Temper), level of feelings  

(Feel), size of breast (Size) and delay (Delay). The first three variables take a  

value of 0, 1 or 2 while the variable Delay takes a value of 1, 2 or 3.  

(iv) Three binary variables 

 The variables describe the absence (0) or the presence (1) of post-menopausal  

      status (Postm), thyroid (Thyroid) and allergy (Allergy) of the patients.  

This study treats six ordinal variables as continuous and converts all four nominal 

variables to the binary variables. The three states of nominal variables are labeled as 

Temper1, Temper2, Feel1, Feel2, Size1, Size2, Delay1 and Delay2 after converting 

them to the binary form. Finally, there are eight continuous variables and eleven 

binary variables in this data set. This data can be considered as mimic with 

simulation study as b=11 which is in the range of b=10 and b=15. Also, the sample 

size is of 137 which is between n=120 and n=180 in simulation study. 



 

 68 

4.4.2 Comparison among Classification Methods 

This section compares the performance of the proposed models with some existing 

classification methods for full breast cancer data. The main purpose of this 

comparison is to check whether the proposed models perform as good as other 

existing methods.  

The first three methods are full models that use all the original variables while 

regression is performing variable selections using forward selection, backward 

selection and stepwise selection. Classification tree which use the auto-termination 

strategy is involved in the comparison for this real data set. Besides, we also include 

the smoothed location model with variable selections and variable extractions. We 

rank the performance of the methods in ascending order based on misclassification 

rate as shown in Table 4.9.  

From the results obtained, the proposed smoothed location model with PCA and JCA 

performs best as it showed the lowest misclassification rate and followed by 

Adjusted MCA and Burt MCA. Results from all methods confirmed that the 

performance of the classification models with variable extraction approaches (except 

smoothed location model with PCA and Indicator MCA) are excellent followed by 

the classification methods that include all the variables in the model except QDA 

which shows the worst performance. It is obvious that there is a big difference 

between the smoothed location model with variable selections and smoothed location 

model with variable extractions where the latter showed much better improvement 

than the former. Smoothed location model with variable selections and classification 

tree showed poor performance as they only include some variables into the models. 
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This implies that all the variables may contribute to discriminate the benign and 

malignant patients. 

For further details, smoothed location model with variable extractions discovered 

that PCA extracts three components from the total of eight continuous variables and 

three binary components from the total of eleven binary variables for JCA while five 

binary components are extracted by the rest of MCA types. The results obtained 

demonstrated that PCA and MCA are the most suitable approaches to handle the 

extraction process of a large number of continuous and binary variables before 

performing classification tasks involving mixed variable. 

Table 4.9  

Results of Full Breast Cancer Data for Eight Classification Methods 

Classification  Selection Strategy Misclassification Performance  

Methods    Rate Rating 

LDA Include all variables 0.2920 6 

QDA Include all variables 0.4453 14 

Logistic Include all variables 0.2847 5 

 

Forward selection 0.3139 10 

Regression Backward selection 0.2920 6 

 

Stepwise selection 0.2920 6 

Tree Auto-termination 0.3139 10 

Smoothed Location 

   Model (LM): 

   (i) Smoothed LM with Forward selection 0.3139 10 

variable selections Stepwise selection 0.3139 10 



 

 70 

(ii) Smoothed LM with 2PCA 0.2774 4 

      double PCA 

   (iii) Smoothed LM with PCA + Indicator MCA 0.3066 9 

PCA and MCA PCA + Burt MCA 0.2336 3 

 

PCA + JCA 0.1534 1 

 

PCA + Adjusted MCA 0.1972 2 
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CHAPTER FIVE 

CONCLUSION AND FUTURE WORK 

5.1 Introduction 

This chapter summarizes all the findings in this research and concludes the result of 

the investigations that have been performed on the proposed smoothed location 

models. The discussion also covers some future works that can enhance the use of 

location model in the future. 

5.2 Discussion and Conclusion 

This study has developed classification models based on the smoothed location 

model with the combination of PCA with four types of MCA for high dimensional 

data. This study has introduced three alternatives strategies for smoothed location 

model with variable extractions, PCA and MCA for discriminant analysis. The 

investigation has covered the classification task that involves large number of mixed 

variables. Smoothed location model is known to be advantageous in dealing with 

mixed continuous variables and categorical variables. However, this model may 

suffer from the exponential increase of multinomial cells when the number of binary 

variables increases. For such reason, this study has implemented variable extractions 

approaches which are PCA and MCA to reduce the effect of the large number of 

variables considered mainly the binary on the performance of smoothed location 

model.  

The proposed strategy of PCA and MCA act as an additional tool for classification 

tasks. It can handle the limitation of the location model as found by Mahat et al. 
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(2007) which suffers from the problem of over-parameterization even with the use of 

variable selection. The construction of the smoothed location model is done through 

the integration of each combination of PCA and the four types of MCA variable 

extraction process. In fact, there are four types of MCA but only Burt MCA has been 

implemented with the smoothed location model in the study of Hamid (2014). 

 Throughout this study, we have focused on the effect of four types of MCA on the  

smoothed location model based on different sample sizes and varied number of 

binary variables by looking at their misclassification rate. The potential of four 

proposed models are presented using both simulation studies and a real data analysis. 

In the simulation studies, all the results showed zero misclassification rate when b=5 

and b=10. This is because the number of binary components extracted is less than 

six. In fact, the existence of six binary variables is already considered large since the 

number of multinomial cells is increased exponentially with it and can affects the 

performance of classification model. As the number of binary extracted increases, 

the findings of the simulation in Chapter 4 revealed that the JCA performed the best 

follow by Burt MCA. The results for both Indicator MCA and Adjusted MCA are 

comparable regardless of the number of binary extracted and the misclassification 

rate obtained. Both Indicator MCA and Adjusted MCA did not perform when the 

number of binary component extracted is more than seven and more than eight 

respectively. JCA performed well since it obtains the lowest misclassification rate, 

the number extracted binary is the smallest, the percentage of non-empty cells is the 

largest and the processing time is the fastest compared to others. For example, when 

b=25, we can see that JCA extracts six, seven and five binary components for n=60, 
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n=120 and n=180 respectively (refer Table 4.3) while the rest of MCA extracted 

more than seven binary components. However, JCA did not perform well in small 

sample size since JCA has misclassified 10 objects out of all 60 objects while Burt 

MCA only misclassified 1 object only for the same data set. Thus, we can infer that 

all MCA types are suitable to be implemented when the number of binary variables 

extracted are not more than six while JCA still suitable to be used for the binary size 

that is more than six in the smoothed location model classification problems. 

Nevertheless, the outcomes for both JCA and Adjusted MCA are comparable for full 

breast cancer data in discriminating the benign and malignant patients. JCA ranks 

first by scoring the lowest misclassification rate, which is 0.1534 while the last place 

goes to QDA with 0.4453 of misclassification rate. The results clearly showed that 

variable extractions approaches perform better than the classification models that 

include all of the variables except QDA. In addition, we can figure out that there is 

an obvious difference between the performance of the smoothed location model with 

variable extractions and smoothed location model with variable selections. This 

result indicated that there is a great improvement in the smoothed location model 

with the variable extractions. 

We have demonstrated that both PCA and MCA are promising dimension reduction 

techniques when dealing with numerous of mixed variables especially for smoothed 

location model. We discover that the classification performance is improved with the 

help from the two variable extractions, PCA and MCA in comparison to other 

existing classification methods. As a conclusion, the proposed smoothed location 
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models can be considered as alternative to discriminant analysis when having a large 

number of mixed variables, mainly the binary. 

5.3 Future Work Direction 

Future work is necessary to produce better classification models. First, the idea of 

two groups classification study can be extended to multiclass classification problem 

as researchers always have to deal with many groups with various complexities in 

practice. Besides that, a valuable result may be obtained by investigating the 

behavior of location model when the covariance matrices are heterogeneous. 

Another possibility is to generate a non-normal mixed data in the simulation to 

investigate the smoothed location model in different dimensions. Thus, future study 

can compare the performance of the constructed classification models between 

normal and non-normal data. More application works of the proposed models in real 

data set can also be done. In conclusion, a deep investigation in classification models 

is needed while dealing with large variables and the most important thing is to 

improve the performance of the existing classification methods in the future studies.    
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