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Abstrak 

Media sosial adalah laman web yang menyediakan tempat untuk manusia berhubung. Salah 
satu contoh media sosial adalah YouTube, iaitu satu medium yang menghubungkan 
manusia melalui perkongsian video. Malangnya, akibat daripada bilangan pengguna 
komputer yang tinggi dan perkongsian video yang pelbagai, wujud segolongan pengguna 
hasad yang mempromosikan video sendiri atau menyebarkan virus dan perisian berbahaya. 
Walaupun pengesanan pengguna hasad telah dilakukan berdasarkan pelbagai ciri seperti 
maklumat kandungan, aktiviti sosial pengguna, analisa rangkaian sosial atau ciri hibrid, 
kadar pengesanan masih dianggap rendah (iaitu 46%). Kajian ini mencadangkan satu set 
ciri yang terdiri daripada ciri pengguna, kelakuan pengguna dan ciri yang direka 
berdasarkan konsep Edge Rank. Kajian ini direalisasikan dengan menganalisis satu set 
pengguna YouTube dan kandungan video yang dikongsi. Ini diikuti dengan proses 
mengklasifikasikan pengguna dengan menggunakan 22 pengklasifikasi berdasarkan set ciri 
yang telah dicadangkan. Penilaian dibuat dengan membandingkan keputusan klasifikasi 
bagi ciri hibrid yang dicadangkan dengan ciri yang bukan-hibrid. Eksperimen yang telah 
dijalankan menunjukkan bahawa kebanyakan pengklasifikasi memperoleh keputusan yang 
lebih baik apabila menggunakan ciri hibrid berbanding dengan ciri bukan-hibrid. Purata 
kejituan klasifikasi adalah 95.6% bagi set ciri hibrid. Keputusan ini menunjukkan bahawa 
kajian yang dicadangkan akan memanfaatkan pengguna YouTube kerana pengguna hasad 
yang berkongsi kandungan yang tidak relevan boleh dikenal pasti. Ini akan membawa 
kepada pengoptimuman sumber sistem dan mewujudkan kepercayaan antara pengguna.  
 
Kata kunci: Pengguna hasad, Pengesanan spam, Edge Rank, Pembinaan ciri  
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Abstract 

Social media is any site that provides a network of people with a place to make connections. 
An example of the media is YouTube that connects people through video sharing. 
Unfortunately, due to the explosive number of users and various content sharing, there exist 
malicious users who aim to self-promote their videos or broadcast viruses and malware. 
Even though detection of malicious users have been done using various features such as 
the content, user social activity, social network analyses, or hybrid features, the detection 
rate is still considered low (i.e., 46%). This study proposes a new set of features that 
includes features of the user, user behaviour and also features created based on Edge Rank 
concept. The work was realized by analysing a set of YouTube users and their shared video. 
It was followed by the process of classifying users using 22 classifiers based on the 
proposed feature set. An evaluation was performed by comparing the classification results 
of the proposed hybrid features against the non-hybrid ones. The undertaken experiments 
showed that most of the classifiers obtained better result when using the hybrid features as 
compared to using the non-hybrid set. The average classification accuracy is at 95.6% for 
the hybrid feature set. The result indicates that the proposed work would benefit YouTube 
users as malicious users who are sharing non-relevant content can be detected. The results 
also lead to the optimization of system resources and the creation of trust among users. 
 
Keywords: Malicious users, Spam detection, Edge Rank, Features construction 
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CHAPTER ONE  

INTRODUCTION 
1.1 Background 

One decade ago, various online social media platforms (OSM) appeared and this includes 

the Hi5, LinkedIn, Facebook, YouTube, etc. Up to date, significant developments of this 

online interaction can be seen due to the explosive services that the network offers. 

Nevertheless, the popularity of these platforms led to malicious users target (Wuest, 2010; 

Zheng, Zeng, Chen, Yu, & Rong, 2014).  

During the first age of social media, email filters were employed to detect malicious 

messages, where it caught over 95% of these messages. This is supported by another study 

that shows that email spam has dropped by half during 2010 according to Tan et al. (2013). 

Hence, malicious users try to find a new target for their activity (Tynan, 2012). Based on 

the easiest way to create a fake account and connect with people was social media, so they 

moved to social media networks. In the same time, malicious users are now able to reach 

more of personal information through using social media. In addition, they are now able to 

publish comments, links, fake detail, videos or follow people, like the post, add friends. 

These were new features used by malicious users to gain what they want from other 

legitimate users. 

The threat of social malicious users is on the rise during the first half of 2013. According 

to Nexgate study in 2013, there is a 355% growth of social spam on a typical social media 

account. Even though most platforms have their own spammer detection technique, 

spammers always change their strategies and invent new scam techniques to circumvent 

most of the spam detection algorithms. However, various spam detection studies focus on 
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Facebook, Twitter, Renren, LinkedIn, and YouTube where these studies were conducted 

based on exposing different features of each site. 

YouTube is one of the famous sites in social media network. It has over a billion users and 

almost a third of them are on the Internet every day (YouTube, 2015). YouTube has 

become the major channel for sharing video and delivering multimedia contents, where 

around 4 billion hours of video content are watched by more than 1 billion unique users 

visiting YouTube every month. It offers and supports a new feature of interaction among 

users, including video chats, political debates, video emails and video blogs (Chowdury, 

Adnan, Mahmud, & Rahman, 2013). 

YouTube users watch hundreds of millions of hours of videos and generate a billion of 

views. The number of people watching YouTube each day has increased by 40% since 

March 2014. Furthermore, in March 2015, creators filming in YouTube Spaces have 

produced over 10,000 videos which have generated over 1 billion views and 70+ million 

hours of watch time (YouTube, 2015). According to the twice-yearly Global Internet 

Phenomena Report (Sandvine, 2015), during peak-period, real-time entertainment traffic 

is by far the most dominant traffic category, accounting for 40% of the downstream bytes 

on the network. Where in the same study, YouTube accounted for 17.7% of peak 

downstream traffic and year later that figure saw a significant increase to 21.2%.  

Since malicious users like to scams other users, they will keep updating their channel by 

fake videos or with most popular movies to increase their score and make other users 

wanted to subscribe their channels. There are cases where most of the videos updated by 

the malicious user do not contain the media that is supposed to contain (Chowdury et al., 
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2013). This means the threat of those users not only have an effect on legitimate users but 

also led to network bandwidth consumption (Benevenuto et al., 2008). Hence, there is a 

need to automatically detect spammers among YouTube channels. 

The malicious user usually publishes a spam in order to promote a specific content, 

advertisements to generate sales or to increase view count for some websites to make them 

more credible (Tan et al., 2012). There are a number of spam detection techniques that 

exploit characteristics present in the contents for instance email body and comments in 

social sites (Hu, Tang, Gao, & Liu, 2015).  

On the other hand, malicious users also publish video spamming, and this is commonly 

found in social video sharing systems Such as YouTube, In this case, it can be much more 

challenging to detect (Chowdury et al., 2013). However, it is not easy to apply content 

based features (Razmara et al., 2012; McCord & Chuah, 2011) in malicious detection over 

video objects while the content based required textual features in order to be analysed. 

There are some studies to detect malicious users based on social media features of 

engagements (Zhu et al., 2012). These features include social activity where it focuses on 

capturing the interaction or behaviour between users (Yardi, Romero, Schoenebeck, & 

Boyd, 2010). In addition, there are also work on underneath communication (i.e. 

relationship between users, network usage) in order to distinguish spammers (O’Callaghan, 

Harrigan, & Carthy, 2012).  

Nevertheless, the aforementioned studies become less effective as a result of the rapid 

evolution of the techniques used by malicious users (Hu, Tang, & Liu, 2014). Hence, recent 

work for malicious user detection is based on the combination of features. For example, 
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Zheng et al. (2015) had been conducting a study on detecting spammers in social networks 

using 18 features. Similar work can also be seen in Zhu et al. (2012) conducted a study that 

proposes the combination of users’ social action and social relations features. On the other 

hand, Benevenuto et al. (2008) and Kiran (2015) conducted studies using three subsets of 

features: user details, social network, and video attributes. These features are of user-based 

and user-behaviour. However, these studies could not obtain accuracy higher than 46%. 

This may be due to the employment of irrelevant features. 

1.2 Problem Statement 

The success of social media platforms such as Facebook, Tweeter, and YouTube in the last 

few years encouraged more users to engage with these sites (YouTube, 2015). YouTube 

like the other social media platform depends on media contents that are created and shared 

by users. Such an approach allows malicious users (i.e. spammers) to exploit it (Wuest, 

2010; Zheng, Zeng, Chen, Yu, & Rong, 2014). According to a market survey on the impact 

of spammer over social media in 2008, 83% of social media users have received at least 

one message or friend request from unknown accounts in (UK, 2008; Kiran, 2015). 

One of the main aims of malicious user is video spamming over video-sharing platforms 

(Hu, Tang, & Liu, 2014; Kiran, 2015). Video spammers are motivated to perform 

spamming in order to promote specific content. A video spam occurs when a video posted 

as a response to an opening video. Whereas, the content is completely unrelated to the 

video’s title (Benevenuto et al., 2008). Since users cannot easily identify a video spam 

before watching at least a segment of it, users will waste their system resources, in 

particular, the bandwidth. Furthermore, it compromises user patience and satisfaction with 

the system. Thus, identifying video spam is a challenging problem in social video sharing 
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systems (Kiran, 2015). To date, YouTube platform has not published any findings on 

handling malicious users. It only considers text comment as part of spam message 

(Chowdury et al., 2013). In addition, YouTube announced through its “Policy Center” 

(Google, 2016), to detect spammers, it depends on user’s engagement in reporting or 

flagging at a channel or comment. Such an approach may provide a reasonable result, 

especially when users respond and report on malicious content. Nevertheless, there are also 

users who abuse it. These users report any dislike video as YouTube spam, hence resulting 

the topic to be closed immediately, even though their report is not valid. This problem 

needs to be solved as YouTube is becoming a prominent part of daily life routine 

(Benevenuto et al., 2008; Sandvine, 2015). 

Existing literature on online social media has proposed several malicious user detection 

approaches. However, the proposed methods focused on social content analysis that relies 

on keyword-based filtering and URL-based detection (Bhat, Abulaish, & Mirza, 2014; 

Burnap, Javed, Rana, & Awan, 2015). The keyword-based filtering has a limitation, 

especially when malicious users use “cloaking”. The generated cloaking terms are not 

filtered as spam. Furthermore, the existing detection methods only focus on the English 

language. Therefore, if a user provides comments in other languages, it will not be detected 

as spam. On the other hand, the URL-based detection may not function if the hyperlink 

destination is hidden or changed Markus and Ratkiewicz; Alex and Jakobsson diaries (as 

cited in Soman & Murugappan, 2014). Moreover, other methods have identified spam 

video in YouTube using hybrid analysis. The hybrid analysis integrates a set of features, 

namely video attributes, user attributes, and social network metrics. However, this 

integration only able to identify 44% and 46% of the video spammers (Benevenuto et al., 
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2008; Kiran, 2015). This limitation is due to the usage of single video details with irrelevant 

features. 

In order to address the aforementioned limitations, this dissertation employs the concept of 

Edge Rank Checker (ERC) (Socialbakers, 2015; Zheng et al., 2015) used on Facebook to 

construct a feature set for malicious user detection.  

1.3 Research Questions  

The research questions of this dissertation are as follows: 

a. What are the features to be included in YouTube repository?  

b. How to construct new features based on the content of the created YouTube 

repository? 

c. How to classify whether a YouTube user is a malicious user or legitimate?  

1.4 Research Objectives 

The aim of this dissertation is to propose a set of features that can be used to detect 

malicious users in YouTube. This can be achieved by the followings:  

a. To create a repository of YouTube channels and its contents. 

b. To construct hybrid features based on the integration of user-based and user-

behaviour features. 

c. To classify YouTube users as either malicious or legitimate using the proposed 

hybrid features. 
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1.5 Scope of the Study 

This dissertation is focused on detecting malicious users among YouTube channel owners 

who publish spam videos on their account. The proposed features have been used to 

classify the user’s account into either legitimate user or malicious user. In particular, this 

dissertation adopts the concept of Edge Rank Checker (ERC) (Socialbakers, 2015) that has 

been used in Facebook to assign a score for each post. In Facebook, the higher the ERC 

score, the less possibility it is to be a spammer (Zheng et al., 2015). 

Furthermore, this dissertation employed features crawled from YouTube platform for a 

period of four months. These features includes the ones based on the integration of content 

(user-based) and social activities (user-behaviour).  

1.6 Significance of the Study 

YouTube is overstuffed with various unwanted videos and comments that infiltrate existing 

method that YouTube depends in detecting malicious contents (Benevenuto et al., 2008; 

Kiran, 2015). While, malicious user tries to publish video or comments to increase the 

popularity of his channel, YouTube employed limited tools for video and comment 

analysis. Hence, malicious users volume increases and lead owners of famous channels to 

disable the comments section in their videos as a sign of protest (Alberto, Lochter, & 

Almeida, 2015).  

This dissertation introduces new feature set that represents information on the user, user-

behaviour and the shared content. The combination of these information is useful in 

differentiating between malicious and legitimate users. This will later benefit YouTube 

community in obtaining the required multimedia content and create trust among users and 
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the channel owners. Furthermore, system resources can be optimized as irrelevant content 

will not be retrieved.  

1.7 Organization of Dissertation 

The rest of this dissertation is organized as follows. In the next chapter, this dissertation 

reviews exiting work in malicious user detection. Chapter 3 contains the employed 

methodology while the proposed features are described in Chapter 4. Chapter 5 presents 

the results of the experiment along with its discussion. The final chapter demonstrates the 

contribution, future work, and limitation of the work.  

  

  8 
 



 

CHAPTER TWO  

LITERATURE REVIEW 

This chapter presents the review of related literature. Section 2.1 gives an introduction 

which is the general information on social media platform. Online social media and their 

features have been discussed in Section 2.2. While Section 2.3 includes the threats of 

malicious users on social media community along with existing approaches of malicious 

users’ detection. Section 2.4 illustrate common techniques of classification that was used 

by other studies. Then, Section 2.5 describes the fundamentals and requirements of create 

a features set. Moreover, research gap and summary of the chapter is presented in Section 

2.6 and 2.7 respectively.  

2.1 Introduction 

Through online communication, people lives have been changed and become intertwined 

over time. While the Internet appeared and online activity started, many options presented 

to create and maintain online relationships. This can be seen in online social media sites. 

Unfortunately, these entertainments create an opportunity for cyberattack and online 

threats due to opening windows (Browsing). Online social media sites offer details about 

users, hence that the users become target for spammers, scams and other different attacks. 

However, the media have several options to create and share content, where users can 

update status, post short text, links, images, videos and send messages. Furthermore, these 

attacks primarily grew on social media networks such as YouTube (Benevenuto et al., 

2008; Chowdury et al., 2013). The popularity of these sites makes them perfect spots for 

performing cybercriminal activities (Alberto et al., 2015). 
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2.2 Online Social Media 

Current online social media (OSM) or online social network (OSN) offers two major 

characteristics. The first one is the content sharing; contents that are created and shared by 

any user are available to other users for viewing, add opinions, rating, and bookmark. In 

YouTube, an uploaded video can be given a rating (Like, Dislike), and comments from 

registered users. 

Second, the OSN also offers levels of relationships between users. These are typically 

framed as follows, friendships, subscriptions, where it specifies interest of a user towards 

another user’s activity. For example, in order to keep updated with latest activity for the 

specific channel on YouTube, a user can subscribe other user’s channels. A relationship 

between any two users of such systems is typically asymmetric, i.e., a friendship link from 

a user A to user B means that the former is interested in the latter’s activity, but not 

necessarily vice-versa (Chiluka, Andrade, & Pouwelse, 2011).  

A study shows that Web 2.0 platforms and social media websites such as YouTube, 

discussion forums, blogs, and video sharing platforms are an easy target for malicious users 

based on the anonymity and no barrier policy to post content (Heymann, Koutrika, & 

Garcia-Molina, 2007). Table 2.1 shows the most popular social media sites, sorted by date 

of launched. 

Table 2.1  

Most Popular Online Social Media 

OSN Date launched Focus Registered users 

LinkedIn May 2003 Business and 
professional networking 

+ 400 M 
(LinkedIn, 2016) 
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OSN Date launched Focus Registered users 

hi5 June 2003 General. 100 M  
(Hi5, 2016) 

Myspace Aug 2003 General 50.6 M  
(Myspace, 2015) 

Facebook Feb 2004 General: photos, videos, 
blogs, apps. 

1.59 B  
(Statista, 2016) 

YouTube Feb 2005 Video sharing website + 1 B  
(YouTube, 2015) 

Twitter July 2006 General, Micro-blogging 1 B  
(Twitter, 2015) 

Academia.edu Sep 2008 
Social networking site 
for academics and 
researchers 

+ 32.6 M  
(Academia, 2016) 

Google+ Dec 2011 General 1.6 B  
(Digitalinsights, 2014) 

2.2.1 YouTube 

Nowadays, the most popular website on the Internet for video sharing system and social 

network features is the YouTube. Figure 2.1 shows video contextual features of YouTube, 

where it uses WebM, H.264/MPEG-4 AVC and AdobeFlash Video technology to play a 

wide range of videos generated by users and corporate media. Through the YouTube 

platform, users are able to view, upload videos, share videos also subscribe a channel, like 

or dislike any published video, and post a short textual comment on a published video. 

According to YouTube Statistics in 2015, around 4 billion hours of video content are 

watched by more than 1 billion unique users every month. The same statistics show that 

over 100 million users participate in actively of either liking, disliking a video or by 

replying a comment, where every minute around 72 hours of new videos are uploaded on 

YouTube.  

The popularity of such video sharing provides a platform for malicious users like spammers 

and promoters to post unrelated, low quality and irrelevant content, either as video a 
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response or as a related video to the most popular videos either to gain popularity or to 

promote their sites or products (Benevenuto, Rodrigues, Almeida, Gonçalves, & Almeida, 

2009). Malicious users become a serious problem as there is an enormous amount of data 

that streams on YouTube platform every minute. The presence of spam in such case could 

lead to losing bandwidth, time waste, and degraded user experience which is undesirable. 

Figure 2.1 illustrates the channel various details on YouTube. A video has a contextual 

feature includes a title, a brief description of the video, textual comments, category of the 

video (entertainment, music, people). Whereas the total number of channel subscribers 

illustrate the success of the particular channel. Furthermore, the total number of view 

integrated with rating details refer to the quality of the content and state how many other 

YouTube users satisfied with such video.  

 
Figure 2.1. Channel and Video Detail on YouTube 

Control Tools 

Title 
View, rating details 

Video details, 

Description 

User ID, Total 

Subscribers 

Comments section 

Related 

Videos 
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2.2.2 Facebook 

One of the largest Social media networks in the world is Facebook (Smith, 2015). Facebook 

allows users to set up their profiles that contain some personal information such as name, 

marital status, birthday, and other personal interests or hobbies, also found bidirectional 

(“friending”) or unidirectional (“following”) social links with other users.  

Each user in Facebook has an asynchronous messaging mechanism between friends 

illustrate as message board called “wall”. Usually, friends are able to contact over 

Facebook by posting messages on their walls. The posts are the main way for users to share 

information on Facebook. The content of posts can be text, URL or a photo shared by a 

user. Like is a widget that gives to an object in Facebook, such as a post, a page, or an 

application. When users click the Like button, the corresponding object will appear in their 

friends’ newsfeed and thus allows information about the object to spread across Facebook. 

Facebook has a newsfeed page, which it responsible for showing a summary of friends’ 

social activities. Furthermore, Facebook allows third-party developers to create and 

develop their own applications to serve users (Facebook, 2016). 

2.2.3 Twitter 

Twitter is another well-known social media network that focuses on information sharing. 

It allows users to share short messages, which are called tweets and should be not more 

than of 140 characters. Over Twitter, the relationship between users is called “following”, 

where this relationship has not required a reciprocation in the process of accept following 

and being followed. Any user on Twitter can be a follower or a followed, and a user being 

followed need not follow back. In the case of a follower, he/she will able to receive all 

tweets sent by him/ her followers. When a followed publish or shares a tweet, this event 
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will be distributed to all others followers. Retweet, it’s the process of re-sends someone’s 

tweets (RT) for other users, that mean the followers can receive this event as well. 

Furthermore, a user is able to send a tweet to specific users by mentioning them in the tweet 

using (“@”) before the identifier name of twitter receivers. This well-defined markup 

vocabulary combined with a strict limit of 140 characters per tweet conveniences users 

with brevity in expression. 

The number of malicious users on the two popular social media networks namely Facebook 

and Twitter, have been compared with YouTube based on Digital Media Ramblings 

statistics as shown in Table 2.2 (Smith, 2015).  

Table 2.2  

Fake Users, View Statistics of YouTube vs Facebook vs Twitter  

Statistics Facebook YouTube Twitter 

Total number of 
registered users 

1.59 billion 
(Statista, 2016) 

Over one billion 
(YouTube, 2015) 

One billion 
(Twitter, 2015) 

Fake users, view 
140 Million 
Fake users 

(Smith, 2015) 

Over one billion 
Fake user/view 
(Gayle, 2012) 

20 Million 
Fake users 

(Smith, 2015) 

2.3 Malicious Users 

Malicious users try to compromise computers and sensitive information from the inside as 

authorized and "trusted" users. Malicious users go for systems they believe they can 

compromise for illegal gains or revenge. Malicious attackers are, generally speaking, both 

hackers and malicious users. Malicious users are often the worst enemies of IT and 

information security professionals because they know exactly where to go for getting the 
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information. They do not need to be computer savvy to compromise sensitive information. 

Table 2.3 illustrates the different types of items created by malicious users. 

Table 2.3  

Types of Malicious Items over OSN 

Type Details 

Spam 

The comment that has commercial content unrelated to the 
discussion at hand or it involves contacting users with unwanted 
content (Profanity, Insults, Bulk, Hate speech, Threats) or 
requests (Facebook Help Center, 2016) 

Video spam 
A video spam is illustrated when a video posted as a response to 
an opening video, but their content is completely unrelated to their 
title or videos without content (Benevenuto et al., 2008) 

Malicious links 
User submitted a comment with malicious links that could 
mislead, inappropriately harm, or otherwise, damage a user 
account or computer (Burnap et al., 2015) 

Fraudulent 
reviews 

Reviews of a service or product from a fake user where they never 
used it, and thus misleading or insincere (Hsu, 2012) 

Fake friends, 

Subscribe 

It happens when several fake accounts become 
“friends/Subscribe”. Usually, these users are spambots try to gain 
credibility by following/subscribe certified accounts/channel, 
such as those of popular celebrities and public figures (Fernandes, 
Patel, & Marwala, 2015) 

Many studies on detection of malicious users over online social media have been conducted 

by mining social media content and analysing it (i.e. Content-based) (Alberto et al., 2015). 

For instance, mining comments activity of users and then use a supervised learning method 

to extract patterns to detect malicious contents. However, there is also a user-based 

approach that focuses on a number of friends, followers, and the number of like. This 
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approach is also known as profile-based (Chowdury et al., 2013). Lee and Kim (2012) 

conducted a study by mining URL and came out with URL redirecting patterns and detect 

malicious users.  

On the another hand, there is also work through mining social activity either based on 

posting behaviours or user behaviours (Benevenuto et al., 2008). Some other detection 

methods are based on learning classification models from social network analysis or 

network-based topological features of the interacting users/nodes over online social 

networks (Bhat & Abulaish, 2013).  

The hybrid analysis is another approach, where it uses a group of different features or 

ensemble classifiers group. It could be considered a hybrid analysis also by integrated both 

of them for enhancing the classification results of a proposed system. It is founded on the 

assumption that grouping of multiple classifiers based on different features, may be able to 

produce an overall classifier which is more accurate and stable than of individual one (Bhat, 

Abulaish, & Mirza, 2014). Figure 2.2 shows the common feature analysis approach of 

malicious users based on the examined literature, which is four approaches namely content 

analysis, social activity analysis, social network analysis, and hybrid analysis. 
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Figure 2.2. Features Analysis Approaches 

2.3.1 Content Analysis Approach 

Many malicious users’ detection techniques have been proposed based on content features, 

whereas the most common technique is keyword-based filtering and users' interaction data. 

However, many counters filtering techniques based on the frequent use of non-dictionary 

words and images in malicious objects (Bhat et al., 2014). Table 2.4 illustrates the most 

common features used in content analysis approach. 
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URL , User 
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Table 2.4  

Common Features Used in Content Analysis Approach 

Analysis 
Features Method Limitation 

Keyword-
Based 

Mining keywords from given text and 
either compare it with a specific list 
(Unsupervised method), or extract a 
frequent pattern of some keywords 
(supervised method) to detect malicious 
users (Razmara, Asadi, Narouei, & 
Ahmadi, 2012; Hu et al., 2014) 
 

Requires large computational 
cost. Moreover, the issue of 
user content privacy (private 
messages, posts, profile details) 
is usually held against it (Bhat 
& Abulaish, 2013) 

URL-Based 

URL technique, works by mining the 
URL and also it works using an 
unsupervised method by comparing URL 
with black list, or use a supervised 
method by extracting either URL 
redirecting patterns or posting behaviours 
(Cao & Caverlee, 2015) 

Most of the URL is shortened 
using the link shortening 
service making the detection 
very difficult. Also, sometimes 
the problem is not with the first 
link; it could be led to another 
malicious link. (Rodrigues, 
Benevenuto, Cha, Gummadi, & 
Almeida, 2011) 
 

User-Based 
(Profile-
Based) 

User profile-based methods build a 
classifier using some features extracted 
from account profiles, such as about me, 
number of friends, and number of views.  
(Singh, Bansal, & Sofat, 2014) 
 

Using user-based alone will not 
generate a good classification 
cause most malicious users 
mimic legitimate user profiles 
(Kiran, 2015) 

2.3.2  Social Activity Analysis Approach 

This approach depends on social activity between users inside social media. Since users in 

social media are allowed for interaction with other users, many studies are conducted to 

distinguish the user behaviours. The behaviour of a small part of malicious users had been 

examined over Twitter (Yardi et al., 2010), while the researchers found that the behaviour 

of malicious users is different from the legitimate users in terms of posting tweets, 
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following friends, followers and so on. Table 2.5 demonstrates the most common features 

used in the social activity approach.  

Table 2.5  

Common Features Used in Social Activity Approach 

Analysis 
Features Method Limitation 

User-
Behaviours 

Builds a classifier using features 
extracted from the user’s activity on 
social media that describe user’s 
relationship (Benevenuto et al., 
2008), such as number of 
comments, number of tags, number 
of like/dislike, number of friends 
request. 

Using thees features alone will not 
able to detect malicious users 
(Kiran, 2015). Thus, because of 
user privacy issues 

Posting-
Behaviours 

Focuses on user’s posting 
behaviours. For instance, the 
behaviour of post large number of 
unrelated/repeated comments (Zhu 
et al., 2012) 

User privacy could be effected on 
detection, while the behaviours of 
malicious users can quickly change 
make them hard to detect(Zhu et 
al., 2012) 

2.3.3  Social Network Analysis Approach 

The process of examining social structures over the use of the social graph and network 

structure or usage is defined as social network analysis (SNA). As an alternative to 

traditional approaches, this approach depends on structures of the network in terms of 

people, nodes, or other things within a network combine to the ties or edges of relationships 

or interactions that connect them (Ulrike, 2001). Basically, this features used in detection 

through arranges nodes, people, or other things inside the network in clusters, based on 

node interaction it will determine the malicious nodes. Furthermore, some study conducted 

using this approach to detect campaigns of malicious users depend on network usage 
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features (O’Callaghan et al., 2012). Table 2.6 shows the most common features used in the 

social network approach. 

Table 2.6  

Common Features Used in Social Network Approach 

Analysis 
Features Method Limitation 

Community 
Based 

Depends on network-based 
topological features of the 
interacting users/nodes over online 
social networks (Bhat & Abulaish, 
2013) 

Malicious users are often seen to 
mimic legitimate user patterns of 
interaction behaviour making it 
difficult to characterize them 
(Bhat & Abulaish, 2013) 
 

Graph-
Based 

Employs social network relationship 
into consideration (Tan et al., 2013) 
 

Using this approach alone may 
be worthless unless joining with 
other features this is mean this 
approach does not have powerful 
features (Bhat et al., 2014; Kiran, 
2015) 
 

Network 
Usage Based 

Focus on network usage. For 
instance, recurring campaigns 
derived from a user's comment 
activity posted by users 
(O’Callaghan et al., 2012) 
 

2.3.4 Hybrid Analysis Approach 

Traditional methods of malicious user detection become less effective as a result of the 

rapid evolution of the techniques used by malicious users. First, malicious users over social 

media show dynamic patterns due to post content and posting behaviours inside social 

media. Usually, malicious users’ content information and behaviour change too fast to be 

detected by a static system based on off-line modelling (Hu et al., 2014).  

The existing analysing systems as shown in Table 2.7 rely on building a new detecting 

model to capture content analysis approach combined with another approach to extract a 

pattern of malicious users. Given the rapidly evolving nature, it is essential to have an 
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efficient framework that reflects the effect of newly emerging data. There are many studies 

in the literature to find efficient ways to handle malicious users’ activity through 

classification methods using hybrid feature extraction from online social media (Chowdury 

et al., 2013; Bhat et al., 2014; Zheng et al., 2015). In brief, these studies usually used 

different approaches to creating a learning classification machine that is able to distinguish 

users based on hybrid features.  

Table 2.7  

Summary of the Work on Hybrid Approach 

No. Author/Year Features Used Methodology Remarks 

1  Benevenuto et al. 
(2008) 

User based, 
Social activity, 
Social network 
 

Analysis set of 
features using SVM 

46% of 
spammers was 
detected 

2  Stringhini et al. 
(2010) 

User based, 
URL based, 
Keyword based 

A new metric that 
allows predicting the 
success of a campaign 
using honeypot. 
Analysis the 
integrated features 
using Random Forest 
algorithm 

Identify single 
spam bots, as 
well as large-
scale 
campaigns 

3  Benevenuto et al. 
(2010) 

User based, 
URL based, 
Keyword based 

Analysis set of 
features using SVM 

70% of 
spammers and 
96% 
of non-
spammers 
were correctly 
classified 

4  McCord and Chuah 
(2011) 

User based , 
Keyword based 

Compared Random 
Forest, SVM, Naive 
Bayesian, K-NN  

RFC giving 
highest 
accuracy at 
96%  

5  Zhu et al. (2012) Social Activity, 
Social network 

Analysis set of 
features using SVM 

95% of 
spammers was 
detected 

 21 
 



 

No. Author/Year Features Used Methodology Remarks 

6  Fernandes et al. 
(2015) 

Content 
analysis, Social 
network  

compares SVM 
classification and a 
number of clustering 
approaches to separate 
human from not 
human users in 
Twitter 

around 90% 
F1 accuracy 
was the scores 
for both of the 
classification 
and clustering 
approaches 

7  Kiran (2015) 
User based, 
Social activity, 
Social network 

Analysis set of 
features using SVM 

47% of 
spammers was 
detected 

8  Zheng et al. (2015) 
Content 
analysis, Social 
activity  

Analysis set of 
features using SVM, 
Decision Tree, Naïve 
Bayes and Bayes 
Network 

99% of 
spammers was 
detected 

Based on the examined literature, it is learned that the hybrid analysis approach becomes 

the accepted approach in classifying malicious users. Since, most of recent work employed 

features based on the integration of two or more approaches, this dissertation follows the 

same. In addition, the proposed feature set includes features created based on the Edge 

Rank concept.  

 Stringhini, Kruegel, and Vigna (2010) presented a hybrid mining approach for detecting 

malicious profiles over Facebook, MySpace, and Twitter. They used content analysis 

approach based on user messages, URL ratio and keyword based for choosing effective 

features. Other researchers achieve good performance result by building SVM 

classification model focused on 18 feature items using content analysis and social analysis 

over Weibo site (Zheng et al., 2015).  

Benevenuto et al. (2010) achieved approximately 70% spammers correctly classified. They 

have conducted the study over Twitter using hybrid features, this is illustrated integration 

a set of features based on user based, URL-based, keyword-based. Furthermore, another 
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study conducted based on an effective way for detection malicious users by building a 

classifier based on content analysis approach and social network approach (Hu et al., 2014).  

McCord and Chuah conduct a study in 2011 to detect spammer over Twitter. They extract 

hybrid features from the social content approach. Then they analyse these features to 

distinguish between malicious users and legitimate ones. Such integration is able to achieve 

the very good result through analysis it using a set of the existing algorithm (McCord & 

Chuah, 2011).  

Using 18 features from the integration of content-based and social activity approach allow 

Zheng et al. (2015) to achieve a very good result. The best performance result was around 

99.1% accuracy for spammer detecting using SVM classification based on proposed 

integration. Moreover, some other studies achieve a good result by focusing on users’ 

social actions and social relations (Zhu et al., 2012).  

Fernandes et al. (2015) proposed a slightly different method by classification of users over 

two stages. The first stage tries to classified users into two class either human or not human 

users over Twitter to identify normal human activity. The second stage is to classify not 

human into brands, celebrities, and promoters. Also, they compared classification and 

clustering approaches to separate human from not human users in Twitter. However, 

around 90% F1 accuracy was the scores for both of the classification and clustering 

approaches (Fernandes et al., 2015). 

Other researchers conducted studies to capture video spam in YouTube. For instance, 

Benevenuto et al. (2008) and Kiran (2015) used a set of features, including video attributes, 

user attributes, and social network metrics. Unfortunately, they failed to achieve a good 
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result even they used hybrid analysis approach. However, such integration was able to 

identify only 44% and 46% of the video spammers, this because using a single video 

analysis and irrelevant features (Benevenuto et al., 2008; Kiran, 2015). 

2.4 Classification Methods 

The aim of classification is to categorize data to certain group. The classifier able to 

categorize each instance based on features values into one of a set of possible classes. There 

are many popular classification algorithms have been used for detection such as K*, 

Random Committee, Random Forest, Bayes Net, JRip, PART, LibLINEAR, Multilayer 

Perceptron, NNge, SMO, Hoeffding Tree, FT, J48graft, Naïve Bayesian, Logistic, Multi 

Class Classifier, Attribute Selected Classifier, AdaBoostM1, J48, Decision Tree, J48 

Consolidated, LibSVM (Korb & Nicholson, 2011; Tretyakov, 2004; Chowdury et al., 

2013; Fan, Chang, Hsieh, Wang, & Lin, 2008; Chang & Lin, 2011; Strano & Colosimo, 

2006; Dreyfus, 2005; Platt, 1998; John G. Cleary, 1995; Freund & Schapire, 1996; George-

Nektarios, 2013; Salih & Abraham, 2014; Witten & Frank, 2005; Cohen, 1995; Martin, 

1995; Frank & Witten, 1998; Pfahringer, Holmes, & Kirkby, 2007; Quinlan, 2014; 

Ibarguren, Pérez, Muguerza, Gurrutxaga, & Arbelaitz, 2014; Webb, 1999; Breiman, 2001). 

Chowdury et al. (2013) conducted a study to detect spammer over YouTube. Chowdury 

study’s employed Decision Tree plus two other methods to detect spammer users. The 

study was achieved a good result through using Decision Tree method. In the end, the study 

concluded that Decision Tree is more accurate for predicting spammers especially for the 

higher number of test cases (Chowdury et al., 2013). 
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According to Tan et al. (2013) that classified labelled feature set using different classifiers 

(Naive Bayes, Logistic Regression, and Decision Tree) based on all features that they have, 

Decision Tree has 98.6% true positive rate with the lowest false positive rate at 1.6% (Tan 

et al., 2013). Later, Singh et al. (2014) conducted a study to detect malicious users. They 

were able to achieve a good result using features extracted from the user-based approach. 

They used some common method for classification such as BayesNet, Naïve Bayes, SMO, 

J48, and Random Forest. Whereby using Naïve Bayes in classification did not achieve the 

best result through experiment, but it is still able to get high accuracy at 95.8% (Singh et 

al., 2014). 

Saad et al. (2014) conducted a comparative study of classification algorithms of e-mail 

filtering, where they used ANN in the comparative study. Through experiment, they found 

the effectiveness of ANN was slightly increased by using more features (Saab, Mitri, & 

Awad, 2014).  

According to Zheng et al. (2015) study on spammers, they compare the effectiveness of 

proposed features across SVM with other existing algorithms. They obvious found that 

SVM classifier is capable of achieving better result compare with other classifiers. 

Tretyakov study gives an overview of some of the common machine learning methods (e.g. 

k-NN, ANNs, Bayesian classification, SVMs) and of their applicability to the problem of 

spam filtering (Tretyakov, 2004). Based on experiment both of ANN and SVM was able 

to achieve a good result at 98%. However, the researcher surprised with ANN performance 

where it gets a better result.  
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The following subsection includes a brief description of the types of classifiers used in this 

study; Bayes network, Function-based, Lazy, Metaheuristics, Rule-based and Trees. The 

22 classifiers consider the best known algorithms based on examine literatures, while they 

have been used in classification different tasks include of spammers (Korb & Nicholson, 

2011; Tretyakov, 2004; Chowdury et al., 2013; Fan, Chang, Hsieh, Wang, & Lin, 2008; 

Chang & Lin, 2011; Strano & Colosimo, 2006; Dreyfus, 2005; Platt, 1998; John G. Cleary, 

1995; Freund & Schapire, 1996; George-Nektarios, 2013; Salih & Abraham, 2014; Witten 

& Frank, 2005; Cohen, 1995; Martin, 1995; Frank & Witten, 1998; Pfahringer, Holmes, & 

Kirkby, 2007; Quinlan, 2014; Ibarguren, Pérez, Muguerza, Gurrutxaga, & Arbelaitz, 2014; 

Webb, 1999; Breiman, 2001).  

2.4.1 Bayes 

• BayesNet 

A Bayes net is a model. It reflects the status of some parts of an object or domain 

that is being modelled and it describes how those states are related by probabilities. 

The objector domain may possibly be a house, or a car, a human body, a 

community, an ecosystem, a stock-market, etc. Obviously, anything can be 

modelled by a Bayes net. All the possible states of the model represent all the 

possible domains that can exist, that is, all the possible ways that the parts or states 

can be configured. Bayes nets may be used in any walk of life where modelling an 

uncertain reality is involved (and hence probabilities are present), and, in the case 

of decision nets, wherever it is helpful to make intelligent, justifiable, quantifiable 

decisions that will maximize the chances of a desirable outcome. In short, Bayes 

nets are useful universally (Korb & Nicholson, 2011). 
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• Naïve Bayes 

Naive Bayes classifiers are popular statistical methods of spam filtering. They 

typically use a bag of word features to identify spam e-mail, an approach commonly 

used in text classification. Bayesian algorithm does not have to set rules in advance 

and does not need to analyse the content of the e-mail. Through the analysis of 

characteristic words and the category of text, it gets the statistical models (Guo et 

al., 2014). Many studies were conducted using this method and produced good 

results in classification. (Tretyakov, 2004; Chowdury et al., 2013). 

2.4.2 Functions 

• LibLINEAR 

The LibLinear classifier represents an open source library that is developed for 

large-scale linear classification. The logistic regression and linear support vector 

machine are also supported. It is considered as a very efficient classifier on large 

sparse of feature set (Fan et al., 2008). Yuan, Ho, and Lin (2012) investigated the 

efficiency of large linear classification. They discovered that linear classifiers may 

give equal results to nonlinear classifiers, but yet with less computational time.  

• LibSVM 

LibSVM which stands for Library for Support Vector Machines illustrates an 

integrated software for support vector classification, (C-SVC, nu-SVC), regression 

(epsilon-SVR, nu-SVR) and distribution estimation (one-class SVM). It supports 

multi-class classification (Chang & Lin, 2011). 
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Zheng et al. (2015) who conducted a research on spammers, made a comparison 

between the effectiveness of the proposed features across LibSVM and other 

existing algorithms. They evidently found that LibSVM classifier was capable of 

achieving a better result as compared to other classifiers (Zheng et al., 2015). 

• Logistic 

This is a class for building and using a multinomial logistic regression model with 

a ridge estimator. The binary logistic model is used to estimate the probability of a 

binary response based on one or more predictor (or independent) variables. The 

binary logistic model is used to estimate the probability of a binary response based 

on one or more predictor (or independent) variables (features). Logistic regression 

can be binomial, ordinal or multinomial. Binomial or binary logistic regression 

deals with situations in which the observed outcome for a dependent variable can 

have only two possible types (Strano & Colosimo, 2006). 

Kumar et al. (2015) conducted a study in order to measure the intent of ads clicking 

for online users. They had selected Logistic Regression classifier to estimate that. 

The predicted in Logistic Regression will be always estimated as probabilities, 

lying between 0 and 1. Using this prescribed they were able to achieve around 90% 

accuracy rate. 

• Multilayer Perceptron 

A multilayer perceptron (MLP) is a feedforward artificial neural network (ANN) 

model that maps sets of input data onto a set of appropriate outputs. Whereas an 
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MLP consists of multiple layers of nodes in a directed graph, with each layer fully 

connected to the next one. 

Artificial neural network (ANN) is a popular learning algorithm and it was inspired 

by biological neural networks. ANN is used to estimate functions that can depend 

on a large number of inputs and is generally unknown. Nowadays, many variants 

of ANN exist with improved performance.  

The enormous power of artificial neural networks (ANNs) as pattern classifiers or 

feature selectors has been used in many fields, for instance, image compression, 

character recognition, market prediction and loan applications (Dreyfus, 2005). 

Many of these applications utilise huge neural networks with thousands of neurons. 

• SMO 

Sequential Minimal Optimization (SMO) is a simple algorithm that considers the 

solution for SVM-QP problem. It can quickly solve a problem without any extra 

matrix storage and without using numerical QP optimization steps at all. SMO 

decomposes the overall QP problem into QP sub-problems, using Osuna’s theorem 

to ensure convergence (Platt, 1998). Singh et al. (2014) conducted a study in order 

to detect malicious users that harm genuine ones. Singh study is employee several 

classifiers include that SMO to classified 7434 users. While using SMO was able 

to achieve 81.6% accuracy rate. 
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2.4.3 Lazy 

• K Star 

K* represents an instance-based classifier, the class of a test instance that is based 

upon the class of those training instances similar to it, as determined by a certain 

similarity function. The K* differs from other instance-based learners because it 

uses the entropy-based distance function (John G. Cleary, 1995).  

Nisa and Ahsan (2015) conducted a study to predict fault for software using soft 

computing techniques. They were applying various machine learning (ML) 

classifiers, K* on of these algorithms. The prediction models were improved by 

handling ML such as feature reduction and class imbalance and K* performed very 

well. 

2.4.4 Meta 

• AdaBoost M1 

“Boosting” represents a general method that is able to improve the performance of 

any learning algorithm. In theory, the error of any “weak” learning algorithm could 

be reduced by boosting. Boosting, which is slightly better than random guessing, 

consistently generates classifiers (Freund & Schapire, 1996). Shams and Mercer 

(2013) conducted a study to classify email spam based on content-language and 

readability combined with content-based task features. They used five well-known 

algorithms to detect the spammers that include AdaBoostM1 classifier. The 

extensive experiments imply that the examined classifiers generated using meta-
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learning classifier perform better than other classifiers such as trees, functions, and 

probabilistic methods. 

• Attribute Selected Classifier 

Attribute Selected Classifier is the dimensionality of training and test data that is 

reduced by attribute selection before being transmitted to a classifier (George-

Nektarios, 2013). Villuendas, Yanez, and Rey (2015) applied this concept in 

selecting relevant objects and features before implementing classification. This 

concept has been found to be more efficient in the correct discrimination of objects. 

The pre-processing contributes to increasing the desired efficiency and robustness 

of the classifier. 

• Multiclass Classifier 

A metaclassifier is to manage multi-class datasets with 2-class classifiers. This 

classifier is also capable of applying error correcting output codes for increased 

accuracy (George-Nektarios, 2013). Babu and Pradeepa (2013) conducted a 

comparative study for underwater target classification based on multiclass 

classifiers. They address that by comparing different techniques of multiclass 

classification. That was determined by using a particular feature derived from the 

real datasets. The performance of multiclass classifiers is analysed in details, with 

different methods.  

• Random Committee 

Random Committee classifier is used to build an ensemble of random base 

classifiers. Each base classifier is built with a different random number seed. The 
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final prediction is a straight average of the predictions generated by the individual 

base classifiers (Salih & Abraham, 2014). A comparison study has been conducted 

by Amasyali and Ersoy (2011) to compare of single and ensemble classifiers, and 

it is learned that Random Committee produces good results in terms accuracy and 

execution time. 

2.4.5 Rule 

• Decision Table 

Decision Tree is one of the learning methods that is commonly used in the field of 

data mining, with the aim of creating an effective model that enables the prediction 

of the value of a target variable based on several input variables. Each node agrees 

on one of the input variables; there are arc/edges for each possible value of that 

input variable. Each leaf indicates a value of the target variable given the values of 

the input variables represented by the path from the root to the leaf (Witten & Frank, 

2005). A data mining methods applied by Chowdury et al. (2013) to classified 

YouTube users into malicious or legitimate. They applied these methods to 

understand and predict the behaviour of a YouTube video. That includes DT, where 

it was able to obtained accuracy rate up to 98.66%. 

• JRip 

The JRip is a classifier that implements a propositional rule learner, Repeated 

Incremental Pruning to Produce Error Reduction (RIPPER), which was proposed 

by William W. Cohen as an optimized version of IREP (Cohen, 1995). Hassan and 

El Fattah Hegazy (2015) worked on a big dataset which encompasses two data 
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sources. The first is Learning Management System (LMS) while the second is 

social media related to that LMS. In order to do classification as well as a prediction 

for the learner’s learning style LS, they employed WEKA as well as they did 

analysis through different machine learning classifiers includes JRip. While this is 

done in order to know which one will fit for the used dataset. The results showed 

that JRip able to achieve a good rate at 90%. 

• NNge 

The nearest-neighbour-like algorithm uses non-nested generalized exemplars 

(which are hyper-rectangles that can be viewed as if-then rules) (Martin, 1995). A 

study has been conducted by Weber and Mateas (2009) to demonstrate a data 

mining approach for strategy prediction in real-time strategy games. They applied 

data mining over a large number of game traces, then they developed an opponent 

model that is not limited to a single opponent, set of maps or style of gameplay. 

• Part 

Part is a classifier for generating a PART decision list. It applies the concept of 

separate-and-conquer, whereby it builds a partial C4.5 decision tree in each 

iteration and makes the "best" leaf into a rule (Frank & Witten, 1998). Diplaris, 

Tsoumakas, and Mitkas (2005) published a study of classifying new proteins to 

structural families by classification models. They studies data concerning patterns 

of proteins with known structure. Several approaches had been applied, that 

combine multiple learning algorithms to increase the accuracy of predictions that 
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includes Part classifier. The result showed that by using Part classifier, a low error 

rate was obtained, that is 0.026. 

2.4.6 Trees 

• Functional Trees 

FT is a classifier for building 'Functional trees', which are classification trees that 

can have logistic regression functions at the inner nodes and/or leaves. The 

algorithm can deal with binary and multi-class target variables, numeric and 

nominal attributes and missing values (Frank & Witten, 1998). A novel intelligent 

application was introduced by Khakham, Chumuang, and Ketcham (2015) to 

classify the traditional handwritten datasets using Functional Trees. They have 

developed a new approach for classifying images, using several of feature 

extraction methods for recognition system. The dataset is separated into two groups 

for training and testing, respectively. They used nine features in this process of 

classification with average accurate at 82.33%. 

• Hoeffding Tree (VFDT) 

A Hoeffding tree (VFDT) is an incremental, anytime decision tree induction 

algorithm that is capable of learning from massive data streams, assuming that the 

distribution generating examples does not change over time. Hoeffding trees 

exploit the fact that a small sample can often be sufficient in order to choose an 

optimal splitting attribute. This idea is supported mathematically by the Hoeffding 

bound, which quantifies the number of observations (in our case, examples) needed 

 34 
 



 

to estimate some statistics within a prescribed precision (in our case, the goodness 

of an attribute) (Pfahringer et al., 2007).  

• J48 

The J48 is a class for generating a pruned or unpruned C4.5 decision tree (Quinlan, 

1993). A community-based feature has been identified by Bhat and Abulaish, in 

2013. The main aim of the study has proposed a framework to detect spammers 

from online social networks. While the main element of their study is learning a 

classifier (i.e J48) from the features of a community-based node of online social 

networks. In this regard, they present the performance of some classification 

models learned using the proposed features include that J48. The results showed 

that J48 was one of the top classifiers in detecting spammers. 

• J48 Consolidated 

J48 Consolidated is a class for generating a pruned or unpruned C45 consolidated 

tree. It uses the Consolidated Tree Construction (CTC) algorithm: a single tree is 

built based on a set of subsamples. New options are added to the J48 class to set the 

Resampling Method (RM) for the generation of samples to be used in the 

consolidation process. 

Recently, a new method has been added to determine the number of samples to be 

used in the consolidation process which guarantees the minimum percentage, the 

coverage value of the examples of the original sample to be contained by the set of 

built subsamples (Ibarguren et al., 2014). 
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• J48 Graft 

The J48 graft is a class for generating a grafted (pruned or unpruned) C4.5 decision 

tree. Decision tree grafting adds nodes to an existing decision tree with the objective 

of reducing prediction error (Webb, 1999). Hassan and El Fattah Hegazy (2015) 

worked on a big dataset which encompasses two data sources. The first is Learning 

Management System (LMS) while the second is social media related to that LMS. 

In order to do classification as well as a prediction for the learner’s learning style 

LS, they employed WEKA to utilize J48Graft. The results showed that J48Graft 

was able to achieve a good rate which is at 89%. 

• Random Forest 

Random Forest is a class for constructing a forest of random trees. It considers a 

combination of tree predictors whereby each tree depends on the values of a random 

vector sampled independently and with the same distribution for all trees in the 

forest (Breiman, 2001). In the work done by Singh et al., (2014), Random Forest 

produces the highest accuracy rate which is at 99.8% and this was employed on an 

imbalanced dataset to detect malicious users. 

2.5 Creating Feature Set for YouTube 

Feature extraction, feature construction, and feature selection are the major techniques used 

to prepare data before any knowledge extraction process can be performed. They are 

usually used to transform the initial representation of the data into a better representation 

that can be processed by existing data mining algorithms (Sia, Alfred, Yu, & Fun, 2012). 
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2.5.1 Repository of YouTube Channels 

Each social media platform has unique characteristics that make it different from other 

platforms. The conducting studies in this field focus on analysis special platform and try to 

understand their content and how users engage with it. In order to do that, they need to 

extract specific data from a social media site related to their work. Nowadays, many ways 

to collect social media content was proposed, while the common one is using API provided 

by each social media provider. Unfortunately, the data that’s available on a specific social 

media website are not available through the API (Abdesslem, Parris, & Henderson, 2012). 

There is another alternative method such as crawl the social media website with an 

automated tool that explores the website and collects data using HTTP requests (Zheng et 

al., 2015). This dissertation will be used Web extracting method in order to build a 

YouTube feature set. 

2.5.2 Feature Construction: Edge Rank Algorithm 

Feature construction process is very important when working with a real world feature set 

especially if it does not contain enough meaningful features for beneficial analysis (Freitas, 

2001). The main goal of feature construction is to get new features which are able to 

improve classification task (Bermejo, Joho, Jose, & Villa, 2009). There are some feature 

construction methods that have been proposed in literature such as Decision Tree Related 

(Pagallo, 1989), Genetic Programming Related (Vafaie & De Jong, 1995), Inductive Logic 

Programming (Lavrač, Džeroski, & Grobelnik, 1991), and Annotation Based (Roth & 

Small, 2009). However, these methods have limitations such as overfitting, difficulty in 

comparison, and incorporating domain knowledge. Hence choosing the right method for 

feature construction becomes a problem (Sondhi, 2010). This dissertation employed the 
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three aspects of Edge Rank concept for feature construction leveraging from both user and 

user-behaviour features. 

Edge Rank checker (ERC) is an algorithm used by Facebook to decide which post/stories 

should appear in each user's newsfeed. The main function of this algorithm is to evaluate 

each post and try to understand the actual content of the post through its score.  

It can be seen that the higher ERC score, the less possibility to be a spammer (Zheng et al., 

2015). Therefore, this dissertation adopt this concept and implement it to understand the 

actual content of each post (video) over YouTube by constructing hybrid features, this is 

employed based on the three aspects Affinity, Weight, and Decay. 

ERC is like a credit rating, although it's invisible, but it's very important to each user (Jeff, 

2015). In the Facebook developer conference (Facebook, 2010), they exposed three 

elements of the algorithm as shown in Equation 2.1 (Jeff, 2015).  

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = ∑𝑈𝑈𝑒𝑒  × 𝑊𝑊𝑒𝑒 × 𝐷𝐷𝑒𝑒                                             (Equation 2.1)  

Where, 𝑈𝑈𝑒𝑒 is illustrated the Affinity, the score between the viewing user and edge creator. 

While 𝑊𝑊𝑒𝑒 represent the Weight, the weight for this edge type such as comments, like, and 

shares. 𝐷𝐷𝑒𝑒 is shown the Decay, the decay factor based on how long age the edge was 

created. 

2.5.3 Feature Selection 

Feature Selection is a process of identifying subset from the input features that are relevant 

to a particular learning (or data mining) (Guyon & Elisseeff, 2003). Feature selection 

carries out tasks of removing the most irrelevant and redundant features from the feature 

set according to the class without incurring much loss of information (Bermejo et al., 2009). 
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According to Sondhi (2010), there are three methods for feature selection: filters, wrappers, 

and embedded method. In addition, there is also Correlation-based Feature Selection (CFS) 

(Hall, 1999). 

2.5.3.1 Filters 

Filters are the process of selecting the feature subsets independent of the predictor. They 

essentially work as a data pre-processing step before a predictor is trained. Features ranking 

approaches, which is ranking individual feature using information theoretic or correlation 

criteria, then constructing a subset of high-scoring features fit in each category. The filters 

have an advantage in term of speed, they are faster than wrappers. However, a disadvantage 

is that the chosen subset may not be the best suited for the predictor to be used in the next 

step (Sondhi, 2010). 

2.5.3.1 Correlation-Based Feature Selection 

CFS is the process of select a subset of features based on features worth evaluate. Whereas 

evaluates the worth of a subset of features by considering the individual predictive ability 

of each feature along with the degree of redundancy between them. The subsets of features 

that are highly correlated with the class while having low intercorrelation are preferred 

(Hall, 1999). According to Hall results, CFS can drastically reduce the dimensionality of 

data sets while maintain or improving the performance of learning compared with others 

methods, besides it is faster (Hall, 2000). 

2.5.3.2 Wrappers 

Wrappers are another method of feature selection that use the learning method for 

prediction as a black box to select subsets feature. These methods divide the training set 
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into two sets: a train and validation set. For any given feature subset, the predictor is trained 

on the train set and tested on the validation set, where the accuracy of prediction based on 

the validation set is considered as the score of each feature subset. Thus, we would 

ultimately want to choose the highest scoring feature subset. Due to repeated train and test 

cycles for every feature subset, wrappers tend to be much more computationally intensive 

compared to filters. The goal usually is to traverse the feature space such that the number 

of subsets to be tested is minimized. An obvious advantage is that the chosen subset is 

tuned to the predictor (Sondhi, 2010). 

2.5.3.3 Embedded Methods 

Embedded methods combine the process of feature selection and model learning. These 

methods are highly specific to the learning machine. Such methods are often fast and lead 

to accurate predictors. They are however not directly generalizable to any predictor 

(Sondhi, 2010). 

2.6 Research Gap 

Existing malicious user detection methods usually rely on some features extracted from the 

content-based approach. However, techniques in content classification are hard to be 

applied on video objects (Benevenuto et al., 2008). On the other hand, there is also a 

method based on features of the social network. This method is reported to be useful for 

malicious campaign detection (O’Callaghan et al., 2012). However, a study that integrates 

content-based features and social-network features is only able to detect 46% of spammers 

(Kiran, 2015). Moreover, studies in malicious users’ detection, especially for video spam 

detection, detect malicious users based on the analysis of a single video that the user shared. 

This means if they classify a video as a spam video, then they will assume that the user is 
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malicious (Benevenuto et al., 2008). This may not be fair to the user. Hence, there is a need 

for a method that analyses overall channel details based on user and his behaviour.   

2.7 Summary 

This chapter shows a wide view of existing works and their limitations. Based on the 

examined literature, it is learned that the hybrid analysis becomes the standard approach in 

classifying malicious users. The low classification accuracy obtained using the approach 

has lead this study to investigate for new feature set to be used in malicious user detection. 

Hence, this dissertation focused on understanding the actual content of each post, 

leveraging from content features and social activity features. Furthermore, to achieve better 

results, this dissertation adopted the concept of Edge Rank to construct new features.  
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CHAPTER THREE  

RESEARCH METHODOLOGY 

The aim of this chapter is to present the procedures to classify YouTube channel owners 

into legitimate users or malicious users. This has been done by using features extracted and 

derived from channel content and users’ engagement. In detail, Section 3.1 describes an 

overview of the proposed methodology. Then, Section 3.2 illustrates crawling strategies 

that were used to extract information from YouTube website. Data pre-processing method 

and feature construction process are discussed in Section 3.3 and 3.4 respectively. 

Classification methods that were used in classification phase are included in Section 3.5 

while the evaluation phase is presented in Section 3.6. Finally, the chapter ends with a 

summary. 

3.1 Introduction 

YouTube offers video contents created and shared by users, and these users may be of 

legitimate or malicious (Chowdury et al., 2013). So, in order to distinguish them, this 

dissertation proposed a set of hybrid features. The new features have been used for 

understanding the actual content of specific YouTube channel. While the proposed features 

have been examined among a set of classifiers. Basically, the new features illustrate the 

integration of user-based, user-Behaviour and Edge Rank concept. While the main used of 

ERC is to construct a new set of hybrid features. Figure 3.1 illustrates the general steps of 

the undertaken methodology. 
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Figure 3.1. General Steps of Methodology 
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3.2 Data Collection 

In order to collect YouTube data, this dissertation uses the Web Scraper (WSC) to extract 

data from web pages (Web Scraper, 2016). The crawling strategy inspects users with an 

account on YouTube and the employed crawling duration is of the period of four months 

as implemented by O'Callaghan et al. (2012), Tan, Guo, Chen, Zhang, and Zhao. (2013), 

and Alberto et al. (2015). The data collection process is divided into three phases as 

illustrated in Figure 3.2. The first phase involves the process of randomly crawling 

YouTube main page and picking up a list of channels addresses as shown in Figure 3.3. To 

do so, searching technique based on keywords such “music”, “movie”, “game” and 

“cartoon” is used to enforce the web scraper to crawl through different categories. In total, 

there are 500 channels that were selected for this dissertation. The second phase focuses 

on crawling through the contents of the identified channel addresses and extract data on 

user profile as demonstrated in Figure 3.4. Last but not least, the third phase includes the 

process of scraping information on the video and creating a file for each channel. Figure 

3.5 illustrates an example of crawling graph design for scraping videos details. 

  

 

 

 

Figure 3.2. Process of Creating Initial Feature Set 
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Figure 3.3. Crawling Graph for Scraping Channels List 

 

Figure 3.4. Crawling Graph for Scraping Channels Details 

 

Figure 3.5. Crawling Graph for Scraping Videos Details  
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The obtained crawling data were arranged into three files, the first file stores a list of 

selected channels to be crawled with their address (URL) and date of scraping as shown in 

Figure 3.6. The second file store each channel details as demonstrated in Figure 3.7. The 

third one store each video details such as title, total video views, the number of 

likes/dislikes, and shared number as shown in Figure 3.8. As a result of the three files, the 

final file contains around sixteen different attributes that illustrate channel features. 

Figure 3.6. Sample of Channels Lists  

 

 
Figure 3.7. Sample of Channels Details  
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Figure 3.8. Sample of Videos Details  

3.3 Data Pre-processing 

After data being collected using web scraper tools as discussed in the previous section, it’s 

now ready for the pre-processing stage. During this stage, the collected data are pre-

processed by cleaning and preparing the data to be stored in one main file. Furthermore, 

the data have been examined to detect any missing data or mistakes during the capturing 

phase for each file separately. This process requires high effort and consume time as the 

data are stored in various files and thousands of records were crawled. To achieve this goal, 

the data pre-processing stage is arranged into three sub-processes. First, examine channels’ 

files, followed by checking each videos in the channel. Then, in the third sub-process the 

main file that stores all channel information is created.  

3.3.1 Pre-processing of Channels File 

Once channel’s data being collected, it needs to be examined manually in order to detect 

any possible mistakes. During this stage, the researcher examined each channel online to 

retrieve missing data and add some features that can’t be captured by the scraper. For 

instance, remove the “Views” term from channel view’s column. Also, new features such 

as the existence of profile picture, background picture, discussion, playlist are included. 
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These new features cannot be captured during the first stage of collecting data. Figure 3.9 

shows a sample of data in the pre-processing of channels file. 

 
Figure 3.9. Sample of Data in Pre-processing of Channels File 

3.3.2 Pre-processing of Videos Files 

Each channel has many videos that are published by the owner and these videos are 

investigated using a web scraper as illustrated in Figure 3.5. The crawling graph shows the 

data collected from YouTube videos in each channel. During the scraping process, the 

crawler might miss capturing some features. This could appear when one page failed to be 

loaded or one feature or more was not accessible due to “Privacy Issue”. For instance, the 

total number of shared for a specific video is available in the “Video statistic”. If the scraper 

returns “Null value” as shown in Figure 3.10, this dissertation uses two ways to replace the 

“Null” value; mean based imputation and auto calculation using tool. 

 
Figure 3.10. Missing Value in Videos File 

Remove 

“View” 
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3.3.2.1 Mean Based Imputation 

Imputation is a refilling method to represent the missing values with estimated ones. The 

process is to calculate the median for all non-missing values of that variable, then replace 

missing values with an average value (Acuña & Rodriguez, 2004). In this case, the new 

value estimates the average value of a total number of shares as shown in Equation 3.1. 

This method was used to estimate missing value if it was below than 20%. If the missing 

data is more than 20%, tools will be used to represent the values. 

𝑋𝑋 =   
∑ 𝑋𝑋𝑋𝑋n

i=0

n
 

 
(Equation 3.1) 

Where, X represent the missing value which it consider an average value and n illustrate 

instances number. 

3.3.2.2 Social Analytics Online Tool 

Social analytic is an online tool used to estimate different activity over social media sites. 

It is available online as an extension can be installed in the browser. In our case, if the 

missing data was more than 20%, then tool were used to estimate the value. However, this 

tool requires time as it needs to check each of the collected videos. Figure 3.11 

demonstrates the snapshot of using the social analytic tool. 
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Figure 3.11. Social Analytics Tool 

3.3.3 Data Integration  

Once the data have been pre-proceesed, the obtained files need to be integrated. The 

process is performed by creating one file that combines all of the features contained in the 

previous files. Figure 3.12 illustrates sample of the YouTube repository based on the 

integration of User-based and User-behaviour features. In this integration file, another 

attribute is included which is the ‘Class’. The value of “Class” is either “False” if it is 

legitimate or “True” if it is malicious. A user is classified as either a legitimate or malicious 

based on human judgment (Zheng et al., 2015). A video is considered as a spam video if 

its content is unrelated to their title or the video does not have any content (Benevenuto et 

al., 2008; Google, 2016). The channel owner is considered as a malicious user if he 

publishes the aforementioned video more than once.  
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Figure 3.12. Sample of Repository of YouTube Features 

3.4 Features Construction 

Once, the repository of YouTube features is available, new features can be constructed. In 

this dissertation, new features are derived based on the concept of affinity, weight, and 

decay as discussed in Section 2.5.2. This includes the construction of “age of channel”, 

“view rate” and “average upload” features. The final file contains more than 30 different 

features that are used later in the classification process. Figure 3.13 shows part of the initial 

feature set while the detail implementation of the feature construction is presented in 

Chapter 4. 

 

Figure 3.13. Sample of Initial Feature set 

 51 
 



 

3.4.1 Feature Selection 

Feature selection is the process of choosing a subset of relevant features, then using only 

that subset for classification task (Guyon & Elisseeff, 2003). While the feature set contains 

many features/attributes that are either redundant or irrelevant, using feature selection 

method remove them without incurring much loss of information. For this purpose, this 

dissertation employed the Waikato Environment for Knowledge Analysis (Weka) to 

evaluate the attributes using CFS method to score feature subsets (Witten et al., 1999) while 

using “GreedyStepwise” as a searching method. Besides than utilizing minimal 

computational time, the CFS also reduces the dimensionality of data sets while maintaining 

or improving the performance of learning compared with other methods (Hall, 2000). 

3.5 Classification  

The aim of this dissertation is to classify whether a YouTube user is malicious or legitimate. 

The classification process is performed using classification algorithms included in Weka. 

In particularly, this dissertation used 22 classifiers in order to perform the process of 

classification such as K*, Random Committee, Random Forest, Bayes Net, JRip, PART, 

LibLINEAR, Multilayer Perceptron, NNge, SMO, Hoeffding Tree, FT, J48graft, Naïve 

Bayesian, Logistic, Multi Class Classifier, Attribute Selected Classifier, AdaBoostM1, J48, 

Decision Tree, J48 Consolidated, LibSVM. All of these classifiers were fed with the same 

feature set obtained in the aforementioned stages.  

3.6 Evaluation 

To evaluate the proposed features, this dissertation compares the effectiveness of the hybrid 

features versus User-based features and User-behaviour features (Cao & Caverlee, 2015). 

Additionally, this dissertation determine the effectiveness across a set of classification 
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algorithms in Weka such as K*, Random Committee, Random Forest, Bayes Net, JRip, 

PART, LibLINEAR, Multilayer Perceptron, NNge, SMO, Hoeffding Tree, FT, J48graft, 

Naïve Bayesian, Logistic, Multi Class Classifier, Attribute Selected Classifier, 

AdaBoostM1, J48, Decision Tree, J48 Consolidated, LibSVM. In detail, the comparison 

was done based on classification accuracy as an evaluation metric (Singh et al., 2014).The 

accuracy calculation is as shown in Equation 3.2 (Chawla, 2005).  

𝐸𝐸𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝐸𝐸𝑎𝑎𝑎𝑎 =
𝐸𝐸 + 𝐸𝐸

𝐸𝐸 + 𝑏𝑏 + 𝑎𝑎 + 𝐸𝐸
 (Equation 3.2) 

Where, “a” is illustrate the total number of true positive predictions, “d” is illustrated the 

total number of true negative predictions. Furthermore, “c, b” are illustrating the total 

number of false positive and false negative prediction respectively. Therefore, the total 

number of correct predictions is (a + d) while the total number of incorrect predictions is 

(c + b).  

In addition, to ensure the results were not obtained by chance, this dissertation performed 

statistical analysis (i.e T-Test) on the result obtained using different feature sets (Dong & 

Wang, 2009).  

3.7 Summary  

The process of creating a new feature set that is able to be used in classifying YouTube 

channel owners has been presented. In general, this chapter includes on how to collect, pre-

processed and construct features based on user profile, behaviour and also the Edge Rank 

concept. This is followed by the phases of classification and evaluation. 
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CHAPTER FOUR  

HYBRID FEATURES 

This chapter details the procedures of constructing new features based on data extracted 

from YouTube. The new features represents a combination of channel content and users’ 

engagement details. In particular, these features are of the integration of User-based and 

User-behaviour. Section 4.1 includes a brief information on procedures of feature set 

construction. Then, YouTube features are explained in Section 4.2. Section 4.3 illustrates 

YouTube features construction based on Edge Rank concept while Section 4.4 and 4.5 

details the utilized feature sets. Finally, the chapter ends with a summary. 

4.1 Introduction 

The process of creates a new feature set requires some steps in order to achieve the 

objectives of this dissertation. Figure 4.1 illustrates the general steps of creating a new 

YouTube feature set. 

 

Figure 4.1. General Steps of Creating YouTube Channels’ Feature set 

Extract Channel 
Details Extract Videos Details Data Integration

Construct New 
Features Feature Selection YouTube Feature set
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4.2 YouTube Repository 

This dissertation creates the initial repository of YouTube features by employing features 

that were reported in the literature; user-based and user behaviour. The included features 

are shown in Table 4.1. The FeatureSet-UB consist of four features while FeatureSet-UBA 

includes three features. 

Table 4.1  

Traditional Features Extracted from YouTube 

User-based Features (FeatureSet-UB) User-Behaviour Features (FeatureSet-UBA) 

Channel Name (Sureka, 2011) Total Videos Views (Benevenuto et al., 2008; 
Chowdury et al., 2013)  

Channel ID (Sureka, 2011) Total Videos Likes (Benevenuto et al., 2008; 
Chowdury et al., 2013) 

Total Channel Subscribed  
(Benevenuto et al., 2008) 

Total Videos Dislikes  
(Benevenuto et al., 2008; Chowdury et al., 
2013) 

Total Channel Videos Number  
(Benevenuto et al., 2008)  

Table 4.2  

New Features Extracted from YouTube 

User-based Features (FeatureSet-UB) User-Behaviour Features (FeatureSet-UBA) 
Joined Date 

Total Videos Shared 

Discussions 
Playlist 
Description 
Country 
Links 
Profile Picture 
Background Picture 

As this dissertation uses the scraper tool to extract information from YouTube, there are 

additional features that are found to be useful in representing user profile and user 

behaviour. Data in Table 4.2 illustrates the new features of FeatureSet-UB and FeatureSet-

UBA respectively. When data in Table 4.1 and Table 4.2 are combined, there are 12 
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features in FeatureSet-UB and 4 features in FeatureSet-UBA. On the other hand, data in 

Table 4.3 and 4.4 show the characteristics of both feature sets. 

Table 4.3  

Summary of YouTube User-Based FeatureSet (FeatureSet-UB) 

Characteristics YouTube User-Based FeatureSet-UB 
Sample Period 20-04-2016/20-08-2016 
# of videos 30,621 
# of distinct users 500 
# of features 12 

Table 4.4  

Summary of YouTube User-Activity FeatureSet (FeatureSet-UBA) 

Characteristics YouTube User-Based FeatureSet-UB 
Sample Period 20-04-2016/20-08-2016 
# of videos 30,621 
# of distinct users 500 
# of features 4 

4.3 YouTube Features Construction 

As discussed before in Section 2.5.2, Edge Rank algorithm gives a score based on Affinity, 

Weight, and Decay. Table 4.5 demonstrates the proposed features based on Edge Rank 

concept. 

Table 4.5  

YouTube Constructed Features based on Edge Rank Concept 

Affinity Weight Decay 

Channel average upload Like rate based on total 
views 

Channel age 

Subscribe rate based on total 
views 

Dislike rate based on total 
views 

Subscriber rate based on 
channel age 

View rate based on total 
videos number 

Like rate based on total 
videos number 

View rate based on 
channel age 
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Affinity Weight Decay 

Subscribe rate based on total 
videos number 

Dislike rate based on total 
videos number 

Share rate based on 
channel age 

Share rate based on total 
views 

  Like rate based on 
channel age 

Share rate based on total 
videos number 

  Dislike rate based on 
channel age 

Originally, the Affinity concept represents the trust level between users and channel 

owners. Similarly, the Weight concept illustrates the value of each event based on user's 

engagements. Likewise, the Decay concept shows the value of each event based on event's 

age. Table 4.6 illustrates the equations for the proposed features and these are derived using 

data in Table 4.1 and 4.2. In total, there are 16 features included as FeatureSet-ER 

Table 4.6  

Equations for YouTube based on Edge Rank Aspects 

Data Driven Name Equation 

A
ffi

ni
ty

 

Channel average upload x =
∑Channel Videos

Joined Date− Scraped Date
 

(Equation 4.1) 

Subscriber rate based on total 
views x =

Channel Subscriber 
Channel Views

 
(Equation 4.2) 

View rate based on total videos 
number x =

∑Videos Share
∑Channel Videos

 
(Equation 4.3) 

Subscriber rate based on total 
videos number x =

Channel Subscriber 
∑Channel Videos

 
(Equation 4.4) 

 

Share rate based on total views x =
∑Videos Share
Channel Views

 
(Equation 4.5) 

Share rate based on total videos 
number x =

∑Videos Share
∑Channel Videos

 
(Equation 4.6) 
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Data Driven Name Equation 

W
ei

gh
t 

Like rate based on total views x =
∑Channel Likes
Channel Views

 
(Equation 4.7) 

Dislike rate based on total views x =
∑Channel Dislikes

Channel Views
 

(Equation 4.8) 

Like rate based on total videos 
number x =

∑Channel Likes
∑Channel Videos

 
(Equation 4.9) 

Dislike rate based on total videos 
number x =

∑Channel Dislikes
∑Channel Videos

 
(Equation 4.10) 

D
ec

ay
 

Channel age x = Joined Date− Scraped Date 
(Equation 4.11) 

Subscriber rate based on channel 
age x =

Channel Subscriber 
Joined Date− Scraped Date

 
(Equation 4.12) 

View rate based on channel age x =
Channel Views 

Joined Date− Scraped Date
 

(Equation 4.13) 

Share rate based on channel age x =
∑Videos Share

Joined Date− Scraped Date
 

(Equation 4.14) 

Like rate based on channel age x =
∑Channel Likes

Joined Date− Scraped Date
 

(Equation 4.15) 

Dislike rate based on channel age x =
∑Channel Dislikes

Joined Date− Scraped Date
 

(Equation 4.16) 

 

 

Figure 4.2. Part of Initial YouTube Feature Set 
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4.4 YouTube Features Selection 

When all the feature sets are combined (i.e FeatureSet-UB, FeatureSet-UBA, and 

FeatureSet-ER), there exist around of 30 features. Hence, this dissertation investigates if 

the size of feature set could be reduced. This is realized using the feature selection offered 

in Weka The Correlation Feature Selection (CFS) measure evaluates subsets of features 

and in detail, the ‘CfsSubsetEval’ attribute evaluator have been used along with 

‘GreedyStepwise’ as a searching method.  

Before starting the evaluation process, some features need to be removed from the initial 

feature set such as (Channel Name, Channel Join Date, Channel Scraping Date) because it 

does not have any effect as it exists. First, the initial feature set that includes the data for 

features from FeatureSet-H needs to be formatted in an acceptable format. Then, once the 

file is loaded, it’s necessary to configure Weka based on attribute selection. Next, select 

the required evaluator and searching method as stated before in Section 3.4.1. The feature 

selection results showed that only thirteen features were evaluated as best subset features 

(known as FeatureSet-HF). Table 4.7 illustrates the outcome of the feature selection 

process. 

Table 4.7  

List of Features in FeatureSet-H and FeatureSet-HF 

No. Initial FeatureSet Data Source Final FeatureSet 
1  Channel ID  

 
 

User Based 
 
 

 

Channel ID (address) 

2  Total Subscribers  

3  Total Channel Videos  

4  Channel Discussion Channel Discussion 

5  Channel Playlist Channel Playlist 
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No. Initial FeatureSet Data Source Final FeatureSet 
6  Channel Description  

7  Channel Country  

8  Channel Links Channel Links 

9  Channel Profile Picture  

10  Channel Background Picture  

11  Total Views 

User Behaviour 

 

12  Total Videos Shared  

13  Total Videos Likes  

14  Total Videos Dislikes  

15  Channel Age 

Edge Rank 
Concept 

Channel Age 

16  Channel Average Upload Channel Average Upload 

17  Subscriber Rate Based on 
Total Videos Number 

 

18  Subscriber Rate Based on 
Channel Age 

 

19  Subscriber Rate Based on 
Total Views 

Subscribe Rate Based on 
Total Views 

20  View Rate Based on Channel 
Age 

View Rate Based on Channel 
Age 

21  View Rate Based on Total 
Videos Number 

 

22  Share Rate Based on Total 
Views 

Share Rate based on Total 
Views 

23  Share Rate Based on Channel 
Age 

 

24  Share Rate Based on Total 
Videos Number 

Share Rate based on Total 
Videos Number 

25  Like Rate Based on Total 
Views 

Like Rate based on Total 
Views 

26  Like Rate Based on Channel 
Age 

Like Rate Based on Channel 
Age 

27  Like Rate Based on Total 
Videos Number 

Like Rate based on Videos 
Number 

28  Dislike Rate Based on Total 
Views 

Dislike rate based on total 
views 

29  Dislike Rate Based on 
Channel Age 

 

 60 
 



 

No. Initial FeatureSet Data Source Final FeatureSet 
30  Dislike Rate Based on Total 

Videos Number 
  

31  Class Manual 
Judgement Class 

In brief, the final feature set has only thirteen features excluding channel ID and the Class. 

Data in Table 4.7 showed that the most significant features are the ones constructed from 

Edge Rank concept. Table 4.8 illustrates a summary of YouTube feature set. Furthermore, 

the final feature set represents FeatureSet-HF which is the hybrid feature set after feature 

selection process. 

Table 4.8  

Summary of YouTube Channels’ FeatureSet 

Characteristic
s 

FeatureSet
-UB 

FeatureSet
-UBA 

FeatureSet
-ER 

FeatureSet
-H 

FeatureSet
-HF 

Sample Period 20-04-2016/20-08-2016 

# of videos 30,621 

# of distinct 
users 500 

# of legitimate 
users 366 

# of malicious 
users 134 

# of features 12 4 16 30 13 
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4.5 Summary  

This chapter has presented the process in constructing the feature set. The outcome of the 

process are of feature sets which includes FeatureSet-UB that represents features of a user, 

FeatureSet-UBA that includes information on user behaviour, FeatureSet-ER that includes 

hybrid features derived based on Edge Rank, FeatureSet-H that combines the earlier three 

sets and FeatureSet-HF that contains the relevant features. Later in Chapter 5, results of 

classification by various classifiers are presented.  
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CHAPTER FIVE  

RESULT 
 
This chapter presents the evaluation results of the proposed feature set. In the undertaken 

experiments, the evaluation was performed between single approach feature set and hybrid 

approach features. Moreover, the effectiveness features derived from Edge Rank concept 

was also included. Then, Section 5.3 illustrates the results discussion while the summary 

is presented at the end of the chapter. 

5.1 Experiment and Results 

This section examined the proposed features by employing 22 different classifiers namely 

K*, Random Committee, Random Forest, Bayes Net, JRip, PART, LibLINEAR, 

Multilayer Perceptron, NNge, SMO, Hoeffding Tree, FT, J48graft, Naïve Bayesian, 

Logistic, Multi Class Classifier, Attribute Selected Classifier, AdaBoostM1, J48, Decision 

Tree, J48 Consolidated and LibSVM. Two testing methods were used; percentage split and 

cross validation (Hu et al., 2014). The split percentage method divides data into two parts 

with a specific portion, normally the largest portion goes for training and the balance is 

assumed to unseen data. On the other hand, the cross-validation method used the whole 

data for training while its data split into different fold. By using different testing methods 

and different data portion, the results are verified to get a sense of how likely it is effective. 

Furthermore, by using different number of training samples (i.e different data proportion), 

it helps to avoid bias brought by the sizes of the training data. (Hu et al., 2014; Hu et al., 

2015; Burnap et al., 2015). Experiments in this dissertation utilize 5 feature sets that were 

created based on single approach or hybrid approach. The experiment starts by analysing 

the performance of single approach through FeatureSet-UB and FeatureSet-UBA that 
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represent user-based approach and user-behaviour approach respectively. Then, the 

analysis was done on the performance of hybrid approach using FeatureSet-H, as well as 

FeatureSet-HF that represents the hybrid features after the process of feature selection. 

Similarly, the experiment also includes FeatureSet-ER that contains the 16 features 

constructed based on Edge Rank concept. In the statistical test, this dissertation considers 

95% as the threshold of confidence level (Alberto et al., 2015). 

5.1.1 Experiments using Percentage Split  

The testing experiment for percentage split considers various data proportion; 70%-30%, 

80%-20%, and 90%-10% (Hu et al., 2014). The bigger portion is for training while the 

smaller one includes the testing data. Table 5.1 - 5.3 summarize the performance of the 

proposed features across 22 classification algorithms for the 70-30% data proportion. 

Figure 5.1 – 5.3 visualize the performance statistics laid out by Table 5.1 – 5.3, 

respectively. 

Table 5.1  

Classification Accuracy (%) for Experiment of Data Split into 70:30 

Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

Bayes Net 92.66 25.33 95.33 96.66 98 

Naïve Bayesian 92.66 30.66 95.33 96 98 

LibLINEAR 92 95.33 94.66 96.66 94.66 

LibSVM 75.33 75.33 94.66 94 94.66 

Logistic 64.66 93.33 94.66 95.33 96.66 
Multilayer 
Perceptron 89.33 94 94.66 96.66 94.66 

SMO 95.33 94.66 94.66 96.66 94.66 
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Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

K* 92.66 98 98 98.66 95.33 

AdaBoost M1 93.33 95.33 95.33 95.33 96.66 
Attribute 
Selected 
Classifier 

94 75.33 96 95.33 96 

Multi Class 
Classifier 64.66 93.33 94.66 95.33 96.66 

Random 
Committee 78 75.33 96 98 96 

Decision Tree 92.66 98 95.33 95.33 95.33 

JRip 93.33 96 95.33 96.66 94 

NNge 87.33 96.66 95.33 96.66 95.33 

PART 94 75.33 95.33 96.66 96 

FT 94 95.33 95.33 96 95.33 

Hoeffding Tree 92 75.33 90.66 96 96.66 

J48 94 75.33 95.33 95.33 95.33 

J48graft 94 75.33 95.33 96 96 
J48 
Consolidated 93.33 75.33 94.66 94.66 95.33 

Random Forest 78 98.66 96.66 97.33 96.66 

Average 88.05 82.14 95.14 96.14 95.81 

The analysis begins by examining the performance of FeatureSet-ER against FeatureSet-

UB and FeatureSet-UBA. Based on the results, it is learned that the 16 features included in 

FeatureSet-ER give better insight on classifying malicious users as half of the classifiers’ 

produce higher accuracy with average rate at 95%. For example, for the Bayes Net 

classifier, using FeatureSet-UB, the obtained accuracy was only 92.66 while FeatureSet-

UBA performed worst by only achieving 25.33%. But, when the classifier was fed with 

FeatureSet-ER, the accuracy has increased to 95.33%. On the other hand, only three of the 

classifiers (K*, AdaBoost M1, and FT) have produced the same accuracy while using 
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FeatureSet-UB, UBA, and ER. The ER features were of useful as 68% of the classifiers 

obtained accuracy that is higher than 95%. However, there are seven classifiers that 

obtained lower accuracy rate when fed with FeatureSet-ER namely LibLINEAR, SMO, 

Decision Tree, JRip, Hoeffding Tree, and Random Forest.  

As FeatureSet-ER produces better accuracy, its performance is compared against 

FeatureSet-H that combines all features from FeatureSet-UB, FeatureSet-UBA, and 

FeatureSet-ER. Experiments showed that the proposed FeatureSet-H is equal or better than 

using FeatureSet-ER with average rate at 96.14%. Classification results stated that around 

73% of the classifiers produce higher accuracy. Moreover, around 91% of the classifiers 

achieved classification accuracy over 95% as shown in Figure 5.1. Only 2 out of the 22 

classifiers had a drop in their accuracy. 

As the hybrid feature set contains a large number of features (i.e 30), this dissertation 

performs feature selection to reduce the size of FeatureSet-H. This feature set (i.e 

FeatureSet-HF) is then fed to all the 22 classifiers and the results are in the most right 

column in Table 5.1. Comparison of accuracy when using FeatureSet-H and FeatureSet-

HF shows that approximately 55% of the classifiers was able to either maintain the 

accuracy or improve it. On the other hand, 11 of the classifiers are better off by using 

FeatureSet-H as compared to FeatureSet-HF. 

Additionally, all hybrid feature sets (ER, H, and HF) achieved accuracy higher than 90%. 

In particular, almost all of the hybrid feature sets produces relatively stable results between 

90.66 % - 98.66 % as shown in Figure 5.1. 
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Figure 5.1. Classification Accuracy: Data Proportion of 70:30. 

Table 5.2  

Classification Accuracy (%) for Experiment of Data Split into 80:20 

Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

Bayes Net 94 25 99 99 99 

Naïve Bayesian 94 31 99 99 99 

LibLINEAR 94 97 95 98 95 

LibSVM 75 75 96 95 96 

Logistic 96 95 94 94 96 

91%

9%

(A) Accuracy of H

Over 95 percent Less 95 percent

68%

32%

(B) Accuracy of ER

Over 95 percent Less 95 percent

77%

23%

(C) Accuracy of HF

Over 95 percent Less 95 percent

100%

0%

(D) Accuracy of all Hybrid 
Features (ER, H, HF)

Over 90 percent Less 90 percent
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Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

Multilayer 
Perceptron 91 95 89 95 94 

SMO 96 94 94 97 95 

K* 95 98 99 100 96 

AdaBoost M1 94 95 99 97 98 
Attribute 
Selected 
Classifier 

95 75 97 97 97 

Multi Class 
Classifier 96 95 94 94 96 

Random 
Committee 96 98 97 98 96 

Decision Tree 95 98 98 97 98 

JRip 94 97 98 99 98 

NNge 85 98 82 98 82 

PART 90 75 97 96 97 

FT 95 96 96 96 96 

Hoeffding Tree 93 75 91 98 75 

J48 94 75 97 97 97 

J48graft 94 75 98 98 98 
J48 
Consolidated 92 75 96 98 96 

Random Forest 77 98 94 97 97 

Average 92.04 83.40 95.40 97.13 95.04 

Table 5.2 presents the results for data proportion of 80:20. First, the results were on the 

performance of FeatureSet-ER against UB and UBA. Based on that, the constructed 

features based on ER was able to obtain around 60% out of total classifiers, whose was 

able to either maintain the accuracy or improve it. In contrast, 40% of the classifiers got 

lower accuracy rate. However, the ER features can still be considered relevant as 68% of 

the total classifiers obtained accuracy rate over 95% with average rate at 95.40%. 
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This experiment also reveals that FeatureSet-H is of equal or better than using FeatureSet-

UB, UBA, and ER. Classification results stated that around 68% of the classifiers produce 

either equal or higher accuracy when FeatureSet-H was employed. Moreover, around 91% 

of the classifiers achieved classification accuracy over 95% with average rate at 97.13% as 

shown in Figure 5.2. Only 18% of the classifiers had a drop in their accuracy comparing 

with the single approach. 

Again, this dissertation performs the feature selection method to reduce the size of 

FeatureSet-H. This Feature set (i.e FeatureSet-HF) is then fed to all the 22 classifiers and 

the results as in Table 5.2. Comparison of accuracy when using FeatureSet-H and 

FeatureSet-HF shows that approximately 59% of the classifiers was able to either maintain 

the accuracy or improve it with average rate at 95%. On the other hand, 41% of the 

classifiers are better off by using FeatureSet-H as compared to FeatureSet-HF.  

  

Figure 5.2. Classification Accuracy: Data Proportion of 80:20 

91%

9%

(A) Accuracy of H

Over 95 percent Less 95 percent

68%

32%

(B) Accuracy of ER

Over 95 percent Less 95 percent
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Figure 5.2. Classification Accuracy: Data Proportion of 80:20 (Continuous) 

Table 5.3  

Classification Accuracy (%) for Experiment of Data Split into 90:10 

Classifier FeatureSet
-UB 

FeatureSet
-UBA 

FeatureSet
-ER 

FeatureSet
-H 

FeatureSet
-HF 

Bayes Net 96 26 100 100 100 

Naïve Bayesian 96 26 100 99 100 

LibLINEAR 92 96 92 96 94 

LibSVM 72 72 92 92 92 

Logistic 96 96 98 94 98 

Multilayer 
Perceptron 

92 96 88 96 90 

SMO 96 92 92 96 92 

K* 94 96 98 100 98 

AdaBoostM1 92 92 100 98 100 

Attribute 
Selected 
Classifier 

94 72 98 98 98 

Multi Class 
Classifier 

96 96 98 98 98 

Random 
Committee 

76 96 96 94 98 

86%

14%

(C) Accuracy of HF

Over 95 percent Less 95 percent
94%

6%

(D) Accuracy of all Hybrid 
Features (ER, H, HF)

Over 90 percent Less 90 percent
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Classifier FeatureSet
-UB 

FeatureSet
-UBA 

FeatureSet
-ER 

FeatureSet
-H 

FeatureSet
-HF 

Decision Tree 92 96 96 94 100 

JRip 92 96 98 98 98 

NNge 90 32 92 98 100 

PART 92 72 96 98 98 

FT 94 98 96 98 94 

Hoeffding Tree 94 72 92 100 92 

J48 92 72 98 98 98 

J48graft 92 72 98 98 98 

J48Consolidate
d 

90 28 98 98 98 

Random Forest 88 96 100 94 96 

Average 91.27 76.81 96.18 97.04 96.81 

In the same way, the performance of various classifiers using data proportion of 90:10 is 

depicted in Table 5.3. A closer look indicates that performance of hybrid features 

(FeatureSet-ER, FeatureSet-H, and FeatureSet-HF) are good. For instance, the Bayes Net 

classifier, using FeatureSet-UB, the accuracy is 96 while FeatureSet-UBA only achieve 

26%. But, when the classifier was fed with FeatureSet-ER, H, and HF the accuracy has 

increased to 100% for all three feature sets. Again the results analysis begins by examining 

the performance of FeatureSet-ER against FeatureSet-UB and FeatureSet-UBA. Based on 

the results, around 68% out of classifiers give better results in classifying malicious users 

with accuracy rate as high as 100% with average rate at 96.18%. On the other hand, only 

two of the classifiers have produced the same accuracy while using FeatureSet-UB, UBA, 

and ER. Despite this, there are only five classifiers that have a decrease in their accuracy. 

Additionally, the ER features are relevant as 77% of the classifiers obtained accuracy rate 

over 95% as shown in Figure 5.3. 
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Then again, the performance of FeatureSet-H is compared against all features of 

FeatureSet-UB, UBA, and ER. Experiments showed that the proposed FeatureSet-H is 

equal or better than using FeatureSet-ER. Classification results stated that around 86% of 

the classifiers produce higher or equal accuracy compared to using FeatureSet-ER. 

Likewise, around 73% of the classifiers produce equal or higher accuracy compared with 

UB and UBA with average rate at 97%. Moreover, around 82% out of the classifiers 

achieved classification accuracy over 95% as shown in Figure 5.3.  

The comparison of accuracy when using FeatureSet-H and FeatureSet-HF shows that 

approximately 68% out of the classifiers was able to either maintain the accuracy or 

improve it with average rate at 96.81%. Additionally, 98% out of available feature sets 

based on hybrid features were obtained accuracy rate over 90%. While the performance of 

hybrid features was relatively stable almost over 95 % as shown in Figure 5.3.  

  

Figure 5.3 Classification Accuracy: Data Proportion of 90:10  

 

82%

18%

(A) Accuracy of H

Over 95 percent Less 95 percent

77%

23%

(B) Accuracy of ER

Over 95 percent Less 95 percent
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Figure 5.3. Classification Accuracy: Data Proportion of 90:10 (Continuous) 

This dissertation came out with different feature sets, while the main one is hybrid features 

(FeatureSet-H), which is consider integration of UB, UBA, and ER. So, in order to see the 

effect of hybrid features based on different data proportion, this dissertation made a 

comparison between the obtained results (i.e. FeatureSet-H). Table 5.4 and Figure 5.4 

illustrate the comparison of classifiers accuracy across FeatureSet-H. 

Table 5.4  

Comparison of Classifiers Accuracy (%) based on Hybrid Features 

Classifier FeatureSet-H 
(A) (70:30) 

FeatureSet-H 
(B) (80:20) 

FeatureSet-H 
(C) (90:10) 

Bayes Net 96.66  99 100 

Naïve Bayesian 96 99 99 

LibLINEAR 96.66  98 96 

LibSVM 94 95 92 

Logistic 95.33  94 94 

Multilayer Perceptron 96.66  95 96 

SMO 96.66  97 96 

77%

23%

(C) Accuracy of HF

Over 95 percent Less 95 percent
98%

2%

(D) Accuracy of all Hybrid 
Features (ER, H, HF)

Over 90 percent Less 90 percent
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Classifier FeatureSet-H 
(A) (70:30) 

FeatureSet-H 
(B) (80:20) 

FeatureSet-H 
(C) (90:10) 

K* 98.66  100 100 

AdaBoostM1 95.33  97 98 
Attribute Selected 
Classifier 95.33  97 98 

Multi Class Classifier 95.33  94 98 

Random Committee 98 98 94 

Decision Tree 95.33 97 94 

JRip 96.66  99 98 

NNge 96.66  98 98 

PART 96.66  96 98 

FT 96 96 98 

Hoeffding Tree 96 98 100 

J48 95.33  97 98 

J48graft 96 98 98 

J48Consolidated 94.66 98 98 

Random Forest 97.33  97 94 

Table 5.4 and Figure 5.4 compare the classification accuracy for FeatureSet-H based on 

data proportion 70:30 (A), 80:20 (B), and 90:10 (C) respectively. After examining the 

results, it can be seen that the hybrid features were able to achieve significant accuracy 

result among a set of classifiers. According to the accuracy results, FeatureSet-H (B) 

improved by 68% out of total classifiers comparing with FeatureSet-H (A). While 23% of 

classifiers slightly decreased and only 9% of classifiers got same results over different data 

proportion. Likewise, FeatureSet-H (C) also improved by 64% and 41% comparing with 

FeatureSet-H (A) and FeatureSet-H (B) respectively. However. The decreased in the results 

was at 36% and 32% comparing with FeatureSet-H (A) and FeatureSet-H (B) respectively. 
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Additionally, the outcome shows that more data for training will steadily increase the result 

accuracy for most of the classifiers. 

  

 
 

Figure 5.4. Classification Accuracy of FeatureSet-H using Different Data Proportion 

In order to get a better understanding of the results and determine which feature set is the 

best, this dissertation performed a T-Test experiment to return the probability associated 

with a sample. For each paired of hybrid feature set (HA) and single feature set (SA), this 
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study performed T-Test based on different data portion groups 70%-30%, 80%-20%, and 

90%-10%, while using 0.05 as P-value. For instance, this dissertation starts by examining 

all feature sets with data portion 70%-30%, where the analysis is between FeatureSet-ER 

vs FeatureSet-UB, then FeatureSet-H vs FeatureSet-UB, followed by FeatureSet-HF vs 

FeatureSet-UB. Similar analysis is performed on other data portion, for example, the 

probability under data portion 90%-10% is examined between FeatureSet-ER vs 

FeatureSet-UBA, and then FeatureSet-H vs FeatureSet-UBA, follow by FeatureSet-HF vs 

FeatureSet-UBA. Table 5.5 illustrates the T-Test results, where each result shows the 

probability associated with a feature set’s paired T-Test.  

Table 5.5 
T-Test Results for Each Feature Sets Paired Based on Split Percentage 

                   SA 
 
HA 

FeatureSet-UB  FeatureSet-UBA 

70:30 80:20 90:10  70:30 80:20 90:10 

FeatureSet-ER 0.00218 0.03012 0.00214  0.00640 0.01334 0.00206 

FeatureSet-H 0.00066 0.00053 0.00026  0.00373 0.00514 0.00139 

FeatureSet-HF 0.00098 0.08745 0.00056  0.00446 0.01721 0.00156 

Based on T-Test results on all experiments of various data proportion; 70%-30%, 80%-

20%, and 90%-10%, it is learned that the hybrid feature sets FeatureSet-ER, FeatureSet-H, 

and FeatureSet-HF gives better insight on classifying malicious users as most of feature 

sets produce better performance compared with FeatureSet-UB and FeatureSet-UBA. 

Moreover, a closer look at the T-Test results indicated that FeatureSet-H produces highly 

significant performance compared with other feature sets. Furthermore, this dissertation 

conduct another T-Test between FeatureSet-H and FeatureSet-HF based on various data 

proportion 70%-30%, 80%-20%, and 90%-10% as shown in Table 5.6.  
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Table 5.6 
T-Test Results for FeatureSet-H vs FeatureSet-HF Based on Split Percentage 

Feature Set 
 FeatureSet-H 

 70:30 80:20 90:10 

FeatureSet-HF  0.30319 0.10567 0.78022 

Data in Table 5.6 shows that accuracy difference between FeatureSet-H and FeatureSet-

HF is not significant. In all percentage split, the values are greater than 0.005 (i.e 0.30319, 

0.10567 and 0.78022). This shows that there isn’t enough evidence to claim that using 

FeatureSet-HF is better than using FeatureSet-H. 

5.1.2 Experiments using Cross Validation 

The second phase of experiments employs the cross-validation (CV) method in different 

fold such as 10, 15, and 20 (Hu et al., 2014). For each fold, this method is randomly 

assigned data points to two sets d0 and d1, so that both sets are equal size. Then train on 

d0 and test on d1, followed by training on d1 and testing on d0. This has the advantage that 

the training and test sets are both large, and each data point is used for both training and 

validation on each fold. Table 5.7 - 5.9 summarized the performance of the proposed 

features across 22 classification algorithms. Figure 5.5 – 5.7 visualized the performance 

statistics laid out by Table 5.7 – 5.9, respectively. 

Table 5.7  

Classification Accuracy (%) for Experiment of Data CV 10 Fold 

Classifier FeatureSet
-UB 

FeatureSet
-UBA 

FeatureSet
-ER 

FeatureSet
-H 

FeatureSet
-HF 

Bayes Net 90 28.4 95.2 95.6 97.2 
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Classifier FeatureSet
-UB 

FeatureSet
-UBA 

FeatureSet
-ER 

FeatureSet
-H 

FeatureSet
-HF 

Naïve Bayesian 91 28.8 74.2 78.6 88.4 

LibLINEAR 93.2 95.8 93.8 96 94.8 

LibSVM 73.2 73.2 91.4 91.6 92.6 

Logistic 92 91.8 96.6 93.8 98 
Multilayer 
Perceptron 87.8 88.4 85.6 91 89 

SMO 93.2 96 94.2 96 94.6 

K* 92.8 95.8 97.6 98.4 97.6 

AdaBoostM1 93.2 93.8 96.8 97.8 97.4 
Attribute 
Selected 
Classifier 

93.8 73.2 96.4 95.8 96.4 

Multi Class 
Classifier 92 91.8 96.6 93.8 98 

Random 
Committee 88.4 85 95.2 95.6 96.2 

Decision Tree 91.4 95.4 96 95.6 95.4 

JRip 92.2 95.2 96.8 96.6 97 

NNge 84.4 83.4 85.2 95.2 86.4 

PART 92.6 73.2 96.6 95.4 97 

FT 93.8 95.8 97.8 94.6 96.6 

Hoeffding Tree 90.2 73.2 88.8 94.4 95.4 

J48 93.2 73.2 95 95.6 95.8 

J48graft 93 73.2 95.2 96.4 96.4 
J48Consolidate
d 90 31.6 95.4 96.8 96.6 

Random Forest 77.4 90.8 96 94.8 96 

Average 89.94 78.5 93.47 94.51 95.12 

Table 5.7 shows the performance of the proposed features across 22 classifiers using cross-

validation 10 fold. As shown in Figure 5.5 the performance of the hybrid features across 

most classifiers was magnificent compare with UB and UBA. For instance, the Bayes Net 
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classifier, using FeatureSet-UB, the accuracy was only 90% while FeatureSet-UBA 

performed worst by only achieving 28.4. But, when the classifier was fed with FeatureSet-

ER, H, and HF the accuracy has increased to 95.2%, 95.6%, and 97.2% respectively. First, 

the results analysis begins by examining the performance of FeatureSet-ER against 

FeatureSet-UB and FeatureSet-UBA. Based on the results, ER gives better insight on the 

classifying malicious users as 77% out of the classifiers’ accuracy has increased. While 

only 22% out of these classifiers slightly decreased their results. In addition, the ER 

features have achieved good performance results as 73% out of the total classifiers obtained 

accuracy rate over 95%. 

It is clear that FeatureSet-ER produces better accuracy, its performance is compared against 

FeatureSet-H that includes all features of FeatureSet-UB, UBA, and ER. Experiments 

showed that the proposed FeatureSet-H is equal or better than using FeatureSet-ER. 

Classification results stated that around 60% and 90% of the classifiers produce higher or 

equal accuracy compares with ER, UB, and UBA from one side, UB and UBA from another 

sides. Moreover, around 68% of the classifiers achieved classification accuracy over 95% 

with average rate at 94.51% as shown in Figure 5.5.  

Similarly, this dissertation performs the feature selection method to reduce the size of 

FeatureSet-H. This feature set (i.e FeatureSet HF) is then fed to all the 22 classifiers and 

the results as in Table 5.7. Comparison of accuracy when using FeatureSet-H and 

FeatureSet-HF shows that approximately 64% of the classifiers was able to either maintain 

the accuracy or improve it with average rate at 95.12%. On the other hand, only 8 of the 

classifiers are better off by using FeatureSet-H as compared to FeatureSet-HF. 
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Additionally, 91% of available feature sets based on hybrid features were achieved 

accuracy result more than 90% as shown in Figure 5.5. 

  

  

Figure 5.5. Classification Accuracy: CV 10 Fold 

Table 5.8  

Classification Accuracy (%) for Experiment of Data CV 15 Fold 

Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

Bayes Net 90.4 28.8 95 96 97.6 

Naïve Bayesian 91.4 29 74.4 78.6 88.6 

68%

32%

(A) Accuracy of H

Over 95 percent Less 95 percent

73%

27%

(B) Accuracy of ER

Over 95 percent Less 95 percent

73%

27%

(C) Accuracy of HF

Over 95 percent Less 95 percent

91%

9%

(D) Accuracy of all Hybrid 
Features (ER, H, HF)

Over 90 percent Less 90 percent

 80 
 



 

Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

LibLINEAR 93.2 96.2 93.4 96.6 94.4 

LibSVM 73.2 73.2 91.4 91.6 92.6 

Logistic 91.6 91.8 95.4 93.8 97 
Multilayer 
Perceptron 87 91.6 90.2 85.8 80.2 

SMO 93.2 96.4 94 96.6 94.6 

K* 92.8 95.8 97.6 98.2 97.6 

AdaBoostM1 93.4 93.8 96.8 97 97 
Attribute 
Selected 
Classifier 

94.2 73.2 96.2 96 97.2 

Multi Class 
Classifier 91.6 91.8 95.4 93.8 97 

Random 
Committee 81.8 86 92.8 95 96.2 

Decision Tree 91.8 95 96 94.8 95.6 

JRip 92.8 96.2 96 97.6 96.8 

NNge 84.2 83 82.6 95.2 83.8 

PART 93.4 73.2 96 96.6 96.4 

FT 93.8 95.6 97 95.4 96.6 

Hoeffding Tree 90.6 73.2 88.6 94.8 94.8 

J48 93.2 73.2 95.8 95.6 96.4 

J48graft 93 73.2 95.4 96.2 96.4 

J48Consolidated 89.8 29.8 95.2 94.2 94.6 

Random Forest 79.2 92.4 96 95.2 96.4 

Average 89.8 78.74 93.23 94.3 94.44 

Table 5.8 and Figure 5.6 compare the performance for the proposed features across 22 

different classifiers using cross-validation 15 fold. Approximately 88% of all classifiers 

based on hybrid features has been achieved accuracy rate over 90% as shown in Figure 5.6. 

The performance of the hybrid features across most classifiers still outstanding compared 
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with UB and UBA. As can be seen in Bayes Net classifier, using FeatureSet-UB, the 

accuracy was only 90.4% while FeatureSet-UBA performed worst by only achieving 

28.8%. But, when the classifier was fed with FeatureSet-ER, H, and HF the accuracy has 

increased to 95%, 96%, and 97.6% respectively. 

Initially, the results analysis begins by examining the performance of FeatureSet-ER 

against FeatureSet-UB and FeatureSet-UBA. Based on the results, the ER give better 

results as 73% out of the classifiers’ accuracy has increased with average rate at 93.23%. 

While only 27% out of these classifiers slightly decreased their results. In addition, the ER 

features have achieved good performance as 68% out of the total classifiers obtained 

accuracy rate over 95%. 

Subsequently, the FeatureSet-ER results produced good accuracy rate. Hence, its 

performance is compared against FeatureSet-H that includes all features of FeatureSet-UB, 

UBA, and ER. Experiments showed that the proposed FeatureSet-H is equal or better than 

using FeatureSet-ER. Classification results stated that around 55% and 82% of the 

classifiers produce higher or equal accuracy compares with (ER, UB, and UBA), (UB and 

UBA) respectively. Moreover, around 68% of the classifiers achieved classification 

accuracy over 95% with average rate at 94.3% as shown in Figure 5.6.  

Then again, this dissertation performs the feature selection method to reduce the size of 

FeatureSet-H. FeatureSet-HF is then fed to all the 22 classifiers and the results as in Table 

5.6. Comparison of accuracy when using FeatureSet-H and FeatureSet-HF shows that 

approximately 68% of the classifiers was able to either maintain the accuracy or improve 

it. On the other hand, only 7 of the classifiers are better off by using FeatureSet-H as 
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compared to FeatureSet-HF. Additionally, 88% of available feature sets based on hybrid 

features were achieved accuracy result more than 90% as shown in Figure 5.6. 

  

  

Figure 5.6. Classification Accuracy: CV 15 Fold 

Table 5.9  

Classification Accuracy (%) for Experiment of Data CV 20 Fold 

Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

Bayes Net 90 28.6 95.2 96 97.2 

Naïve Bayesian 90 28.8 74.6 78.6 88.6 

68%

32%

(A) Accuracy of H

Over 95 percent Less 95 percent

73%

27%

(B) Accuracy of ER

Over 95 percent Less 95 percent

73%

27%

(C) Accuracy of HF

Over 95 percent Less 95 percent

91%

9%

(D) Accuracy of all Hybrid 
Features (ER, H, HF)

Over 90 percent Less 90 percent
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Classifier FeatureSet 
-UB 

FeatureSet 
-UBA 

FeatureSet 
-ER 

FeatureSet 
-H 

FeatureSet 
-HF 

LibLINEAR 93.8 96.2 93.8 96.4 95 

LibSVM 73.2 73.2 91.8 92.2 93.2 

Logistic 92 92.4 97.2 94 97 
Multilayer 
Perceptron 88.4 92.2 89.6 91.8 91.2 

SMO 93.2 96.4 93.8 96.4 94.8 

K* 93.2 96 97.8 98.4 97.6 

AdaBoost M1 93.4 93.8 96.6 97.8 97.6 
Attribute 
Selected 
Classifier 

94.2 73.2 97 96 97.2 

Multi Class 
Classifier 92 92.4 97.2 94 97 

Random 
Committee 80.4 83 95.8 93.6 96.2 

Decision Tree 91.6 95.6 95.6 95.6 95.2 

JRip 93 95.6 97 97.4 97.2 

NNge 84.2 73 85 95.2 86.4 

PART 92.8 73.2 96.4 95.6 96.8 

FT 93.4 96 97.6 96.2 96 

Hoeffding Tree 90.8 73.2 89.2 94.8 94.8 

J48 93 73.2 96 96.4 97.4 

J48graft 92.8 73.2 96.6 97.4 98 

J48Consolidated 91 29 96.4 95.4 96.4 

Random Forest 78.2 90.8 96.2 95 96.4 

Average 89.75 78.13 93.92 94.73 95.32 

Table 5.9 show the performance of the proposed features across 22 classifiers using cross-

validation 20 fold. As shown in Figure 5.7 the performance of the hybrid features across 

most classifiers considered excellent compared with UB and UBA. For instance, the J48 

classifier, using FeatureSet-UB, the accuracy was only 93% while FeatureSet-UBA 
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performed poorest by only achieving 73.2%. But, when the classifier was fed with 

FeatureSet-ER, H, and HF the accuracy has increased to 96%, 96.4%, and 97.4% 

respectively.  

At first, the results analysis begins by examining the performance of FeatureSet-ER against 

FeatureSet-UB and FeatureSet-UBA. Based on the results, ER gives good rate at 77% out 

of the classifiers’ accuracy has increased with average rate at 93.92%. While only 18% out 

of these classifiers slightly decreased their results. In addition, the ER features have been 

achieved good performance results as 68% out of the total classifiers obtained accuracy 

rate over 95%. 

It is clear that FeatureSet-ER produces good accuracy rate, its performance is compared 

against FeatureSet-H that includes all features of FeatureSet-UB, UBA, and ER. 

Experiments showed that the proposed FeatureSet-H is equal or better than using 

FeatureSet-ER. Classification results stated that around 60% and 91% of the classifiers 

produce higher or equal accuracy compares with (ER, UB, and UBA), (UB and UBA) 

respectively. Moreover, FeatureSet-H obtained rate at 68% out of the classifiers, which 

achieved classification accuracy over 95% with average rate at 94.73% as shown in Figure 

5.7. 
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Figure 5.7. Classification Accuracy: CV 20 Fold 

In order to see the effect of hybrid features based on different cross-validation proportion, 

this dissertation made a comparison between the obtained results (i.e. FeatureSet-H). Table 

5.8 and Figure 5.8 illustrate the comparison of classifiers accuracy across FeatureSet-H. 

 

 

 

68%

32%

(A) Accuracy of H

Over 95 percent Less 95 percent

68%

32%

(B) Accuracy of ER

Over 95 percent Less 95 percent

73%

27%

(C) Accuracy of HF

Over 95 percent Less 95 percent

89%

11%

(D) Accuracy of all Hybrid 
Features (ER, H, HF)

Over 90 percent Less 90 percent
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Table 5.10  

Comparison of Classifiers Accuracy (%) based on Hybrid Features 

Classifier FeatureSet-H (A) 
(CV-10) 

FeatureSet-H (B) 
(CV-15) 

FeatureSet-H (C) 
(CV-20) 

Bayes Net 95.6 96 96 

Naïve Bayesian 78.6 78.6 78.6 

LibLINEAR 96 96.6 96.4 

LibSVM 91.6 91.6 92.2 

Logistic 93.8 93.8 94 

Multilayer Perceptron 91 85.8 91.8 

SMO 96 96.6 96.4 

K* 98.4 98.2 98.4 

Decision Tree 95.6 94.8 95.6 

JRip 96.6 97.6 97.4 

NNge 95.2 95.2 95.2 

PART 95.4 96.6 95.6 

AdaBoostM1 97.8 97 97.8 
Attribute Selected 
Classifier 95.8 96 96 

Multi Class Classifier 93.8 93.8 94 

Random Committee 95.6 95 93.6 

FT 94.6 95.4 96.2 

Hoeffding Tree 94.4 94.8 94.8 

J48 95.6 95.6 96.4 

J48graft 96.4 96.2 97.4 

J48Consolidated 96.8 94.2 95.4 

Random Forest 94.8 95.2 95 

Table 5.10 and Figure 5.8 compare the classification accuracy for FeatureSet-H based on 

cross-validation 10 (A), 15 (B), and 20 (C) respectively. After examining the results, it can 
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be seen that the hybrid features were able to achieve significant accuracy result among a 

set of classifiers with the average result at 94.5%. According to the accuracy results, 

FeatureSet (B) improved by 23% out of total classifiers comparing with FeatureSet (A). In 

contrast, FeatureSet (C) was significantly improved by 68% out of total classifiers 

comparing with FeatureSet (A). Additionally, this result drops down at 50% out of total 

classifiers comparing with FeatureSet (B). This is mean the hybrid features (FeatureSet-H) 

have a steady improvement at 20%. Likewise, the outcome showed that more data for 

training will steadily increase the result accuracy for most of the classifiers. 

  

 
 

Figure 5.8. Classification Accuracy of FeatureSet-H using Different Fold Proportion 
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In the same way that abled in different data portion, this dissertation performed a T-Test 

experiment to return the probability associated with a sample. For each paired of hybrid 

feature set (HA) and single feature set (SA), this study abled the T-Test based on different 

fold values 10, 15, and 20, while P-value is 0.05. For instance, this dissertation start by 

examining all feature sets with fold value 10, where the probability compared between 

FeatureSet-ER vs FeatureSet-UB, then FeatureSet-H vs FeatureSet-UB, followed by 

FeatureSet-HF vs FeatureSet-UB. In the same way for other data portion, for example, the 

probability under data portion 15 is compared between FeatureSet-ER vs FeatureSet-UBA, 

then FeatureSet-H vs FeatureSet-UBA, follow by FeatureSet-HF vs FeatureSet-UBA. 

Table 5.11 illustrates the T-Test results, where each result shows the probability associated 

with a feature set’s paired T-Test.  

Table 5.11 
T-Test Results for Each Feature Sets Paired Based on Cross-Validation 

                      SA 
 
 

HA 

FeatureSet-UB  FeatureSet-UBA 

10 15 20  10 15 20 

FeatureSet-ER 0.03721 0.04240 0.01621  0.00475 0.00658 0.00362 

FeatureSet-H 0.00240 0.00430 0.00168  0.00262 0.00373 0.00229 

FeatureSet-HF 0.00039 0.00385 0.00028  0.00188 0.00350 0.00166 

Based on T-Test results across all experiments of various fold values; 10, 15, and 20, it is 

learned that the hybrid feature sets FeatureSet-ER, FeatureSet-H, and FeatureSet-HF gives 

better insight on classifying malicious users as all groups of the classifiers produce better 

performance compared with FeatureSet-UB and FeatureSet-UBA. Moreover, a closer look 

at the T-Test results indicated that FeatureSet-HF produces highly significant performance 
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compared with FeatureSet-UB (i.e 0.0039, 0.00385, 0.00028), FeatureSet-UBA, and 

FeatureSet-ER, while its results slightly improved compared with FeatureSet-H. However, 

the proposed FeatureSet-H is still producing highly significant performance compared with 

FeatureSet-UB, FeatureSet-UBA, and FeatureSet-ER. 

Furthermore, this dissertation conducts another T-Test between FeatureSet-H and 

FeatureSet-HF based on various fold values 10, 15, and 20 as shown in Table 5.12.  

Table 5.12 
T-Test Results for FeatureSet-H vs FeatureSet-HF Based on Cross-Validation 

FeatureSet 
 FeatureSet-H 

 10 15 20 

FeatureSet-HF  0.57672 0.91367 0.58123 

Even though by using FeatureSet-HF, most classifiers obtained a higher classification 

accuracy (refer to Table 5.7 – 5.9), the difference is not significant at P-value 0.005. Data 

in Table 5.12 shows that the values are greater than the utilized P-value.  

5.2 Discussion  

In this dissertation, the discussion centres on how the hybrid features is able to improve the 

classification results. It is clear that hybrid features were able to achieve good results as the 

obtained accuracy is as high as 100%. Furthermore, most of the data proportion 

experiments (i.e 85%) produces better accuracy when using hybrid features as to the non-

hybrid features. In the same way, around 89% cross-validation experiments (i.e 10, 15, and 

20) that uses hybrid features achieve better classification. Moreover, the experiment shows 

that the classifier accuracy rate increases in parallel to the amount of data used for training. 
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However, there are a few cases where the hybrid features fail to produce higher than non-

hybrid. Nevertheless, these results can still be considered good as most of them are over 

90% accuracy. This may be explained by the nature of the utilized classifiers such as 

Decision Tree.  

In addition, this dissertation examined the features constructed based on Edge Rank 

concept where it is of 16 features (i.e. FeatureSet-ER). By using ER features only, the 

classification accuracy of the employed classifiers can be improved. In particular, around 

68% of the experiments in various data proportion (70:30, 80:20, and 90:10) obtained better 

result as compared to using non-hybrid features. In addition, results on 77% of cross 

validation experiments were also improved. However, the success rate of FeatureSet-H is 

still considered better compared to FeatureSet-ER, this is because FeatureSet-ER only 

relies on 16 features while FeatureSet-H employs 30 features.  

Additionally, as the hybrid feature set contains a large number of features (30), this 

dissertation performs the feature selection method to reduce the size of FeatureSet-H. The 

results of hybrid features after process of feature selection (FeatureSet-HF) shows a slight 

improvement comparing with H. The experiments based on the data proportion 70:30, 

80:20, and 90:10 present that around 64% of the experiments was either improved or have 

similar results. Moreover, only 2 experiments did not produce higher than 90% accuracy. 

Additionally, testing evaluation using cross-validation (10, 15, and 20) also shows that the 

reduced feature set is better. Only 5 experiments show a little decrease in accuracy. This 

dissertation examined the features of HF in order to simplify the process of training and 

testing. Through the experiments, this dissertation observed that the computational time 
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was reduced for most of the classifiers. However, this dissertation did not consider time as 

an evaluation metric as the main evaluation is made based on classification accuracy.  

In order to support the findings, this dissertation performed T-Test analysis to determine 

whether there is a statistically significant difference on the classification accuracy between 

the feature sets. Based on T-Test results, it is learned that the hybrid feature sets FeatureSet-

ER, FeatureSet-H, and FeatureSet-HF gives better insight on classifying malicious users 

as all classifiers produce better performance compared with FeatureSet-UB and 

FeatureSet-UBA. Moreover, a closer look at the T-Test results indicated that FeatureSet-H 

and FeatureSet-HF produce highly significant performance compared with FeatureSet-UB, 

FeatureSet-UBA, and FeatureSet-ER. In addition, the results also indicate that the accuracy 

difference between FeatureSet-H and FeatureSet-HF is not significant. Since this 

dissertation does not consider computational effort in evaluating the proposed features, it 

recommends the utilization of FeatureSet-H in detecting malicious users.  

5.3 Summary 

In this chapter, the classification experimental results and discussion have been presented. 

It started with the findings of split percentage methods for each feature set and followed 

by the results of cross-validation. In the next chapter, the conclusion, contribution, and 

future recommendation of this dissertation are presented.  
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CHAPTER SIX  

CONCLUSION 

This chapter presents the conclusion of the dissertation besides limitation of the study and 

future work that could be implemented. Section 6.1 includes the dissertation contribution 

whereas Section 6.2 illustrates the limitation. In the end, Section 6.3 describes 

recommendations for future work.  

6.1 Contribution  

Social media networks have become extremely popular and this creates the opportunity for 

the malicious user to publish unwanted content such as spam video. This dissertation 

presents two contributions that includes; 1) repository of YouTube channels and 2) a set of 

features to be used in detecting malicious users. The first contribution is as presented in 

Figure 3.12 where it contains data on users, how the users interact with other users and also 

information on the content that they shared on YouTube. On the other hand, the proposed 

feature set which comprises of 30 features (refer to Table 4.7) is based on user based, user 

behaviour, and Edge Rank concept which was employed in Facebook. 

This dissertation examines the effectiveness of Edge Rank concept to construct new 

features for spam detection. The process of construction is performed by using three 

aspects of Edge Rank which is Affinity, Weight, and Decay (refer to Table 4.5). Total of 

16 features have been constructed, where it was evaluated by CFS method and it seems 

that has the most interesting features. Hence, 10 out of 13 features of FeatureSet-HF is 

based on Edge Rank concept. This highlights the new features that never exist on YouTube 

before. 
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The empirical results revealed that the classification accuracy is more than 95% for most 

of the employed classifiers (i.e 22 classifiers). This indicates that the proposed features can 

be used to detect video spam in YouTube. Hence, creating the possibility for the features 

to be used in an anti-spam video system. 

6.2 Limitations of Study 

Although this dissertation has achieved its objectives, there is still some limitations. At the 

first, due to scraper tool and time limit, this study has examined only spam video threat. 

Second, the feature extraction technique that is employed in this dissertation could not 

automatically extract all features, as some features were collected manually. Besides that, 

there are also missing values in the identified features; data cannot be obtained due to poor 

connection or privacy issues. Third, this dissertation relies on human judgment to assign 

class value, hence, increasing computational effort and not sufficiently reliable.  

6.3 Future Work  

Even though this dissertation has presented a feature set to identify spam video, there are 

other challenges that still requires attention. This includes features on video replication and 

low-quality videos. What are the features that can be used to represent these types of 

videos? Furthermore, this dissertation focused on the video component only, however, 

there are other interesting sections such as the comments section in the YouTube. The 

information included in this section need to be examined in order to build a better 

recognition system.  
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