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Abstrak

Model abakus telah digunakan secara meluas untuk mewakili pemetakan bagi sebarang
integer positif. Walau bagaimanapun, tiada kajian yang telah dilakukan untuk mem-
bangunkan manik abakus terkait dalam perwakilan bergraf bagi objek diskrit. Untuk
mengatasi masalah keterkaitan, kajian ini tertumpu kepada pencirian n-objek terkait
yang dikenali sebagai n-omino terkait, seterusnya menjana abakus rantai tersarang.
Selanjutnya, sifat konsep teori bagi abakus rantai tersarang dibangunkan. Di samping
itu, tiga jenis penjelmaan berbeza yang penting dalam pembinaan famili kelas turut di-
hasilkan. Fungsi penjana turut dirumuskan berdasarkan kelas ini dengan menggunakan
pengangkaan objek kombinatorik (ECO). Dalam kaedah ECO, setiap objek diperoleh
daripada objek yang lebih kecil dengan membuat pengembangan setempat. Pengem-
bangan setempat ini dihuraikan dengan cara yang mudah melalui petua turutan. Kemu-
dian petua turutan boleh diterjemahkan menjadi persamaan fungsian untuk fungsi pen-
jana. Kesimpulannya, kajian ini berjaya menghasilkan perwakilan bergraf baru bagi
abakus rantai tersarang yang dapat diaplikasikan dalam grid terhingga penjubinan.
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Abacus  model  has  been  employed  widely  to  represent  partitions for any positive
integer.  However,  no  study  has  been carried  out  to develop  connected  beads  of 
abacus in graphical representation for discrete objects. To  resolve this connectedness
problem  this  study  is  oriented  in  characterising  n - connected objects knows as n 
connected  ominoes,  which  then  generate  nested  chain  abacus.  Furthermore,  the 
theoretical  conceptual  properties for  the  nested chain abacus  are being formulated.
Along the construction, three different types of transformation  are being created that
are  essential  in  building  a  family  of  classes. To enhance further,  based on theses 
classes, generating functions are also being formulated by employing enumeration of
combinatorial objects (ECO). In  ECO  method, each  object is obtained from smaller
object by  making  some  local  expansions. These local expansions are described in a
simple way by a  succession  rule which can be translated into a function equation for
the  generating  function. In  summary,  this  stud  has  succeeded  in producing novel
graphical representation of nested chain abacus, which can be applied in  tiling  finite
grid.
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1 

 

· · · 

CHAPTER ONE 

INTRODUCTION 

 

1.1 Introduction 

 
The theory of partition is a fundamental area of number theory, it is concerning the 

representation of integer as sum of other integers. The theory of partition has been 

applied in many different areas such as combinatorics, statistical and particle physic. 

The partitions can be graphically represented with diagrams such as Ferrers diagram 

and Young diagram. Agraphical representation of partition is important in the partition 

theory because it can design and facilitate a visual structure of any shape in the form 

of discrete object. Henceforth, this thesis focuses on the use of graphical illustration of 

partition to develop a new design structure of connected ominoes. The beauty of this 

construction is further extended to be used in tiling fnite grid. 

 
1.2 Graphical Representation of Partition 

 
Diagrams are used to represent a partition of any positive integer. Since 1800s, the 

famous diagrams are the Ferrers diagram and the Young diagram (Benjamin & Quinn, 

2003; Hardy & Wright, 1979). On the other hand, a James diagram or known as e- 

abacus uses a β-number to represent a sequence of non-decreasing integer numbers 

(Gyoja et al., 2010). Next, the concept of partition and graphical representation of the 

partition are reviewed. 

Definition 1.2.1. (Andrews, 1998) A partition of a positive integer, t, is a finite non- 
n 

increasing sequence of non-negative integers (µ1, µ2, , µn) such that ∑ µi = t and 
i=1 

n is the number of parts of any partition. 

 

Example 1.2.2. (5, 3, 3, 2, 1), (5, 5, 2, 2), (6, 4, 2, 1, 1),· · · are partitions of t = 14. 

If µ = (5, 3, 3, 2, 1), then n = 5. 
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• 
• • 
• • • 
• • • 
• • • • • 

Normally, for repeating parts in a partition of the integers number exponent is used. 

So, (5, 3, 3, 2, 1) can be written as (5, 32, 2, 1). 

Partitions can be represented graphically in several ways, such as: Ferrers diagram, 

Young diagram and abacus. 

1. Ferrers Diagram: named after a 19th century British mathematician, Ferrers 

(Carroll, 1867). This diagram represents a partition as patterns of dots, with the 

mth rows having the same number of dots as the mth terms in the partition. The 

graphical representation of the partition (5, 3, 3, 2, 1) is shown in Figure1.1. 
 

 

Figure 1.1. Partition µ = (5, 3, 3, 2, 1) in Ferrers diagram 

 
2. Young Diagram An alternative visual representation of an integer partition, 

named after a 20th century British mathematician, Alfred Young (Young, 1934). 

Rather than representing a partition with dots, as in a Ferrers diagram, a Young 

diagram uses boxes or squares to represent graphically the partition. An example 

for the partition (5, 3, 3, 2, 1) is shown in Figure 1.2. 

 
 

     

    
   

   

  

 
 
 

Figure 1.2. Partition µ = (5, 3, 3, 2, 1) in Young diagram 
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A Young diagram is also known the Ferrers diagram, particularly when representing 

using dots (Stanton & White, 1986; Abramovich, 2012). Thus, these two diagrams 

are always known as the Ferrers-Young diagram or as the Young-Ferrers diagram. 

Young diagram plays an important role in the drafting of the first step of many types of 

algebras particularly significant role in classifying the block of q-schur algebra and 

specific composition of positive integer numbers in which the sum is a non nega-   

tive integer called t. Furthermore, Young diagram can represent the conjugate of the 

partition in a simple way. The conjugate of a partition is the partition that one obtains 

by merely changing the rows with columns of diagram (De Hoyos, 1990). Consider 

Example 1.2.1, the conjugate of the partition of µ = (5, 3, 3, 2, 1) is µ∗ = (5, 4, 3, 1, 1), 

which is illustrated by the following Figure 1.3. 
 
 
 
 

     

     

    

  
 

 
 

Figure 1.3. The conjugate of the partition of µ = (5, 3, 3, 2, 1) 

 
In addition, Young diagram provides a shortcut to find hook length µk j of column k 

and row j from the diagram where 

µk j = the number of the boxes that are in row j to the right of µk j + the number of the 

boxes in column k below µk j + 1. 

While the hook length formal is 
 

µk j = µ j ­k + µk
∗ ­ j + 1 



where µ' is a conjugate of panition µ and 

µz {i:µ;>k} 

for I ,;; k ,;; b (Mathas, 1999). 

Consider Example 1.2.1 Table I. I illustrates how to find the hook length µkj of first 

column using the Young diagram and the hook length formal ,1 11 = 7,. 

4 
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1

1

1

1

1

1

1

1

1

2 

1 

2 

5 

7 

Table 1.1 
 

Hook length µk j of first column 

Partition Young diagram Formal 
 

1-µ* = (4,2,2,1). 
Without zero 

(4,3,1,1) 

 
 

The hook length of first 

 
2-��1 = {�11, �21, �31, �41} 

= {7,5,2,1}, 
 

where 

column 

 
 

 
��1 = {�11, �21, �31, 

�41} 

�11 

�21 

 

�31 

= �1 

= �2 

 

= �3 

− 1 + �∗ − 1 + 1 = 7, 
 
− 1 + �∗ − 2 + 1 = 5, 
 
− 1 + �∗ − 3 + 1 = 2, 

 
= {7,5,2,1}. 

�41 = �4 − 1 + �∗ − 4 + 1 = 1. 

 

With zero 
(4,3,1,1,0) 

 

 

The hook length of first 
column 

 

��1 = {�11, �21, �31, 

�41} 

={7,5,2,1}. 

 
1-µ* = (5,3,2,2,1). 

 
2-��1 = {�11, �21, �31, �41, �51} 

={8,6,3,2,0}, 
 

where 
 

�11  = �1  − 1 + �∗ − 1 + 1 =  8, 

�21  = �2  − 1 + �∗ − 2 + 1 = 6, 

�31  = �3  − 1 + �∗ − 3 + 1 = 3, 

�41  = �4  − 1 + �∗ − 4 + 1 = 2, 

�51  = �5  − 1 + �∗ − 5 + 1 = 0. 
 

 
 

 

 

Based on the Table 1.1 the Young diagram can not be used to represent the conjugate of 

the partition with one or more zeros then, it is necessary to extend represents partition 

idea to the case where partition any positive number has some zero parts. A new model 

7 

1 

5 
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called James abacus was constructed by using the theory of abaci (James, 1978). 
 
 

1.2.1 James Abacus 

 
At first, James depended on Young diagram to obtain abacus diagrm. To understand 

how James derived abacus diagram, the concept of rim shall be explained. 

Definition 1.2.3. (Fulton, 1997) A rim hook is a connected series of boxes of a Young 

diagram which located on the lower-right edge of a partition which produces a valid 

Young diagram when removed. 

 

 
In Figure1.4, the boxes marked with stars are a rim. 

 
 
 

  * * * 
  *  
 * * 

* *  

*  

 
 
 

Figure 1.4. Rim location in Young diagram where µ = (5,3,3,2,1) 

 

By examining the Young diagram, James (1978) introduced a diagram with non - 

increasing positive integer numbers of which its sum is a positive integer number.   

In the beginning James employed the rim hook idea for the construction of abacus 

diagram. The representation of partition µ in the James abacus can be obtained by 

considering the partition µ in a Young diagram and starting from the south-west 

corner with ’-’ along its rim hook,  towards the north-east corner.  As the rim goes  

up pot ’o’ and goes right, ’-’ is placed (James, 1987). 

Thus, using the ’o’ for bead position and ’-’ for empty bead position, Figure 1.4 can 

be transferred as seen in Figure 1.5. In order to find the James diagram of the partition 
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- o 
- o 
- o 
o - 
- o 

(5, 3, 3, 2, 1), a rim hook in the Young diagram needs to be found as observed in Figure 

1.5. 

 
 

  o - - 
  o  
 o - 

o -  

-  

 
 
 

Figure 1.5. Transformation of the rim location to bead and empty bead positions in 
the Young diagram where µ = (5,3,3,2,1) 

 

Then, by taking rim hook from the bottom to the up and right of the corner, a sequence 

of bead and empty bead positions is obtained. After that, ’o’ must be put at the end of 

the sequence as depicted as follows: 

- o - o - o o - - o . 

 
James introduced an additional property when there exists e, where e is the number  

of the abacus columns. Initially, James consider e as a prime number and then Fayers 

assume e as any positive integer number greater than or equal to 2 (Fayers, 2007). For 

instance, if we arrange the above sequence into two columns, it is represented as shown 

below. 

 

Figure 1.6. James diagram when µ = (5, 3, 3, 2, 1), e = 2 

 
If the Figure 1.6 is rearranged in 13 columns, then the diagram will consist of one row 

and is represented by 

- o - o - o o - - o . 
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Later, James found a quick way to construct his abacus using a set of decreasing 

numbers called Beta numbers (β-number). Therefore, a set for a new abacus is 

defined in next section. 

 
1.2.2 Beta Number 

 
James found another way to represent abacus diagram by placing a bead at position of 

β-number. 

 
Definition 1.2.4. (Littlewood, 1951) A set of non-increasing of positive integers 

{β1, β2, β3, · · · , βb} is called β -number such that βi = µi + b ­ i where 1 ≤ i ≤ b 

and b is greater than or equal to the number of the parts of µ. 

 

Example 1.2.5. Consider µ = (5, 3, 3, 2, 1) in Example 1.2.2 then, β - numbers of µ 

are given as follows. 

β1 = µ1 + b­ 1 = 5 + 5 ­ 1 = 9, 

β2 = µ2 + b­ 2 = 3 + 5 ­ 2 = 6, 

β3 = µ3 + b­ 3 = 3 + 5 ­ 3 = 5, 

β4 = µ4 + b­ 4 = 2 + 5 ­ 4 = 3, 

β5 = µ5 + b­ 5 = 1 + 5 ­ 5 = 1, 

then β -number is {9, 6, 5, 3, 1}. 

Different β -number generates different abacus. 

 

 

There is a suitable way of arranging β-numbers to each partition as an abacus with    

e columns such that e � 2. Therefore, the definition of abacus will be given as a 

preliminary step towards the James abacus. 

 
 

An abacus refers to a counting frame that has been in use since centuries before the 

modern numeral system was adopted as a calculating tool. Aabacus are usually built 
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as a bamboo frame with beads sliding on wires. It manually enhances the calculation 

consisting of up-down movable beads on sticks, as demonstrated Figure 1.7. 

Empty bead position Bead position 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.7. Abacus 

 

We can associate to each partition an abacus diagram, this consist of columns which 

equal to e, numbered from left to right 0, 1, 2, · · · e­ 1 and positions on the abacus are 

numbered from right to left, working from top row to down, starting with 0, as shown 

in Figure 1.8. 

0 1 · · · e­ 1 
e e + 1 · · · 2e­ 1 
2e 2e + 1 · · · 3e­ 1 

3e 3e + 1 · · · 4e­ 1 
. . . . 

Figure 1.8. Abacus diagram 
 
 
 

Figure1.9 gives an example of a James abacus when e = 3 and e = 4. 
 

0 1 2  0 1 2 3 
3 4 5  4 5 6 7 
6 7 8 

. . . 

 8 9 10 11 

. . . . 

 
Figure 1.9. Abacus diagram for e = 3 and e = 4 

 

The next step is to place the beads on the abacus in the corresponding positions where 

any β-number will represent a bead. Consider Example 1.2.5 where β-numbers are 
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{9, 6, 5, 3, 1} so the position 1,  3,  5,  6, 9 are bead positions. Any bead can be 

represented as (o), while another empty bead position can be represented as (-). 
 
 
 
 
 
 
 
 

a b 

 

Figure 1.10. James abacus for partitioned µ = (5, 32, 2, 1) when (a) e = 2 and (b) e = 3 

 
The total elements of any non-increasing sequential of positive integers is a positive 

integer that does not change when a zero or any number of zeros is added to the 

sequence, but the β-number of any sequence will change when a zero or more is added. 

Thus, every partition can be represented by finite in a James abacus by adding zeros in 

the partition (James et al., 2006). Consider Example 1.2.5, then 

 
 

• If µ = (5, 3, 3, 2, 1) then µ is a partition of 14 of b1 = n = 5 where β- number 

= {9, 6, 5, 3, 1}. 

• If µ = (5, 3, 3, 2, 1, 0) then µ is a partition of 14 of b2 = b + 1 = 6 where β - 

number = {10, 7, 6, 4, 2, 0}. 

• If µ = (5, 3, 3, 2, 1, 0, 0) then µ is a partition of 14 of b3 = b + 2 = 7 where β - 

number = {11, 8, 7, 5, 3, 1, 0}. 

 
The idea of a James abacus was based on the idea of an abacus which can easily 

distinguish the change of the places of the beads’ position to which they belong and 

also the possibility of changing the order of the columns of the abacus. This feature 

has attracted many researchers to apply some of the beads’ move. 

- o - 
o - o 
o - - 
o - - 

- o 
- o 
- o 
o - 
- o 
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1.2.3 James Abacus Development 

About 20 years after James abacus was introduced, (James et al., 2006) established 

the abacus by adding one empty column to the James abacus called (e + 1)-abacus. It 

was proven in a theorem related to the determination of the decomposition numbers 

for any e where e is a prime positive integer greater than or equal to 2. James and 

Mathas investigated several relationships between the original and the new partition. 

Fayers (2007) contracted a similar theorem but different weight of partition by adding 

full column to the James abacus. Furthermore, a procedure was described to remove a 

column from the James abacus to find a new abacus. 

 

The parallelism idea of the previous theorem was used by considering of a finit 

composition of weight of the partition (Fayers, 2009). Fayers (2010) expands the use 

of the James abacus to compute the e-regularisation of a partition by implementating 

another movement. This movement is considered to be more complicated than the 

previous movement.   A bead moving from bk  to bk­e  and a bead from Sk­e  to bk,    

k = 1, ..., c, where positions bk­e and Sk are empty beads while positions bk­e and Sk 

are beads as long as the volume 1, ..., c is in order. The literature on James abacus 

shows the construction of a variety of diagrams based on the movement of the bead 

positions of James abacus, such as a work by Wildon (2008) how discovered a new 

way to find the conjugate of any partition by reflecting James abacus in its leading 

diagonal. 

 
Afterwards Loehr (2010) constructed diagram W∗ via move a set of beads which called 

scan movement. In this movement the beads will be moving one step to the right, 

then either a bead collides with another bead or no bead collision occurs. In case no 

bead collision occurs Abacus W∗ used to proof the three pieri rules. Scan movement 

was the development in the case the bead jumps k positions to the right, which used 



to prove the combinatorial definition of Schur polynomials equivalent the algebraic 

definition of Schur polynomials (Loehr, 20 I l ). Another movement of the bead to give 

a combinatorial proof of a plethstic generalization of the Mumaghan-Nakayama rule 

called single-step bead move. In this movement, all bead positions will be changing 

locations from position {3 to position {3 - e above it in the same column such that 

{3 - e :s;; 0 and {3 - e is empty bead position (Wildon, 2014 ). 

Tingley (2008) place all beads on the horizontal axis and then moves one bead exactly 

steps to the right in the con-esponding row of beads, possibly jumping over other beads. 

Then, he put the beads into groups and rotating each group 90 degrees anticlockwise. 

Meanwhile, Mahmood (2011) defined the main diagrams from a James abacus which 

give a new direction of study on James abacus. The work of Mahmood has been an 

eye opener for researchers to fi nd main diagrams by applying movement in /3 -number 

in several translations in the James abacus beads to establish a new abacus. 

n V r I I ara a a s1a 

The first of the translation is Upside Down. In this translation, the diagram is refl ected 

I 

in the line x and denoted as A . The order of the James abacus rows will change as 

follows: 

Rows numbered j in the original diagram become rows numbered (m - j + l ) in new 

abacus diagram while rows numbered (m - j + l ) in the original abacus diagram 

become rows numbered j in new abacus diagram. If r is odd, then rows numbered 

r+ l . h . . 1 b . b b d r+ l . h b -
2

- m t e ongrna a acus diagram ecome rows num ere -
2

- m t e new a acus 

diagram (Mahmood & Ali, 2013a) where r is the number of the abacus diagram rows 

and m=l,2, ... ,r such that 

{ 

r 
1,2,···- if ris even, 

l1l = 2 
r - 1 

1, 2.·· · -
2

- if ris odd. 

12 
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James diagram 
 

 

 

Diagram AI 
 
 

Figure 1.11. Upside down 
 
 

The second translation is right side-left. In this translation, the abacus diagram will 

be reflected in the line y and denoted as AII. The order of the column in the original 

abacus diagram will changed as follows: 

Column numbered r in the original abacus diagram becomes column numbered 

(e ­ r + 1) in new abacus diagram, where e ≥ 2 and r = 1, 2, .., (e ­ 1) (Mahmood & 

Ali, 2013c). 

0 
e 

2e 

1 
e + 1 
2e + 1 

· · · e­ 1 
· · · 2e­ 1 

· · · · · 
· · · 3e­ 1 

m

·
e 

· 
me

·
+ 1 

· · · · 
· 

· · · 
· 

· · · re­ 1 
· 

me me + 1 · · · re­ 1 

· 

2
·
e 

e 

0 

· 
· · · · · 

2e +

· 
1 

e + 1 
1 

· · · · 
· · · 
· · · 3e 

· 
1 

· 

· · · 2e­ 1 
­ 

· · · e­ 1 
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James diagram 

(m+1)e-2 (m+1)e-1 

e-1 

2e-1 

3e-1 

4e-1 

. 

. 

. 

e-2 

2e-2 

3e-2 

4e-2 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. me me+1 . 

. 

. 

. 

. 

. 

. 

. 

. 

. 

0 1 . 

e e +1 . 

2e   2e +1 . 

3e   3e +1 . 

 
 
 
 

e-1 e-2 . . 1 0 

2e-1 2e-2 . . e +1 e 

3e-1 3e-2 . . 2e +1 2e 

4e-1 4e-2 . . 3e +1 3e 

. . . . . . 

. . . . . . 

. . . . . . 

(m+1)e-1  (m+1)e-2  . .   me+1   me 

Diagram A' 

Reflected in the line y 
 

 

Figure 1.12. Right side-left 
 
 

The third translation involves the direct rotation of β- number by considering different 

degrees, namely 90o, 180o and 270o on the original James abacus. For 90o, the new 

abacus diagram is denoted by A90, for 180o the new abacus diagram is denoted as A180 

and for 270o, the new abacus diagram is denoted as A270, as follows: 

 
• Diagram A90 is achieved by rotating the James abacus 90 degrees anticlockwise. 

In this case, the positions in the column h and row k in the James abacus become 

the positions in row (r­h + 1) and column k in diagram A90 where h = 1, 2, · · ·, e 

and k = 1, 2, · · ·, r. 

• Diagram A180 is achieved by rotating the James abacus anticlockwise 180 

degrees. In this case the positions in row y and column w in the James 

abacus become positions in row r ­ y + 1 and column (e ­ w + 1) in the 

Diagram A180 where w = 1, 2, .., e and y = 1, 2, .., r. 

• Diagram A270 is achieved by rotating the James abacus anticlockwise 270 

degrees. In this case, the positions in row y and column w in original abacus 
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0 
e 

2e 

1 

e + 1 
2e+ 

· 
· · · e­ 1 

2e­ 1 

· · 
1 · 

· 
· 

· 
· 3e­ 1 

r

·
e 

· 
re +

· 
1 

· 
· 
· 

· 

· 
· 

· 
· · 

· 
· 

· 

· 
· 

· 

re­ 1 
· 

1
· 

0 

· · 
· · 

· 

· · 
· 

· 

· re 
· 

e 

· 
1 ­ 2e 

· 
1 

· · · 

­ 
· 
· · re 

· 
1 

· · 
· 

­ 

re­ 1 
· 

3e 

· 
1 

· 
· 
· · · re + 1 re 

· 
· 
· 

· 
· 

· · 

2e

­ 
1 

e 

­ 
­ 1 

2e +

·  
1 

e + 1 

· 

· 
· · 

· 
· 3e 

· 
1 

· 

· 
· 

· 

· 
· 

· 2e

­ 
1 

1 
· 

0 
­ 

270 

diagram become positions in row y and column (e­w + 1) in the Diagram A270
 

where w = 1, 2, .., e and y = 1, 2, .., r. 
 
 
 
 
 
 
 
 
 
 
 
 

James diagram 
 

 
e­ 1 

· 
· · 
· · 

· re­ 1 
· · 

 0 
1 .

· · · e­ 1 
· · re + 1 

· · · · ·  · · · · · 
 
 

Diagram A
90 

Diagram A
180

 
 
 
 
 
 
 
 
 
 
 
 

Diagram A 

Figure 1.13. Direct rotation 
 
 

Fourthly, the upside down and direct rotation translations are found in three abacus 

diagrams A1, A2 and A3 this translation is composed of upside down and direct rotation 

applications of three different degrees namely, 90o, 180o, 270o as follows: 

 
 
 1 th o 

• Diagram A  , is achieved by applying the 4 translation in 90 anticlockwise, in 

which the position in row p and column L in the original abacus diagram become 
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row L and column p in abacus diagram A1 where p = 1, 2, , e and L = 1, 2, · · ·, r. 

• Diagram A is achieved by applying the 4th
 translation in 180o

 anticlockwise; 

in this case, column number p in the James abacus is converted into column 

number e­ p + 1 in abacus diagram A2 where p = 1, 2, · · ·, e and L = 1, 2, · · ·, r. 

• Diagram A3
 is achieved by applying the 4th

 translation of 270o
 anticlockwise. 

In this case, all positions located in row number s and column number c in the 

original abacus diagram are converted into column numbered (e­s + 1) and row 

(r ­ c + 1) in abacus diagram A3 where s = 1, 2, .., r and c = 1, 2, , e (Mahmood 

& Ali, 2013b). 

 
 

The fifth movement will be exchanged with the rows by a fixed value y, respectively, 

to find diagram Axy . This moment is applied if y = 1, 2, 3, ... (Sami, 2014). 

 
King (2014) found a new diagram by applying Brauer algebra on James abacus along 

with consideration of the Temperley-Lieb algebra. A summary of the James abacus 

development is presented in Table 1.2 

2
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Table 1.2 
 

A summary of the James abacus digram development by applying several movement 
 

 

Author- 
year 

Movement Name of di- 
agram 

Advantage 

 

 

1 James et 
al-2006 

Add empty col- 
umn 

e+1-abacus Determination of decomposition 
number for any e in weight three. 

 

2 Fayers- 
2007 

Add full column e+k-abacus The decomposition number for any 
e in weight four are determined. 

 

3 Wildon- 
2008 

Reflecting in its 
leading diagonal 

Conjugate 
diagram 

The conjugate of any partition was 
found. 

 

4 Fayers- 
2009 

Removing a col- 
umn 

k- abacus Determined the decomposition  
numbers for any e with infinite 
composition of weight. 

 

5 Wildon- 
2014 

 
 

6 (Mahmood, 
2013) 

 
 

7 Mah- 
mood& 
Ali-2013 

single-step Give combinatorial proof of a 
plethystic generalization of the 
MurnaghanNakayama rule. 

Upside down Diagram A
I 

The James diagram of b1 was 
proved and this played a major role 
to find all guides partition. 

Right side Left Diagram A
II 

Proof James diagram of b1 and this 
played a vital role to finding all 
guides partition. 

 

8 Mah- 
mood& 
Ali-2013 

 
9 Mah- 

mood& 
Ali-2013 

Direct rotation in 
line x by 90o, 
180o, 270o

 

 
Directrotation in 
line y by 90o, 
180o, 270o

 

Diagram 
A1, A2, A3

 

 

Diagram 
A90, A180, 
A270 

James diagram of b1 was proved 
and advantageous in finding all 
guides partition. 

 
James diagram of b1 played a major 
role to find all guides partition. 

 

10 Mah- 
mood& 
Ali-2014 

Change rows Diagram Ax Help the managers to program the 
distribution of workers during a 
limited time. 

 

11 King-2014 Brauer algebra Find the number of permutation. 
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1.2.4 Advantages of James Abacus 

 
The advantages of James diagram compared to a Young and Ferrers diagrams are as 

follows: 

• It gives the quickest way of finding the first column hook lengths. In addition, 

every partition can be represented by infinite abacus diagrams (James, 1978). 

• Useful to draw e-core of a partition. Furthermore, can be displayed to find 

addable and removable beads position (Fayers, 2007). 

• Can be used to classify blocks of Iwahori-Hecke algebras(James et al., 2006). 

• Provide a quicker method of regularising a partition (Fayers, 2010). 

• Every partition can be represented by infinite diagrams, e of this diagram are 

different (Mohammad, 2008). 

• Represent conjugate to partition with zero. 

• Played a major role in facilitating the understanding of many the concepts such 

as: 
 

– e- regular of any partition. 

– e- restricted of any partition. 

– e-hook of any partition. 

 
 

The James abacus diagram is used widely in partition theory, graph theory and combi- 

natorial to represent discrete objects which can be counted or be classified. In addition, 

it allows us to introduce different representations of a partition by employing different 

transformations in the abacus diagram. In this work, we will construct a new abacus 

with connected beads depending on James’ abacus idea to represent discrete objects 

known as n-connected ominoes. 
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1.3 n-Connected Ominoes 

 
An n-connected ominoes is a plane figure consisting of n ominoes connected from 

edge to edge. The n-connected ominoes have been utilized as a part of mainstream 

riddles since no less than 1907, and the identification of pentominoes (5-omenoes) is 

dated to antiquity (Surhone et al., 2010). Many results with the bits of 1 to 6 ominoes 

were initially distributed in Fairy Chess Review between the years 1937 to 1954 under 

the name of "dissection issues" (Golomb, 1954; Aval et al., 2014). Golomb (1954), 

proposed a connection of n squares adjacent edge to edge with a connected internal as 

polyominoes as well as a unit square as ominoes. In advancing in this field, Klarner 

(1966) defines a connectivity of finite number of unit square devoid of cut point as n- 

ominoes. This thesis considers the n-connected ominoes designed for finite connection 

of the unit square adjacent edge to edge with connected internal or with internal holes. 

The n-connected ominoes is an object of many combinatorial problems. 

The two basic categories of these problems with n-connected ominoes are plane-tiling 

and enumeration. The first problem concerns, which figures can tile a plane, or 

rectangle, or parts of on plane (Beauquier & Nivat, 1990; Beauquier et al., 1995). 

The second category contains the problems on how to enumerate all n-connected 

ominoes or how many figures can n unit squares form. It is still an open question, but 

mathematicians tried to restrict on more special classes and so they were able to 

answer the question partially. The n-connected ominoes constitute one of the most 

popular subject in mathematical with long history starting of the 19th century. It have 

been studied for a long time in combinatorics, but they have also drawn the attention 

of physicists and chemists. The former in particular established a relationship with n- 

connected ominoes by defining equivalent objects named animals (Rechnitzer, 2001), 

obtained by taking the canter of the cells of a n-connected ominoes. These models al- 

lowed to simplify the description of phenomena like phase transitions (Barcucci et al., 

2005) or percolation (Barequet et al., 2016), Ising model (Cipra, 1987) and polymer 



20 

 

model (Gao & Wang, 2014). 
 
 

1.3.1 The Representation of n-Connected Ominoes 

The n-connected ominoes are classified according to the number of ominoes they have 

up to n = 12 (Golomb, 1954). In Table 1.3, represents the number of n-connected 

ominoes in each family (Redelmeier, 1981). 

Table 1.3 
 

Family of n-connected ominoes and the numbers in each family for n = 1, 2, ..., 12 
 

n Family Number in family 
1 monomino 1 

2 domino 2 

3 tromino 6 

4 tetromino 19 

5 pentomino 63 

6 hexomino 216 

7 heptomino 760 

8 octomino 2725 

9 nonomino 9910 

10 decomino 36446 

11 undecomino 135268 

12 dodecomino 505861 
 

 
However, for each n > 1 there exists many different shapes of n-connected ominoes 

that are associated with it. For example, for n = 4, the 4-connected ominoes has 4 

different shapes as shown in Figure 1.14. 
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Figure 1.14. Family of tetromino (4-connected ominoes) 
 
 

Table 1.3 displays the number of n-connected ominoes in each family. Since there are 

at least two different shapes in each family of n-connected ominoes for n > 1, another 

form of representation has been established in order to give a more specific expression 

to any form of n-connected ominoes by associating some shapes of the n-connected 

ominoes with letters as shown in Figure 1.15 (Berlekamp et al., 2003). 

 
 

 

 
 
 

Figure 1.15. A 5-connected square in different shapes 

 

Figure 1.15 shows 5-connected ominoes in different shapes, each represented as a 

letter of the English alphabet. However, not all shapes of the n-connected ominoes 

can be associated with letters. In Figure 1.16, the 11-connected ominoes cannot be 

represented as a letter. 

F I L NP T UV WX Y Z 
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Figure 1.16. An 11-connected ominoes 

 

A new form of representation describing n-connected ominoes using contour words 

has also been established (Berstel, 1985). A contour word is a finite set of ordered 

alphabets where each alphabet indicates a direction of either right-ward, left-ward, 

up-ward or down-ward. The contour word is used to describe a walk along the outline 

of the n-connected ominoes. The 11-connected ominoes in Figure 1.17 is represented 

by the contour word with four direction where x right, x
I 
left, y up and y

I 
down. 
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Figure 1.17. An 11-connected ominoes 

 
 

However, there exists many contour words that can represent one n-connected 

ominoes. The 11-connected ominoes in Figure 1.17 can also be represented by 

xxxx yxxx yyxx
I 
y

I
x

I
x

I 
x

I
y

I
x

I
x

I 
xxxxyxx xyyxx

I
 

 
and by 

 
y

I
x

I
x

I 
x

I
y

I
x

I
x

I 
xxxxyxx xyyxx

I 
xxxx yxxx yyxx

I
. 
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Therefore, there is no one to one mapping between the sets of n-connected ominoes 

and their contour words because there exist many contour words that can represent one 

shape of n-connected ominoes. Furthermore, since every n-connected ominoes has to 

be represented by at least one alphabet, the contour word will become very long if n 

is large. For example, the contour word for 35-connected ominoes in Figure 1.18 is 

represented by 

xyxyxyxyxyxyx
I
yx

I
yx

I
yx

I
y

I
x

I
y

I
x

I
y

I
x

I
y

I
x

I
y

I
x

I
y

I
xy

I
xy

I
y

I 
. 

 

 

Figure 1.18. A 35-connected ominoes 
 

The contour word has provided a better representation for each n-connected ominoes. 

However, we cannot use a contour word to represent the n-connected ominoes that 

contains at least one hole such as the 26-connected ominoes shown in Figure 1.19. 

 
 

 

Figure 1.19. A 26-connected ominoes with two hole 
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(0,0,0) (1,0,0) (2,0,0) (2,0,1) (1,0,1) 

(0,1,1) (1,1,1) (2,1,1) (2,1,0) (1,1,0) 

µ = ( , , , ) 

   

    

  
 

    

    

  

  

    

    

  

    

    

    

    

  

    

    

  

  

    

    

  
 

    

   

 

  

    

    

The geometric properties which used to represent the n-connected ominoes are called 

column-convex if every intersection of the n-connected ominoes is connected with a 

vertical line is , and are called row-convex if every intersection of the n-connected 

ominoes with a horizontal line is connected. The n-connected ominoes are called 

convex if they are both column-convex and row-convex (Bender, 1974; Barcucci et al., 

1997; Del Lungo et al., 2004; Guttmann & Enting, 1988). In addition, the n-connected 

ominoes is a directed if there exists a cell, called the root or source, from which all 

other cells can be reach by a path (Barcucci et al., 1996, 2005; Castiglione & Restivo, 

2003; Duchi et al., 2008). 

Further, Chow & Ruskey (2009) used Gray codes to represent a family of column- 

convex as shown in Figure 1.20. 

 

 
 

 

 
 
 
 
 

Figure 1.20. Twelve [3,1,2,1]-ominoes and their Gray codes 
 

The concept of partition as a mathematical expression for n-connected omenoies has 

been used in a Young diagram (Rechnitzer, 2001). However, it has only been used for a 

special type for n-connected omenoies. The Young diagram refers to the arrangement 

of n-connected omenoies in left justified rows with lengths in non-increasing order as 

shown in Figure 1.21 for the partition 5 4 32 1 . Previous studies on connected ominoes 
have managed to give 
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Figure 1.21. Young diagram of partition µ = (5, 4, 32, 1) 

 

 

Previous studies on different shapes of connected ominoes have managed to give 

representation to some classes of n-connected ominoes. Some studies have even 

managed  to give  representation  to specific class of n-connected ominoes. However, 

the representation for each and every shape of n-connected ominoes remains unknown. 
 
 

1.4 Research Motivation 

 
James abacus was used as a graphical representation for any partition of positive 

integers. It was able to represent partitions in simple ways and can illustrate the finding 

of addable and removable bead positions. The idea of the abacus has been used widely 

to solve several problems which cannot be solved using Young or Ferrers diagrams 

such as: 

•  To give a graphical representation in cases that do not need arrangements for a 

non-increasing order. 

•  To represent the partition in cases µ has some zero parts. 

•  To display to find addable and removable bead position. 

However, Beta numbers in James abacus are not necessary to be connected since it 

may have empty columns and rows. Moreover, adding one or more columns (rows) 

will make each partition have many representations. Henceforth, this work focuses on 

the development of n-connected ominoes. Hence to the best of our knowledge, no one 

used n-connected omines to give a mathematical model of an abacus. Thus, this study 

amalgamated the concept of abacus and n-connected ominoes to fill in the gap of the 
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aforementioned scenario in the James abacus model. The newly proposed diagram can 

then hopefully answer the following questions: 

1. How will newly proposed abacus represent n-connected ominoes? 

2. What are the classes for newly proposed abacus diagrams based on the 

formulated properties? 

3. How will the structure in newly proposed abacus be employed to construct 

generating functions? 

4. How will the newly proposed abacus be used in related applications? 

 
Thus, an extension of interest to determines n-connected ominoes in James’ abacus 

diagram is deemed significant to visualize the idea. 

 
1.5 Research Objectives 

 
The main objective of this study is to develop a new abacus to represent the n-connected 

ominoes, which will be called nested chain abacus, and consider the problem of 

constructing and enumerating a family of classes of n-connected ominoes. In order  

to accomplish the main objective, the following sub-objectives must be fulfilled: 

1. To establish and prove a conceptual framework for the new abacus, including 

definitions and theories. 

2. To construct a new algorithm for the nested chain abacus. 

3. To formulate and prove a conceptual framework for nested chain abacus 

transformation, including definitions and theories. 

4. To construct a family of classes associated with transformations in (3) and 

partition properties. 

5. To develop a generating function of n-connected ominoes as represented in (4). 

6. To apply the newly constructed abacus in tiling field. 
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1.6 Scope of Study 

 
This study focuses on developing a mathematical model of an abacus and using the 

structure of the new developments to propose three different types of transformation. 

In addition, a families of classes for the nested chain abacus are also being proposed. 

Subsequently, formulas for generating function of classes of nested chain abacus are 

developed. 

 
1.7 Thesis Outline 

 
This thesis contains seven chapters, the contribution of this thesis is presented in 

Chapter Two. We beginning with Chapter One which provides the overview of this 

study including the introduction, research background, research motivation, research 

of study, scope of study and thesis outline. 

 

Next, in Chapter Two a new algorithm to represent abacus, called nested chain abacus 

using n-connected ominoes is constructed. First, we established a graphical form of 

n-connected ominoes. Then, we used the new development to propose representation 

of n-connected ominoes. In addition, we developed the properties of the nested chain 

abacus, such as how the beads are connected and the formation of the chain structures. 

The design structures of nested chain abacus are also represented. Finally, two different 

types of sequences related to the different design structures of the nested chain abacus 

were developed. 

 

In Chapter Three we focus on the constructing an algorithm for the nested chain 

abacus transformation which is fundamental for enumerating classes of the nested 

chain abacus that will be presented in Chapter Four. Therefore, three different types of 

transformations in the chains are formulated in rectangle chain, path chain and in 

singleton chain. This is followed by the development of three types of nested chain 
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abacus transformation: single nested chain abacus transformation, stratum nested chain 

abacus transformation and multi nested chain abacus transformation. 

 

Chapter Four presents types of nested chain abacus defined with respect to chains and 

to formulation new classes. In addition the chain concept and two families of sequences 

presented in Chapter Two will be used to obtain the generating function. 

 

The family of classes of nested chain abacus are developed in Chapter Five by using 

two methods, namely e-core and spinal design. In this chapter, we develop a formula 

to obtain generating functions. 

 

In Chapter Six, we consider the problem of tiling in finite region using the nested chain 

abacus. Two algorithms for tiling in a finite region using two classes of nested chain 

abacus with respect to columns and rows are developed. 

 

Lastly, Chapter Seven summarizes the study and provides some suggestions for future 

work. The framework of this study is presented in Figure 1.22 
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CHAPTER TWO 

NESTED CHAIN ABACUS 

 

2.1 Introduction 

 
In this chapter, a new abacus called nested chain abacus is constructed using 

combinatorial analysis. First, we established a graphical form of n-connected 

ominoes in a minimal frame. Then, we represented a connected partition for the nested 

chain abacus where the concept of the partition is to provide a representation for each 

n-connected ominoes. In addition, we developed the properties of the nested chain 

abacus such as how the beads are connected and the formation of the chain structures. 

We then construct a rectangular, rectangle-path and singleton nested chain abacus as 

well as its various properties. Finally, we generated a family of sequences related to 

the different design structures of the nested chain abacus. This chapter focuses on the 

fundamental concept of the nested chain abacus to establish a family of classes in the 

following chapters. 

 

We begin by providing some basic definitions used in Section 2.2. In Section 2.3 the 

algorithm of the nested chain abacus constructed is presented; then, the theoretical 

concept of the uniqueness of the nested chain abacus is formulated and then proven. 

Meanwhile, in Section 2.4 we present the definitions on the connectedness of the nested 

chain abacus with respect to the rows and columns. In addition, in Section 2.5, the 

design structure of the nested chain abacus is presented. Then, results from the design 

structure are developed. 

 
2.2 Definition and Terminologies 

 
This section provides the definitions needed to develop the nested chain abacus. 

 
Definition 2.2.1. An n-connected ominoes is a plane geometric figure formed by one 



or more ominoes, such that there exists a path from one ominoes to another for any 

pair of ominoes. 

Figure 2.1 illustrates Definition 2.2.1 for ?-connected ominoes 

Figure 2, J. A ?-connected ominoes 

For the remained of this section, we construct the definitions needed to develop the 

graphical form of n-connected ominoes and graphical examples are given to 

demonstrate the definitions, We start by defining a minimal frame of 11-connected 

ominocs. 

Definition 2.2.2. A minimal frame is a minimal rectangle containing then-connected 

ominoes itself, such that there is at least one omino in each column and each row where 

n,,; re. 

Consider Figure 2.1 where the minimal frame of ?-connected ominoes is as illustrated 

in Figure 2.2 

31 
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Figure 2.2. A 7-connected ominoes in a minimal frame 

 
Definition 2.2.3. Let n-connected ominoes in a minimal frame have e columns and r 

rows. The function f (m, j) : Z × Z → Z such that, if location (m, j) in the minimal 

frame contains an ominoes, then 

 

wk = f (m, j) = (m­ 1)e + ( j ­ 1) 

 

for k = 1, 2, , n where e and r refer to the number of the rows and columns of the 

minimal frame respectively, for 1 � j � e and 1 � m � r. 

Definition 2.2.4. A nested chain abacus is an abacus with e columns, r rows and n of 

connected bead positions which satisfy the following conditions: 

1. The columns are labelled from left to right as 0, 1, ..., e­ 1. 

2. The rows are labelled from up to down as 0, 1, ..., r ­ 1. 

3. The connected bead locations are labelled with numbers 0, 1, ..., er­ 1 across the 

rows from left to right beginning from the number 0 in the top-leftmost location 

until the number er ­ 1 is in the bottom-rightmost location. 

4. Each column and row has at least one bead position. 



Table 2.1 corresponding placement of position numbers on the nested chain abacus 

with e columns number from O to e - l and r rows number from O to r - 1. 

Table 2.1 

Placement of position numbers on the nested chain abacus with e x r positions 

col.0 
0 
e 

col.I 
l 

e+l 

col.2 
2 

e+2 

col. e - l 
e: l 

2e-l 

e(r-2) e(r-2)+ 1 e(r-2)+2 
e(r-1 )-1 
e(r-1) e(r-1)+ l e(r-1)+2 re-1 

Definition 2.2.5. A connected partitionµ (e, r) is a sequence of non-increasing positive 

integer numbers (µ1, µ2 , ... ,µ 11 ) such that µb rep resents to a connected bead positions 

with e columns and r rows, where 1 :::; b :::; n. 

Repeated entries of partition (µ 1 ,µ2 , ••. ,µ11 ) can be combined and exponents are used to 

represent the partition of positive integer numbers. So, (µ~1
, µ;1 , ... , µ;&) is a partition 

b 

such that [, -rb, = 11 . Next, we will construct an algorithm for the connectedness of 
b

1
= 1 

bead positions in nested chain abacus. 

2.3 Nested Chain Abacus 

This section provides a graphical form of nested chain abacus and a unique connected 

partitionµ (e,r) for any n-connected ominoes. 

We begin by discussing the graphical f01m of 11-connected ominoes with respect to 

a minimal frame, which enables us to define ominoe positions and empty positions 

in tenns of rows and columns of the minimal frame. Then, we redefine ominoe 

positions and empty ominoe positions as bead positions and empty bead positions, 

respectively, which enables us to apply the concept of beads on an abacus to represent 
33 
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the n-connected ominoes on a nested chain abacus. This is followed by the theoretical 

discussion on the concept of partition representation for the nested chain abacus for 

n-c onnected ominoes. For the following, we use n = 7 to explain the algorithm for 

nested chain abacus. 

 
Step 1: Establishing a graphical form of n-connected ominoes 

 
1. Form a graph of n-connected ominoes. 

2. Identify the first column (leftmost row), last column (rightmost row), first row 

(topmost column) and last row (bottommost column) with at least one ominoe 

as a minimal frame. We numbered the columns from the leftmost, working from 

left to right 1,2,...,e and numbered the rows from topmost to bottommost 1,2,. ,r 

in the minimal frame where r and e number of rows and columns respectively. 
 

Consider Figure 2.1 for the 7-connected ominoes in a minimal frame with 3 rows and 

3 columns as shown in Figure 2.2. 

Step 2: Creating a direction: 

 
In this step, we created a direction to obtain a nested chain abacus with respect to the 

minimal frame. 

Identify the first omino which located in the top-leftmost, from left to right, working 

down from the top-leftmost ominoe to the bottom in the minimal frame. 

Consider the Figure 2.3 of 7-connected ominoes, beginning from bead position A 

which located in row 1 and column 1, then bead position B in row 1 and column 

2.  The third, fourth,. ... positions for the minimal frame for 7-connected ominoes are 

substituted with the remaining positions C, D, E, F and G. Subsequently, we can also 

observe that there are two empty positions: The first empty position is in row 1 and 

column 3, and the second in row 2 and column 3. 
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Figure 2.3. Direction of 7-connected ominoes 
 
 

Step 3: Creating connected bead positions 

 
In this step, we followed Definition 2.2.3 to create bead positions on the nested chain 

abacus. According to Step 2, we begin at the top-leftmost ominoe of the minimal frame 

and the rest of the ominoes. 

Consider 7-connected ominoes in Figure 2.3, for finding wk for k =1, in which we 

inspected the location in row 1 and column 1. Since this location contains omino A, 

we calculate w1 by applying the function f where m =1 and j =1. Then, 

w1 = f (1, 1) = (1 ­ 1)3 + (1 ­ 1) = 0. (2.1) 

After that, we increment k by 1 so that the next application of the function f would 

yield w2 where 

w2 = f (1, 2) = (1 ­ 1)3 + (2 ­ 1) = 1. (2.2) 

The inspection process is continued in the same manner and subsequently,  function  

f would only be applied accordingly to obtain w3 = 3, w4 = 4, w5 = 6, w6 = 7 and  

w7 = 8. Consider Definition 2.2.4 in which the positions of the 7 beads in the nested 

chain abacus is as shown in Figure 2.4. 



Figure 2.4. Nested chain abacus with 7-connected beads 

Step 4: Constructing a connected partition of the nested chain abacus 

Using the wk 's obtained from Step 3, we produce a partition called connected partition 

which represents the nested chain abacus with n beads, e columns and r rows for 

k = 1,2 , .. . ,n. The transformation process of the w/ s into connected partition µ (e,r) 

is as follows: 

µn = WJ, µ11_ 8 = Wg+I -w8 + µ11-g+I - 1 where 1 ::;;; g ::;;; n - l. 

Then, µ(e,r) = (µ; 1 ,µ? , .... ,µ?) is a connected partition withe columns and r rows 
b 

where µ1 ~ µ2 ~ ... ~ µb and [, tb, = n. 
b

1
=1 

Consider Figure 2.4 where from Steps 1, 2 and 3 we found that 

{w1 , w2, w3, w4, w5, w6, w7} = {0, 1, 3, 4, 6, 7, 8}, 

we find connected partition µ (3,3) is as follows 

µ 7 = W j = 0, 

~ = Wz - Wt + µ7 - 1 = 0, 

µ5 = w3 - w2 + ~ - 1 = 1, 

µ 3 = W5 - W4 + µ4 - 1 = 2 , 

µ 2 = W6 - W5 + µ 3 - 1 = 2, 

µ I = W7 - W6 + µ 2 - J = 2 , 

Then, the connected partition representing to 7-connected ominoes in Figure 2.1 is 
36 



µ(3.3)=(2, 2, 2, I, 1, 0, 0). Repeated entries can be combined and exponents are used 

to represent partition of positive integer numbers. So, µ (3,3) = (23, 12, 02). 

Based on the algorithm discussed earlier, we present a unique expression for n-connected 

omenoes as shown in Theorem 2.3.3. To prove it, we need Proposition 2.3.l and 

Lemma 2.3.2. 

Proposition 2.3.1. Let f : Z x Z ---+ Z be defined by f(m, j) = e(m - l) + (j - I). 

Function f is an injective function where e and rare positive integers for l ( m ( r 

and l ( j ( e. 

I J I I 

Proof Let (m,j) and (m , j) be ominoes positions where m, j, m and j are positive 

integers for l ( m' (rand l ( / ( e. Suppose that f(m,j) = f(m
1 

,/). 

Case one: If m = m
1

, f(m,J)= f(m
1

,/) then e(m - 1) + (j- l)= e(m
1 

- I)+ (/ - 1). 

I I I 

Since m = m then, (j- l)= (j -1). Thus, j = j. 
I I I I I 

Case two: If j = j, f(m,j) = f(m ,) ) then e(m-1) + (j-1) = e(m - 1) + (j - 1). 
I I I 

Since j = j, then, e(m - I) = e(m - I). Thus, m = m . ., 
Case three: If m =/m

1 

and j f- /, then e = 1 
-

1
, < / or j. This contradiction because 

m-m 
I I I 

1 ( j ~ e and 1 ~ j ~ e. Therefore, (m,j) = (m ,j ). D 

Lemma 2.3.2. For every nested chain abacus SJ1 with set S of beads, e columns and r 

rows, there exists a unique connected partition representing SJ1 where S = { WJ, w2, ... , w11 }. 

Proof Suppose thatµ (e.r) and A (e.r) are two connected partitions representing S)1 with 

set S, e columns and r rows. Based on nested chain abacus algorithm Step 4, for each 

set of n-connected beads { w 1 , w2, ... , w11 }, then 

µ" = w1 and µn-g = w 8+1 - w8 + µ11 _ 8+1 - l where 1 ~ g ~ 11- 1. 
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Since A(e,r) = (A1, A2, ... ).11 ) is a connected partition with e columns and r rows 

representing SJl, then, 

An = W1 and An-g = Wg+ l - w8 +An-g+l - 1 where I ~ g ~ n - l. 

Such that, 

WJ = µ11 = An, 

µn-l = w2 - w, + µJI - 1 = W2 - W] + An - 1 = Ar1- l, 

µn-2 = W3 - W2 + µ11 - l - l = w 3 - w2 + An-I - l = An-I, 

µ1 = Wn - Wn-l + µ 2 - l = Wn - Wn-1 + A2 - l = At• 

Hence, µb = Ab, and subsequentlyµ (e,r) and )., (e ,r) are connected partitions represent­

ing the same nested chain abacus with e columns, r rows and set S where l ~ b ~ n. 

Hence, SJl is an associator with exactly one connected partition. □ 

Theorem 2.3.3. For any form of n-connected ominoes, there exists a unique connected 

partition, µ (e,r), representing it with r rows and e columns. 

Proof. On the contrary, suppose that SJl1 and SJl2 are two nested chain abacus with e 

columns, r rows and n beads representing one form of n-connected ominoes. Based on 

the algorithm of representing nested chain abacus in Step 2, there exist f: Z x Z ~ Z 

such that 

f(m, j ) = e(m- 1) + (j- I) 

where e ;:: j, e > 0 and mj ~ er. Since SJl1 represents an-connected ominoes with 

respect to the minimal frame with e columns and r rows so 

f(m,j) = Wk, 
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Meanwhile, !)12 represents an-connected ominoes with respect to minimal frame with 

e columns and r rows. Then 

I 

.f (m, j) = wk 

where (m,j) is a location in the minimal frame containing an ominoe, 1 ::;;; m ::;;; rand 

I 

1 ::;;; j ::;;; e fork= I , 2, ... , n. Based on Proposition 2.3.1 wk = wk. 

Thus, any form of n-connected ominoes is represented by exactly one nested chain 

abacus !Jl. Based on Lemma 2.3.2, there exists a unique connected partition rep­

resented by !Jl. Thus, there exists a unique connected partition that represents n-

connected ominoes. □ 

Previous researches, have shown that the four shapes of 4-connected ominoes in Figure 

2.5(a) are known as tetrominos. Based on the algorithm discussed earlier, we can 

associate each of the four shapes with a unique connected partition as shown in Figure 

2.5. 

Uni rs t1 tara 
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Figure 2.5. Representation of the 4 shapes of family of tetromino (a) A 4-connected 
ominoes (b) A 4-connected ominoes w.r.t minimal frame (c) Nested chain abacus (d) 
Connected partition 

 
 

The next remark demonstrates the development of the nested chain abacus from a 

connected partition. 

Remark 2.3.4. Let µ(e,r)=(µ1, µ2, ..., µn) be a connected partition of a nested chain 

abacus with e columns and r rows. Then, we can develop the nested chain abacus as 

follows: 

w1 = µn 

 

, wg = µn­g+1 ­ µn­g+2 + wg­1 + 1. Example 2.3.5 and Figure 2.6 are given to 

illustrate Remark 2.3.4. 

 

Example 2.3.5. Let the connected partition be µ(4,4) = (6, 4, 4, 3, 3, 3, 3, 1). The 8- 

connected ominoes which correspond to a nested chain abacus with 8 beads, 4 columns 
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W1 

�(4,4) = (6 , 42, 34, 1) W2 W3 W4 W5 

W6 W7 

 
W8 

a b c 

and 4 rows will be as follows. 

w1 = µ8 = 1, 

w2 = µ8­2+1 ­ µ8­2+2 + w1 + 1 = µ7 ­ µ8 + w1 + 1 = 4, 

w3 = µ8­3+1 ­ µ8­3+2 + w2 + 1 = µ6 ­ µ7 + w2 + 1 = 5, 

w4 = µ8­4+1 ­ µ8­4+2 + w3 + 1 = µ5 ­ µ6 + w3 + 1 = 6, 

w5 = µ8­5+1 ­ µ8­5+2 + w4 + 1 = µ4 ­ µ5 + w4 + 1 = 7, 

w6 = µ8­6+1 ­ µ8­6+2 + w5 + 1 = µ3 ­ µ4 + w5 + 1 = 9, 

w7 = µ8­7+1 ­ µ8­7+2 + w6 + 1 = µ2 ­ µ3 + w6 + 1 = 10, 

w8 = µ8­8+1 ­ µ8­8+2 + w7 + 1 = µ1 ­ µ2 + w7 + 1 = 13. 

 

 

 

 

 

 

 

 

 
    

    

    

    

 

 

 

 

 

 
 

Figure 2.6. (a) Connected partition with 4 columns and 4 rows (b) Nested chain 
abacus (c) 8-connected omenoes 

 
 

Next, we will develop the properties of the connected beads of the nested chain abacus. 
 
 

2.4 The Connectedness of Beads in the Nested Chain Abacus 

 
In Definition 2.4.1, we describe the connectedness of two bead positions wδ and wδ I 

in nested chain abacus such that wδ and wδ I are adjacent. 



Definition 2.4.1. Let ws and ws, be two bead positions in the nested chain abacus 

with e columns and r rows. w s and w 8, are adjacent if one of the following conditions 

are satisfi.ed: 

• I w s - w 8, I = e if w s and w 8, are located in one column. 

• lws - w8, I= I if ws and w8, are located in one row. 

Based on Definition 2.4. l and considering Figure 2.4, since w, -w2 = I0- I I = I, then, 

w1 and w2 are adjacent. In addition, w 1 - w3 = I0 - 31 = 3 = e, thus, w1 and w3 are 

also adjacent. 

Definition 2.4.1 describes the connectedness of any adjacent bead positions. To provide 

a general meaning for the connectedness of 3 or more bead positions, we define the 

connectedness of beads with respect to rows and columns. 

2.4.1 Connectedness of Beads with Respect to the Rows in Nested Chain Abacus 

In this section, we will discuss the connectedness of beads in the same row. 

Definition 2.4.2. A sequence of bead positions, called a set-row of connected beads is 

denoted by SR if the bead positions are adjacent and belong to the same row. 

Lemma 2.4.3. Let A= { w1, w2, ... , wq} be a set-row. Then, Wp - Wp- 1 = 1, where 

2 ~ p ~ q and 2 ~ q ~ n. 

Proof. Suppose Wp and Wp-1 belong to A, then, based on Definition 2.4.2, the bead 

positions are adjacent and belong to the same row. Thus, based on Definition 2.4.1, 

Wp- Wp-1 = 1, V Wp, Wp-1 E SR. □ 

Based on Lemma 2.4.3 and Definition 2.4.2, the bead positions located in the same 

row are connected if they belong to one set-row, as shown in the following example. 
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Example 2.4.4. Let {w1, w2, ..., w15} be a set of bead positions in a nested chain 

abacus which are represented by connected partition µ(6,3) = (23, 110, 03) as shown 

in Figure 2.7. 
 

 

 

 
 

 

Figure 2.7. Nested chain abacus of 16-connected beads with 6 columns and 3 rows 
 
 

Based on the Figure 2.7 w1 = 0, w2 = 1, w3 = 2,w4 = 4, w5 = 5, w6 = 6, w7 = 7, 

w8 = 8, w9 = 9, w10 = 10, w11 = 11, w12 = 12, w13 = 13, w14 = 15, w15 = 16 and 

w16 = 17. From Lemma 2.4.3, the sequences of the first set-rows of the 16-connected 

beads is given as follows: 

SR1 = {w1, w2, w3} = {0, 1, 2}, so w1, w2 and w3 are connected. 

 
For the rest of this section, we discuss the connectedness of any two bead positions 

located in different rows. 

Let us suppose that wδ and wδ I be are two bead positions belonging to SRα and SRαI , 

respectively, such that SRα and SRαI are two set-rows located in row α and α
I
. 

 
 

First, we define the connectedness between wδ and wδ I if m and m
I 
are consecutive 

numbers. 

 
Definition 2.4.5. Let SRα  and SRαI  be set-rows of connected beads located in rows  

m and m
I
, respectively, in a nested chain abacus such that m = m

I 
+ 1. Then, SRα is 

17 16 15 13 12 

11 10 9 8 7 6 

5 4 2 1 0 
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connected with SRαI if at least one of the beads in SRα is adjacent to a bead in SRαI . 

Lemma 2.4.6. Two set-rows belonging to rows m and m + 1 are connected if 

∃ wa ∈ SRα and ∃ wb ∈ SRαI such that |wa ­wb| = e. 

 

Proof. The two set-rows belong to two consecutive rows and so by Definition 2.4.5 wa 

and wb are adjacent. Based on Definition 2.4.1, we obtain 

 

|wa ­wb| = e 

 
where wa ∈ SRα and wb ∈ SRαI 

 
 

Based on Lemma 2.4.6, wδ and wδ I are connected if SRα and SRαI are connected. 

Consider Example 2.4.4, and based on Lemma 2.4.6 SR1 and SR3 are connected 

because |0 ­ 6| = 6 = e where SR1 = {0, 1, 2} and SR3 = {6, 7, 8, 9, 10, 11}. 

Table 2.2 shows set-rows sequences that are connected, and those not connected, in 

the nested chain abacus of 16-connected beads in Figure 2.7 where Yes-connected and 

No-not connected. 

Table 2.2 
 

Connectedness sequence of set-columns in the 16-connected beads 
 

SR1 SR2 SR3 SR4 SR5 
SR1 Yes Yes No No No 
SR2 No Yes Yes No No 
SR3 No Yes Yes Yes Yes 
SR4 No No Yes Yes No 
SR5 No No Yes No Yes 

 
Next, we define the connectedness between wδ and wδ I if m and m

I 
are not consecutive 

numbers. 



Definition 2.4.7. Let SR a and SR a, be two set-rows of connected beads located in rows 

I I 

m and m , respectively, in the nested chain abacus such that m > m + I. Then, SRa 

is connected wit/1 SR a, f there exists SRki: SRk2 , ••.. , SR kc which satisfy the .following 

conditions: 

1. SRa is connected with SRk, 

2. SRk
0 

is connected with SRa'• 

where SRk:.' set-rows of connected beads and SRkz' is connected with SRkc' + i for 

I 

l ~ z ~ z - 1 and k 1 , k2, ... , kz are consecutive numbers. 

Recall Example 2.4.4, and based on Definition 2.4.7 SR1 and SR4 are connected 

because there exists SR3 such that SR1 connected with SR3 and SR3 connected with 

SR4 as shown in Figure 2.8. 

SRs 

Figure 2.8. Nested chain abacus of 16-connected beads with 6 columns and 3 rows 

Next, we will focus on connectedness of the bead positions with respect to columns 
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2.4.2 Connectedness of Beads with Respect to the Columns in Nested Chain 

Abacus 

In this section, we introduce definitions of the of connectedness of bead positions with 

respect to columns as illustrated by some examples. We begin by introducing the 

definition of the connected beads located in Lhe same column. 

Definition 2.4.8. A sequence { w;., , w;.,1 , ••• , w;.,b} of bead positions in the nested chain 
I -

abacus withe columns and r ,vws is called set-column of connected beads and denoted 

by SC if they belong to the same column and every two consecutive elements in the 

sequence are adjacent. 

Lemma 2.4.9. Let the sequence of set-columns be w;.,
1 

< w;.,2 < ... < w;.,,, then, we have 

Proof Since the sequence w;.,
1 

< w;.,
2 

< ... < w;.,b is belonging to one column and 

from Definition 2.4.8, every two consecutive elements are adjacent, therefore, from 

Definition 2.4.1, w;.,2 - w;.,1 = ... = w;.,,,_1 - w;.,b = e where J ~ b ~ n. □ 

Based on Definition 2.4.8, the bead positions located in same column are connected if 

they belong to one set-column. Based on Example 2.4.4, we explain Definition 2.4.8 

as follows: 

SC1 = {w1 , w6,w12} = {0 , 6 , 12}, since 6-0 = 12 - 6 = 6, then, w1,w6 and w12 are 

connected. 

Similarly, the beads are connected in the SC2,SC3 ,SC4,SCs and SC6 where 

SC2 = {w2,w7,w13}, SC3 = {w3,ws}, SC4 = {w9,w1s} , SCs = {w4, w10 , w16}, 

SC6 = { w5, w,,, w16} as shown in Figure 2.9. 
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SC, 

Figure 2.9. Nested chain abacus of 16-connected beads with 6 columns and 3 rows 

In the rest of this section, we discuss the connectedness of any two bead positions 

located in different columns. Let us suppose that w., and w0, are two bead positions 

belonging to SC~ and SCf, respectively, such that SC~ and SCf are two set-columns 

I 

located in column j and j respectively. First, we define the connectedness between w., 
' and w.,, if j and j are consecutive numbers. 

Definition 2.4.10. Let SC~ and SC~ , be set-columns of connected beads located in 

I I 

columns j and j , respectively, in the nested chain abacus such that j = j + I. Then, 

SC~ is connected with SC~, if at least one of the beads in sq is adjacent to a bead in 

SC~,. 

Lemma 2.4.11. Let SCf and SC~, be set-columns of connected beads located in 

columns j and j + I, respectively, in the nested chain abacus. Then, SCf, SCf are 

connected if lwa - wbl = l where ::lwa E SC~ and ::lwb E scf. 

Proof The two set-columns belong to two consecutive columns and from Definition 

2.4. l 0, ::lwa E SC~ and ::lw11 E SCf are adjacent; therefore, from Definition 2.4.2, we 

D 
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Based on Definition 2.4.10, then w0 and w0, are connected if SC~ and SC~, are 

connected. We explain Definition 2.4.10 based on Example 2.4.4 and Figure 2.9. 

Compare the element in SC1 and SC2: Since 3 7 E SC1 and 6 E SC2 such that 

17 - 61 = 1, then, SC1 is connected with SC2. 

Table 2.3 shows sequences that are connected-Yes, and not connected-No in the nested 

chain abacus in Figure 2.7. 

Table 2.3 

Sequence of set-columns in the 16-connected beads 

SC1 SC2 SC3 SC4 SCs sc6 
SC1 Yes Yes No No No No 
SC2 Yes Yes Yes No No No 
SC3 No Yes Yes Yes No No 
SC4 No No Yes Yes Yes No 
SCs No No No Yes Yes Yes 
sc6 No No No No Yes Yes 

I 

Next, we define the connectedness between w0 and w0, if j and j are not consecutive 

numbers. Univ r I ara Ma Y a 

Definition 2.4.12. Let SC~ and SC~, be two set-columns of connected beads located 

I I 

in columns j and j, respectively, in the nested chain abacus such that j > j + I. SC1:, 

is connected with SCf if there exists SCk1 ,SCk2 , •••• ,SCk, which satisfy the following 

conditions: 

1. SC~ is connected with SCk1 

2. SCkz is connected with SCt, 

where SCk , set-columns of connected beads and SC1.: , is directly linked 10 SCk , for 
z :: , + 1 

I 

l ~ z ~ z - I and k1 , k2, ... , kz - I are consecutive numbers. 

Consider Figure 2.9 and Table 2.3, where from Definilion 2.4.12 there exists 

connectedness between SC1 and SC4 because there exist set-columns SC2, SC3 such that 
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SC1 is connected with SC2, SC2 with SC3 and SC3 with SC4 respectively. In the next 

definition, we discuss the connectedness of w Ii and w Ii' if one is located in a set-column 

and another is located in a set-row. 

Definition 2.4.13. Let SC~ and SR f be a set-column and set-row, respectively, in the 

nested chain abacus. Then the set-row and set-column are connected if at least one 

bead from SC~ and another bead from SR f are adjacent. 

Lemma 2.4.14. If SC~ and SR~, are set-column and set-row, respectively, in the nested 

chain abacus such that w Ii E SC~ and w Ii' E SRf are adjacent, then 

Proof Based on Definition 2.4.2, if two beads are adjacent, then I w0 - w Ii' I = { I , e} 

for w0 E SC~ and wli, E SRf respectively. □ 

From Definitions 2.4.5, 2.4.7, 2.4.10 and 2.4.12, the connectedness of bead positions 

with respect to the sequence of bead positions is provide by the following Theorem 

2.4.15. 

Theorem 2.4.15. Bead positions w0 and wi,, in the nested chain abacus are 

connected if there exists a sequence of bead positions { wa , Wa p wa2 , •• • , wi, } such that 

{wa1 -wa, Wa2 - W a p•··} E { l,e}. 

Proof Two beads wa and wi, in the nested chain abacus are connected if the 

set-columns, or set-rows, or both in which they belong to are connected. Then, S(R/C)a 

and S (R/ C)h must be connected and thus there exists at least a sequence of set-row, or 
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set-column, or both i.e. the sequence, 

such that S(R/C)ci, is connected with S(R/C)0 and S(R/C)ak is connected with S(R/C)b. 

Beginning from wa, we have a sequence of connected beads to the adjacent beads, 

lwa - wbl = I. connecting S(R/C)a and S(R/C)01 since S(R/C)a is a connected set­

row or set-column. From the adjacent beads we can follow the same procedure for 

each elements in the sequence 

{S(R/C)a1 ,S(R/C)a2, ... ,S(R/C)aJ 

and finally reach wb with the sequence 

where w0 E S(R/C)a and W!J E S(R/C)b. t Ut a D 

Definition 2.4.16. A partition, µ,fora nested chain abacus with n beads, e columns 

and r rows is a connected partitionµ (e,r) ~f every pair of beads is connected. 

We attempt to view the abacus for 11-connected beads in terms of nested chains. The 

following section describes the design structure of the constructed nested chain abacus 

which is fundamental for developing chain move transformation that will be presented 

in chapter three. 

2.5 Design Structure of Nested Chain Abacus 

In this sections we will use matrix form to the abacus to give the detail description of 

the design structure of the nested chain abacus as shown in next lemma. 

so 



Lemma 2.5.1. Suppose that { w1, w2, ... , w11 } is a set of bead positions given by a 

connected partition µ(e.r) = (µ1,µ2,---,µ 11 ). Then, every location in the nested chain 

abacus with e columns and r rows can be converted to an element in a matrix Arxc- by 

me+ J ⇒ a(m-1 I)(j+l) 

for O ( m ( r - 1 and O ( j ( e - I. 

Proo.f. In nested chain abacus, the bead positions in column j and row m are numbered 

as (me+ j). The row numbers are from O to r - I and column numbers are from O to 

e- 1 while every matrix Arxe consists of r rows from I tor and e columns from I to 

e; so any position me+ j in the nested chain abacus is an element a(m-1 1 )(j+ 1) in the 

matrix (r x e). Then 

me+ j ⇒ a(m-1 J)(j+I) 

for I ( m ( r - 1 and I ( j ~ e - 1. □ 

The general conversion of the nested chain abacus with e columns and r rows into 

matrix form is illustrated in Figure 2.10. 
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'au a12 a13 a14 a1s 

a21 a22 a23 a24 a2s 

a31 a32 a33 a34 a35 

a41 a42 a43 a44 a45 
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a b 

Figure 2.10. Conversion of the nested chain abacus in to matrix 

Remark 2.5.2. In this work, nested chain abacus positions is depicted as a union of 

nested disjoint chains of bead and empty bead positions. 

A chain starting from the i111 column will start at the i' 11 row because rows 1 to (i - 1) 

will be covered by the chains starting from rows 1, 2, .... , (i-1 ). After the starting point 

we will come down along the same column so the row numbers will be changing and 

wil I come down till the i'h row from the end so that it will be the ( r - i + 1 )1h row from 

the beginning. Now in the ith row we go to the ( e - i + 1 )1" column and then we should 

cover the chain by coming down till the (r-i+ 1)111, so two vertical columns have been 

covered. Now from the starting point in the th row we should cover up the chain on 

the right of it on that row till the ( e - i + l )th column; so then the row will remain fixed 

and the columns will vary till we reach (e - i + 1 )1'1 column in the ;th row and cover 

the chains in the ( r - i + l )'" row by keeping the row fixed and varying the columns 

from i to ( e - i + 1 ). Each chain covers two rows and two columns the ;th column and 

the ( e - i + l) th column and for the chain the i'11 column and the (e - i + l )"' column 

becomes the same and thus we get; i = e - i + l, so the chain will be in column. in 

another hand, the ;th rows and the (r - ,: + 1 )'h rows becomes the same and thus we 

get; i = r - i + l, so the chain will be in row. In addition, we can get ith column and 

the ( e - i + 1 )°1 column becomes the same and thus we get i = e - i + 1 and, i111 row 
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and the ( r - i + I)'" row becomes the same and thus we get i = r - i + I. 

A chain has rectangular.form if the chain derived by two columns and two rows, while 

a chain has path form if the chain derived by a column or a row. This is basically how 

it is done; 

1. aii-+ a(r-i+l)i and then ai(e-i+I)-+ a(r-i+l)(e-i-'-I} and then to cover the rest; 

a;;-+ ai(e-i+ 1) and a(r-i-l 1 )i-+ a(r-i+ 1 )(e-i+ 1 )· In this case we have two chooses: 

• [ ( r - i + I ) e + i] - [ i e + i] > [ ie + ( e - i + I ) ] - [ i e + i]. 

• [(r-i+ J)e+i]-[ie+i] < [ie+ (e-i+ l)]-[ie+i]. 

2. [(r - i + I )e + i] - [ie + i] = 0 or [ie + (e - i +I)] - [ie+ i] = 0. 

J. [ (r - i + I )e + i] - [ie + i] = 0 and [ie + ( e - i + I)] - [ie + i] = 0. 

Based on three types of chains there are three design structures of the nested chain 

abacus: rectangular, rectangle-path and singleton nested chain abacus we begin by 

discussing the construction of rectangular nested chain abacus . 

Uta a a a 
2.5.1 Rectangular Nested Chain Abacus 

The rectangular nested chain abacus consists of rectangular chains. Definition 2.5.3 

clarify the constructing of rectangular chain in nested chain abacus 

Definition 2.5.3. Let there r x e matrix A represents bead positions and empty bead 

positions in the nested chain abacus with e columns, r rows and c chains. Then, 

1. A vertical rectangular chain is an arrangement of the bead positions and empty 

bead positions in a vertical rectangular format in the nested chain abacus such 

that [(r- i + I )e + i] - [ie + i] > [ie + (e - i +I)] - [ie+ i] and the element chain 

{am;,am(e-i,-J),aij,a(r-i-t!}j I i~m ~ (r-i+I), i~ j~ (e-i+ !)} 
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where e is even number and e ~ r for I ~ i ~ c. 

2. A horizantal rectangular chain is an arrangement of the bead positions and 

empty bead positions in a horiZontal rectangular format in the nested chain 

abacus such that [(r - i + l)e + i] - [ie + i] < [ie+ (e- i + I)] - [ie + i] and the 

elements in chain 

{ami,am(e- i+l), aij, a(,--i+l)j Ii ~ m ~ (r - i+ 1), i ~ j ~ (e -i+ I)} 

where r is even number and r < e for l ~ i ~ c. 

Based on Definition 2.5 .3 there are two designs structure of nested chains abacus. Next 

we define the first design structure of the nested chain abacus. 

Definition 2.5.4. Vertical rectangular nested chain abacus is a nested chain abarns 

with e columns, r rows and c vertical rectangular chains where e ~ r and e even. 

Example 2.5.5 provide the illustration of the vertical rectangular design structure. 

Example 2.5.S. Letµ (4,6)= (82, 63 , 5,43 , 32 , 15) be a connected partition for a nested 

chain abacus with 4 columns and 6 rows that represents in Figure 2.1 l (a). Based on 

Definition 2.5.3 the nested chain abarns created f rom two vertical rectangular chains 

as illustrated in Figure 2.1 l(b) and Figure 2.1 l (c). 
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Figure 2.11. (a) Nested chain abacus of µ (4,6)=(82,63 ,5,43, 32 , 15) where c = 2 (b) 
Outer vertical rectangular chain (c) Inner vertical rectangular chain 

From Figure 2.11, we observe that yhe nested chain abacus construct from vertical 

rectangular chains where 

chain I = { am1 , am6, a I j, a6j : 1 ~ m ~ 6 : 1 ~ j ~ 4} and 

chain 2 = {am2,am3: 2 ~ m ~ 5}. 

Based on Definition 2.5.3(2) The horizontal rectangular nested chain abacus structure 

as given by the next definition 

Definition 2.5.6. Horizontal rectangular nested cha;n abacus is a nested chain abacus 

with c horizontal rectangular chains, e columns and r rows where r < e and r even. 
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Figure 2.12. (a) Nested chain abacus of µ(6,4)=(8, 5,75, 47,23) where c = 2 (b) Outer 
horizontal rectangular chain (c) Inner horizontal rectangular chain 

From Figure 2.12, we observe that nested chain abacus construct from two horizontal 

rectangular chains where 

chain 1 = { am1 ,am6,alj,a4j: 1 ~ m ~ 4, 1 ~ j ~ 6} and 

chain 2 = { a2j,a3j: 2 ~ j ~ 5}. 

Lemma 2.5.7. Let nested chain abacus be rectangular design structure then 

(i) i < e - i + 1 and i < r - i + I. 

(ii) I ~ i ~ c and c is a positive integer. 

(iii) Every chain is derived from two columns columns i and e - i + 1 and two rows: 

i and r- i + 1. 
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(iv) The last chain is derived from two consecutive columns if nested chain abacus 

be vertical rectangular design structure and the last chain is derived from two 

consecutive rows if nested chain abacus be horizontal rectangular structure. 

 

 
Proof. 

 

(i) The ith column is where the rectangular design structure starts and in column 

(e­i + 1) the rectangular design structure ends and thus i < e­i + 1. Similarity, 

i < r ­i + 1 

(ii) Let i denotes the value from 1 to the ith column (respectively the ith row) where 

the vertical rectangular design structure ends, based on Remark 2.5.2 the 

maximum number of chains formed will be the last value of i taken to form 

the chains and thus we have 1 � i � c and c is the number of chains. 

(iii) As we discussed the formation of the structures of the chains at the end of the 

proof of Definition 2.5.3 and see we have that every chain is derived from two 

columns: columns i and e­i + 1 and two rows i and r ­i + 1 . 

(iv) Since e is an even number and each vertical rectangular nested chain covers two 

columns so the last chain is derived from two consecutive columns. 

 

 
 
 

The number of chains in vertical and horizontal rectangular nested chain abacus are 

determined by Lemma 2.5.8. 

Lemma 2.5.8. The number of chains in nested chain abacus N is 
 

(i) 
e
 

2 
(ii) 

r
 

2 

 
if N is vertical rectangular nested chain abacus. 

if N is horizontal rectangular nested chain abacus. 

 

where e and r are the number of columns and rows respectively. 



58 

 

Proof. 

 

(i) Based on Lemma 2.5.7(3), every vertical rectangular chain is derived from two 

columns, which are columns i and e­ i  + 1. Since the last chain is derived from 

two consecutive columns, the difference between these two consecutive column 

numbers is 

 
 
 

Thus, 

(e­i + 1) ­i = 1. 

i = 
e 
. 

2 
 

(ii) Similar to proof (i) Lemma 2.5.8. 
 
 

 

Referring to Example 2.5.5 where µ(4,6)=(82, 63, 5, 43, 32, 15) and e = 4 then by Lemma 

2.5.8 we have two chains as has been shown in Figure 2.11. 
 

 
The next theorem shows that the number of positions in any vertical (respectively 

horizontal) rectangular chain is 2r + 2e­ 4(2i­ 1). 

Theorem 2.5.9. The number of bead and empty bead positions in each rectangular 

chains i in nested chain abacus is 

 

2r + 2e­ 4(2i­ 1) 

 
where e and r are the number of columns and rows respectively. 

 

 
 

Proof. Since each chain i form a rectangle, based on Lemma 2.5.7 the length, 
 
 

(r ­i + 1) ­i = r ­ 2i + 1. 
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Based on Lemma 2.5.7 the width of chain i is 
 
 

(e­i + 1) ­i = e­ 2i + 1. 

 
Therefore, the perimeter of chain i is given by 

 

2[(r ­ 2i + 1)+ (e­ 2i + 1)] = 2r + 2e­ 4(2i­ 1). 

Example 2.5.10. Let µ(4,5) = (82, 6, 3, 2, 14) be connected partition. Based on Lemma 

2.5.8, the nested chain abacus has two chains. By Theorem 2.5.9 the first chain (chain 

1) has 14 positions while the second chain (chain 2) has 6 positions. 

 

 
 

Next theorem is a result of Definition 2.5.3, Lemma 2.5.8 and Theorem 2.5.9 

Theorem 2.5.11. Let N be nested chain abacus with e columns and r rows and c chain 

then, < Vi > = < V1,V2,V3, · · · ,Vc > is a arithmetic sequence with common difference 

of successive is ­8. 

 

Proof. Let Vi+1 and Vi represent the number of positions in chain i + 1 and chain i 

respectively where i = 1, 2, · · · , c and c =
 e

 if the nested chain abacus is a vertical 
r 

2
 

nested chain abacus and c = 
2 

if the nested chain abacus is a horizontal nested chain 

abacus by Theorem 2.5.8. Thus, 
 

[2r + 2e­ 4(2(i + 1) ­ 1)] ­ [2r + 2e­ 4(2i­ 1)] = ­8. 

 
 

2.5.2 Rectangle-Path Nested Chain Abacus 

 
The rectangle-path nested chain abacus consists of rectangular chains and one path 

chain. Definition 2.5.12 clarify the constructing of rectangle-path chain in nested chain 

abacus 



Definition 2.5.12. Ler rhe marrix Arxe represent bead posirions and empry bead 

posirions in rhe nested chain abacus with e columns and r rows. Then 

• Vertical-path chain is an arrangemenr of bead and empty bead positions in 

column e; 
1 

in the nested chain abacus such that [(r - i + l )e + i] - [ie + i] = 0 

and the elements in 

. (e + I) { e - l 2r - e + 3} chain -
2

- = am('1t ): -
2

- ~ m ~ 
2 

where e < r, e is odd and c is a positive intege,: 

• Horizontal-path chain is an arrangement of bead and empty bead positions in 

row r; 
1 

in the nested chain abacus such that [ie + (e - i +I )] - [ie + i) = 0 and 

tire elements in 

. (r+ I) { r- I 2e-r + 3} cham -
2
- = a( 4-1 )j : -

2
- ~ m ~ 

2 

a a 
where r < e, r is odd and c is a positive integer. 

Based on Definition 2.5. I 2 there are two designs structure of the rectangle-path nested 

chains abacus. 

Definition 2.5.13. The vertical rectangle-path nested chains abacus is a nested chain 

abacus with e columns, r rows, c vertical rectangular chains and one vertical-path 

chain where e < rand e odd. 

Example 2.5. J 4 provides the illustration of this design structure. 

Example 2.5.14. Let µ (3,7) = (48 ,3, 18) be a connected partition withe = 3 where the 

corresponding nested chain aba"cus that represents the 17-connected beads is as in 
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Figure 2. 13( a). It follows that the nested chain abacus has one vertical rectangular 

chain and one vertical path chain as illustrated in Figure 2.13(b) and Figure 2.13(c ). 

, -. -. / ·-, / ' 
' ':{ y 

,._ 

>--" ~A , . , l 
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\ 
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>~·-<· ~~- -;: .. \ ,>·#··, ,_. >·· . 

>-<>"' > ---.... 
, ' I \ ) '-- .\_ 
;;- · .:.,. ,,------..... / ", 
f } f ) f 
\.._ ___ . ' "----, '-- .. / 
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~ --h·· ~ l ··-:o--- -<c 
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>· ·......_ 
\, ..-

a b C 

Figure 2.13. (a) The nested chain abacus where c = 2 (b) Outer vertical chain and (c) 
Vertical path chain 

From Figure 2.13, we observe that if e = 3 the vertical rectangle-path nested chain 

abacus has one vertical rectangular chain and one vertical path chain where 

chain 1 = { amt ,am3,a1j,a7j: 1 ~ m ~ 7, 1 ~ j ~ 3}, 

chain 2 = {am2 : 2 ~ m ~ 6}. 

Notice that chain 2 is a vertical path chain. 

In the next definition we proposed the horizontal rectangle-path nested chain abacus 

Definition 2.5.15. The horizontal rectangle-path nested chain abacus is a nested chain 

abacus withe columns, r rows, c - 1 horizontal rectangular chains and one horizontal 

path chain where r < e and r odd. 

The number of chains constructed in the vertical (respectively horizontal) rectangle­

path nested chain abacus determined by the following lemma. 
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Lemma 2.5.16. The number of chains in nested chain abacus SJ1 is 

e+I 
(i) 

2 

(ii) 
r + I 

2 

Proof 

if SJ1 is vertical rectangle-path nested chain abacus. 

if SJ1 is horizantal rectangle-path nested chain abacus. 

(i) Given that e is odd, then e = 2v + l where v is a positive integer. By Lemma 

2.5.7(3) every rectangle chain is derived from two columns then there are 

e-1 
V=--

2 

vertical rectangular chains and one vertical path chain. Hence, the vertical 

rectangular nested chains abacus has e; 1 
chains derived from one column. 

(ii) Given that r is odd, then r = 2v + 1 where v is a positive integer. By Lemma 

2.5.7(3) the rectangular chain is derived from two rows so the nested chain 

r-l 
abacus with 2v + 1 rows have v rectangular chains. Then, v = -

2
- rectangle 

chain. Thus, the horizontal rectangular chain has 

r-1 r + l . 
-

2
- + 1 = -

2
- chams. □ 

The number of positions either in the vertical path chain or in the horizontal path chain 

constructed in the horizontal rectangle-path nested chain abacus or vertical rectangle­

path nested chain abacus respectively is determined by the following theorem. 

Theorem 2.5.17. The number of positions in the path chain in the rectangle-path 

nested chain abacus withe columns and r rows is 

c-l 

re - ( c - l )(2r + 2e) - L 4(2i - 1). 
i= I 
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Proo.f Let k be the number of positions in the path chain and i the chain number. By 

Theorem 2.5.9 every rectangular chain has 

2e + 2r-4(2i- 1) 

positions. For the nested chain abacus with c - 1 rectangular chains and one path chain, 

the number of positions in the c - 1 chains is 

c- 1 

(c- 1)2e+2r- ,L4(2i - l). 
i=I 

Since the number of positions in the nested chain abacus is er, then, 

c- 1 

er= (c - 1 )(2e + 2r)- L 4(2i - I)+ k. 
i=l 

Thus, 
,·- ) 

k = er - ( c - I )(2e - 2r) + L 4(2i - I), 
i= I 

a 
where k is the number of positions in chain c. 

ay 1a 

In the next section we proposed the last structure in nested chain abacus 

2.5.3 Singleton Nested Chain Abacus 

D 

The singleton nested chain abacus consists of rectangular chains and a singleton chain. 

Definition 2.5 .18 clarify the constructing of singleton chain in nested chain abacus. 

Definition 2.5.18. A singleton chain is a position a
111

( ~) located in column e ~ 1 
and 

row e; 
1 

such that [(r - i+ l)e+i]- [ie +i] = [ie+ (e-i + I)]- [ie + i] = 0. 

Beset on Definition 2.5.3 and Definition 2.5.18, we developed a singleton nested chain 
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abacus. 

Definition 2.5.19. The singleton rectangular nested chain abacus is a nested chain 

abacus with c - 1 rectangular chains and one singleton chain where e = rand e odd. 

Example 2.5.20 provide the illustration of the design structure for singleton nested 

chain abacus. 

Example 2.5.20. Let µ (3,3) = (22 , 14) be a connected partition where the singleton 

nested chain abacus is as in Figure 2.14(a). Based on Definition 2.5.3 and Definition 

2.5.18 the nested chain abacus created from one rectangular chains and one singleton 

chain as illustrated in Figure 2.14(b) and Figure2.14(c). 

:x ·s::~: □ , 
I, :t 

• ..... ~.;(:.,./ -~--.. , .. /· .. __ #~ 

a b C 

Figure 2. 14. (a) Nested chain abacus where c = 2, (b) Outer chain and (c) Singleton 
chain 

From Figure 2.14, we observe that nested chain abacus construct from rectangular 

chains and singleton where 

Chain I= { a111 1 ,a1113, a1j,a3j: I ~ m ~ 3, I < j < 3 }, 

Chain 2 = {a22} 

Notice that chain 2 is a singleton chain. 
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The number of chains in the singleton nested chain abacus is determined in the next 

theorem. 

Lemma 2.5.21. The number of chains in the singleton nested chain abacus is e; 
1 

where e is the number of columns and r is the number of rows. 

Proo.f The proof is similar to the proof of Lemma 2.5. 16. D 

From the previous structures with respect to columns we can establish the e-nested 

chain abacus sequence as shows in Remark 2.5.22 

Remark 2.5.22. Let e ::=; rand Fe be a.function Fe : N-+ N such that 

{ 

.:. if e is even, 

Fe= e-t I . 
tf e is odd. -2-

Table 2.4 gives the number of chains for different values of e. 

Table 2.4 

The number of chains for different values of r = I, 2, ... , 12 and e = 1, 2, ... , 8 

Fe r 2 3 4 5 6 7 8 9 10 I I 12 
Fi 1 I 1 1 1 I 
F2 1 I 1 1 1 I I 1 1 
F.1 2 2 2 2 2 2 2 2 2 2 
F4 2 2 2 2 2 2 2 2 2 
F_,, 3 3 3 3 3 3 3 3 
F6 3 3 3 3 3 3 3 
F7 4 4 4 4 4 4 
Fs 4 4 4 4 4 

Based on Table 2.4 and Remark 2.5.22 we can summarize the values as presented 

below 
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e 2 3 4 5 6 7 8 9 10 
2 2 3 3 4 4 5 5 

The e-nested chain abacus sequence is a series of number {Fe} ;=2 based on Remark 

2.5.22 where 

with F2 = 1 and F3 = 2. The e-nested chain abacus sequence is l , 2, 2 , 3, 3, ... for 

e = 2, 3, 4, 5, 6, .... Similarly, from the previous structures with respect to rows, we can 

establish the r-nested chain abacus sequence as shows in Remark 2.5.23 

Remark 2.5.23. Let r < e and Fr be a function Fr : N --t N such that 

{ 

r if r is even number, 

Fr= r:22 l ;f 
• r is odd number. 

Similar, the r-nested chain abacus sequence is a series of number { F,.} ;'=2 get by 

Remark 2.5.23 

with F1 =land F2 = 2. The r-nested chain abacus sequence is 1,2,2,3,3, ... for 

r = 2,3,4, 5, 6, .... The result follows from Lemma 2.5.7, Lemma 2.5.8 Theorem 2.5.9, 

Theorem 2.5.11, 2.5.16 and Theorem 2.5. 17 , two sequences ~ec- P and ~ ec for 

rectangle path nested chain abacus and rectangular nested chain abacus respectively 

can be obtained from the number of positions in each chain. In Theorem 2.5.24 we 

developed the first sequence with rectangle-path nested chain abacus. 

Theorem 2.5.24. Let 91 be the rectangle-path nested chain abacus with e column, r 

rows and c chains. 
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(i) If e < r then, 

(ii) If r < e !hen, 

PRec-P _ 
p -

PRec- P _ 
p -

r-e+l if p = I, 

2P{ec-P + 6 if P = 2, 

PRec-P + 8 'f >- 3 p - 1 I p 1/ • 

e-r+I if p =I, 

2prec-P + 6 if p = 2, 

pRecl- P + 8 if p ~ 3. p-

where P;ec- P be the number of positions in chain i and p = c - i + I for I ~ i ~ c. 

n1 r t1 Uta a al ys1a 

Proof. 

(i) Based on Theorem 2.5.17, the number of position in chain c is 

C 

re - c(2r + 2e) + E 4(2i - I ). 
i= I 

. e+ 1 
Smee c = -

2
- , then, 

k 
e- I c- 1 c-1 

= re - - (2r + 2e) + 8 E i - E 4 
2 i= I i= l 

c- 1 I 
2 . e-= re-e - e - er+r+ 8 E , + 4--. 

i= I 2 
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c- l (c - l)c 
Since [. i = ----'-- , then, 

k l 2 

k =e-r+ l. 

Thus, 

~ec-P = r-e + l. 

Since chain c - l is a rectangular chain then by Lemma 2.5.16 and Theorem 

2.5.9 the number of positions in chain c - I is 

2r- 2e+8 = 2(r - e+ 1) + 6 = 2Pfn·-P + 6. 

Based on Theorem 2.5. 11 the different between two rectangular chains in SJl is 8 

then 

pi!ec-P _ p Rec-P = pRec-P _ pi!ec-P = ... = 8 
c-2 c- J c- 3 c-2 a 

J>fec-P -Pfec-P = p: ec-P - J>fec-P = ... = 8. 

Hence 

(ii) Follow directly by proof I of Theorem 2.5.24. □ 

Next, we developed the second sequence with rectangular nested chain. 

Theorem 2.5.25. Let SJl be the rectangular nested chain abacus with e column, r rows 

and c chains. 

(i) If e < r then, 
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(ii) lfr <ethen, 

pRec _ 
p -

PRec-_ 
p -

2r - 2e + I if p = I , 

2e - 2r + l if p = 1 , 

p;~,; + 8 if p ;?: 2. 

where p;ec be the number of positions in chain i and p = c - i + 1 for l ~ i ~ c. 

Proof. 

(i) Since SJl is a rectangular nested chain abacus then, by Lemma 2.5.7 chain c 

derived by two consecutive columns. Based on Theorem 2.5.9 and Lemme 2.5.8, 

the number of position in chain i is 

2e + 2r - 4 ( 2i - I ) , 

and c = i, respectively. Thus, 

and 

e 
2e+2r - 4 (2-- J) 

2 

Pf ec = 2r - 2e + I . 

al ys1a 

By Theorem 2.5.11 there is arithmetical sequence for the number of positions in 

the chains with common difference of succession equal to (-8). So, 

Pp = P;~(; + 8 where p ~ 2 . 

(ii) See Proof (i) Theorem 2.5.25. 
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2.6 Conclusion 

 
In this chapter, a new combinatorial interpretation called nested chain abacus for n-

connected ominoes is presented. Furthermore, a new partition for every n-connected 

ominoes is developed. Then, we formulate and prove the uniqueness of nested chain 

abacus. In addition, we formulate the definition of connected bead positions in the 

nested chain abacus that will be fundamental in constructing a design structure for 

the nested chain abacus. Then, two different types of sequences were developed and 

proved. Based on the constructed design structure of the nested chain abacus, three 

transformations will be developed in Chapter Three. 

Bellow is the summary of Chapter Two. 
 
 
 
 

 

Figure 2.15. The structure of nested chain abacus. 

Abacus 

Rectangular nested  Rectangle-path Singleton nested 
chain abacus nested chain abacus  chain abacus 

Construct new concept of 
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new development 

Structure design of nested 
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Nested chain abacus 

n-connected ominoes 



CHAPTER THRE  

NESTED CHAIN ABACUS TRANSFORMATION 

3.1 Introduction 

In this chapter, an algorithm for the nested chain abacu ransformation is constructed, 

which is fundamental for constructing classes of the nested chain abacus that will be 

presented in chapter 4. First, related te1minologies are formulated. Then, different 

types of transfonnation in the chains are formulated in rectangle chain, path chain 

and singleton chain. This is followed by the development of three different types 

of nested chain abacus transformation: Single nested chain abacus transformation 

with e = 2 (SNC2-Transformation), stratum nested chain abacus transformation with 

e > 2 (SNC-Transformation) and multiple nested chain abacus transfonnation (MNC­

Transformation). 

This chapter begins with the introduction. The necessa  definitions and terminologies 

are defined in Section 3.2. The transformation in the chains with the three types are 

fonnulated in Section 3.3. Then, the nested chain abacus transformation algorithms 

are constructed based on chain transformation in Section 3.4. 

3.2 Definition and Terminologies 

Some terminologies that are needed in the nested chain abacus transformation 

constructed. 

Definition 3.2.1. Chain transformation (Ch) is a movi  tram,fonnation when 

{

(m - l)e+(j+d-l). 
(Jh: (m - I )e + (j - ]) ---+ 

(m+k- l)e+ (j- J), 
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which is in anticlockwise direction for all bead positions in chain i in the nested chain 

abacus with e columns and r rows where O :;;; m ,,; r I and O ,,; j ,,; e · I. 

Remark 3.2.2. /11 rhe chain transformation the beads will move hy a specific distance, 

A bead located in the chain i and in the column i will move to the downwards if c is a 

positive integer. While, a bead located in the row r i + 1 will move to the rightwards 

if dis a positive integer. Meanwhile, the bead located in the column e - i + I will move 

to the upwards if c is a negative integer. Finally, the bead located in row i wilf move to 

the leftwards if dis a positive integer, as show in Figure 3. l. 

Column i',,,.,,,, Row; ,s 

.. ,r-::~.==l =::-:'71'·/~jmn 

Figure 3.1, Chain transformation' direction 

/' ,,,.,.,,.. c~ '+I 

Remark 3.2.3. Let am1 bean element of a matrixArxe withe columns and r rows which 

represents the bead positions and empty bead positions in the nested chain abacus 'l1 

with c chains, Based 011 Dejinirion3.2.l and Lemma 2,5,J, tlten, 

I 1 
am(j+d), 

C 1 : amj --+ 
a{m+k)ji 
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which is in anticlockwise direction for all bead positions in chain i in the nested chain 

abacus with e columns and r rows where I ,s; m ,s; r and I ,s; j ,s; e. 

In our transformation we select one position in the chain as the initial point. When this 

point is moved rotationally anticlockwise to a new location, all other positions in the 

rectangle chain will move rotationally to a new location accordingly. 

Definition 3,2,4. Nested chain abacus transformation is a chain transformation in one 

or more chain in the nested chain abacus. 

Next, we construct the chain transfomiation of the bead positions inside the chains. 

Lemma 3.2.5 provides the basic concept for bead position movements. 

Lemma 3.2.5. Let a,,,j be an element of a matrix A,-xe which represents the bead 

positions and empty bead positions in the nested chain abacus 91 with e columns, r 

rows and c chains. Then, 

(i) the bead positions in the rectangle chain i are located in columns {i, e- i +I} 

and rows {i, r-i+I}. 

(ii) the direction of the positions are such that 

• a;; through a(r-i+l)i is downwards. 

• a(,-i+ !Ji through a(r-i+ 1 )(e-i+l) is rightwards, 

• a(r-i+ J)(e-i+ 1) through ai(e-i+J) is upwards. 

• a;(e-i+l) through a;; is leftwards. 

Proo/ 

(i) Based on Definition 2.5.3 the elements of the rectangle chain are 

{a,,,;am(e-i+l)aiJa(r-i+l)J: i ( m ( (r i+l)i,s; j ,s; (e-i+l)}. 
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Thus, the bead positions of the rectangle chain i are located in columns 

{i,e-i+I} androws{i.r i+l}. 

(ii) Since the chain transformation is in anticlockwise direction for all bead positions 

in chain i in the nested chain abacus and based on Definition 3.2.1, Remark 3.2.2 

and Remark 3.2.3 then, 

• Ch(a;;)--; a(i+k)i, ... , Ch(a(,-i);)--; a(r-l+l)i, 

and the positions will move downward. 

• Ch(a(r-H l)i)--; a(r-i+l)(i+d), ... , Ch(a(r-i+ l)(e-i)) --; a(r-i+ l)(e-i+l)• 

and the positions will move rightwards. 

• Ch(a(r-i+l)(e-i+I))--; a(r-i+h·k)(e-i+J), ... , Ch(a(i-l)(e-i+ 1))--; a(i)(e-i+l) 

and the positions will move upwards. 

• Ch(ai(e-i+I))--; ai(e-i+l+d), ... , Ch(a;(i-1))--; a;; 

and the position will move leftwards. 

Where d and k are positive integer. 

Definition 3.2.6. The full chain is a chain in the nested chain abacus with e columns 

and r rows such that all positions are beads. 

Since all the positions are beads the form of chain will not change. The full chain with 

2 columns and 6 rows as shown in Figure 3.2 (a) the chain transformation in full chain 

as in Figure 3.2 (b) and Figure 3.2 (c). 
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Select initial point 

\ 

a 

Initial point 

'-~ 

b 

New location the initial point 

C 

Figure 3.2. (a) Full chain, (b) Arrow indicating one step ful] chain transformation and 
(c) The new location of the initial point after transfonnation 

3.3 Transformation in Chains 

There are three cases of transformation based on three types of chains: transformation 

in rectangle chain, transfonnation in path chain and transformation in singleton chain. 

Each transformation is design details in the following subsections. 

3.3.1 Transformation in Rectangle Chain 

The transformation in rectangle chain is a chain transformation (Ch) employs in 

rectangle chain. First, we construct the transfonnation (Ch) if the beads skip one 

position anticlockwise in rectangle chain {b, k} = ± J (see Definition 3.2.)) 

Lemma 3.3.1. Let amj be an element in matrix A,-xe which represents bead and empty 

bead positions in rectangle chain withe columns and r rows. Then, the transformation 

chain of amj is 
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a(m-l)j if i+l ,;;;m,;;;(r-i+1),j e i + 1, 

Ch(amj}--> 
a(m+l)j if i,;;; m,;;; (r- i), j = i, 

amU-1) if m = i, i + I < j,;;; e i+ I, 

am(j+I) if m=(r-i+1),i:;;;J<e i' 

where J ,;;; i,;;; c. 

Proof By Lemma 3.2.5(1) the position in the rectangle chain i location in two columns 

{i, e i+ l} and two rows {r, r i+I}. Based on Definition 3.2.1 and {a,b} =±1 

then the bead position in column i will skip one position downward so 

where 1 ,;;; m < r. Since the direction of the positions movement anticlockwise then 

the positions a(r-i+l)J will skip to a(r-i+I)(j+I) one position where i,;;; j < e-i + I. 

Since the direction of the positions move anticlockwise then the bead position location 

amj on the column e i + I will skip to a(m- I )J one position where I < 111 ,;;; r. 

lfamj E {am1lm=i,i,;;;j < e i+ I} then 

Gmj--+ am(j-1)· 
□ 

Example 3.3.2 illustrates the transformation in rectangle chains. 

Example 3.3.2. Lei µ<4•7) (10,86,5,2,06 ) be connecled parlilion represenls lo <:TI 

for 15-connected beads as shown in Figure 3.4 (a). Based Definition 2.5.3 and Lemma 

2.5.8 the nested chain abacus consists of two rectangle chains. 

76 



First, for detail explanation we will show single movement for the Example 3.3.2. The 

bead position 19 which location in row 5 and column 4 (a54 ) will be moved to the 

position 15 (a44) . The bead position 21 which location in row 6 and column 2 (a62) 

will be moved to the position 22 (a63) as shown in Figure 3.3. 

0 I 2 ' 1 

'•( 
>--<.;;.•:,-::, 

~::::<,:::' :, 
) 18 

);•~=:.( ....... . 
, .... 

Figure 3.3. Single movement for µ (4,7) = ( I 0, 86 , 5, 2, 06) 

><S-~> 
:~ 

:---<> ·· 

ru
:1s 

, 

' 

The transformation in rectangle chain clarify in Figure 3.4 (b) and Figure 3.4 (c) where 

{b,k} = ±1. 
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I 
I 

8 

a 

:: !'•.:.:"' 

/ ,, 
0 . 

/ . 
4 I 

8 I 

:·---·· 
,,_ 12 

b 

C 

/ ' 
16 

~----.::.· 
19 

.· ·}:'~ ,~. 

··;</--< 
.······.?;;< 
;:-:.\_,;-.--. 

·---~·/\>·< 
21 { 22 

Figure 3.4. (a) Nested chain abacus ofµ (4,7) = ( 10, 86, 5, 2, 06 ) with 2 rectangle 
chains, (b) Rectangle chain transformation applied to the outer rectangle chains and 
(c) Rectangle chain transformation applied to the inner rectangle chain 

The algorithm constructed to generate classes of nested chain abacus with c chains 

depended on the chain transformation. The fundamentals of the transformation in 

rectangle chains are constructed in Lemma 3.3. l where each beads in chain i skip one 

position where J ~ i ~ c. 

In the following theorem, we establish the maximal x number of transfom1ation (Chx) 

in rectangle chain. 

Theorem 3.3.3. Let 91 be a nested chain abacus with e columns, r rows and c cha;ns. 

Then, the maximal number of transformation in rectangle chain is 

2e + 2r- 8i + 3 

where I ~ i ~ c. 

Proof Let am) be an initial position in rectangle chain i for the nested chain abacus 

with e columns, r rows and c chains. Based on Lemma 3.2.5, am} can be moved 
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downwards, upwards, rightwards or leftwards depending on m and j where I :;:; m :;:; r 

and I :;:; j:;:; e. Based on Definition 2.5.3 and Lemma 3.2.5, if j = i then the initial 

position will be moved downwards along the column i until location a(,.·-i+IJ; after 

skipping 

r-i+I m 

positions. Then, the position a(,-H-l )i will move from left to the right where the last 

location of the initial position is a(r-H l)(e-i-J) after skipping 

e -2i + I 

positions. Since alr-i+l)(e-i+I) in column e i ~ I then the position a(r-i+l)(e···i·•I) 

will move up and skip 

r 2i+ l 

positions to get to the position a;(e-i-t-l)· Furthermore, the initial position will move 

from right to the left and there are skip 

e 2i+ I 

positions until it reach location a;;. Finally, the initial positions a;; skip m i positions 

to return back. Thus the initial position a,,,j will skip 

2e+2r-4 

positions to move and to return to its original position. The same applies if the initial 

position is a(r-i+l)j or am(e ,H) or au. Hence, 

2e-2r- 8i+3 
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is the maximum of chain transformation for each position in the rectangle chain. D 

The following corollary describes the number of possible transformations for a 

positions in outer chain. 

Corollary 3.3.4. Let 91 be the nested chain abacus withe columns, r rows and c chains. 

Then, the maximum number of transformation in the outer chain is 

2e +2r-5. 

Proof From Theorem 3.3.3, the maximal number of transformation in a rectangle 

chain is 

2e+2r- 8/ + 3. 

Since the outer chain is chain I in the nested chain abacus then the maximal number 

of transformation in the outer chain is 

2e+2r 5. 
D 

Not: Notation amj means amj will skip y positions 

We formulated Theorem 3.3.5 to find the transformation in rectangle chain (Ch') if 

the beads skips x positions in four cases depending on the location of the beads in the 

rectangle chain where 1 ,;; x ,;; 2e + 2r 8i + 3 . First, we will describe the location of 

the bead positions in each case which are T1, T2, 'J'J and T4 where 

T1 = { am;li ( m < r - i + 1 }, 

T2 = {a(,-i+l)jli ( j < e-i+ I}, 

'J'J = {am(,-i,l)li (Ill< r-i-'- l} and 
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Figures 3.5 until 3.8 provide an indication to determine the location of the positions in 

a(it l)i 

a(i+2)i 

a(i+3)i 

a(,-i)i 

a(,-i+l)i a(r-i+l)(i+I) a(,-i+I)(i+2) a(r-i+l)(i+3) 

Figure 3.5. Elements for T1 

ar; 

a(i+l)i 

a(i+2)i 

a(i+3)i 

a(r-i)i 

a(r-i+l)i a(r-i+l)(i+J) a(r-i-r-1)(i~2) a(r-i-J)(i+3) 

Figure 3.6. Elements for T2 

a;; 

au-!-2)i 

a{i+3)i 

a(r-i)i 

a;(i+l) 

a(r--f.t-l)i a(r-i+I}(i+l) a(r-i+l)(i+2) a(r-i+l)(i+3) 

Figure 3. 7. Elements for T., 
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ai(e-i+l) 

a(i+l)(e-i+l) 

a(i+2)(e-i+l) 

a(i+3)(e-i+I) 

a{r-i)(e--- i+ l) 

a{r----i-+-1 )(_e ---i +I} 

a;(,-i+ I) 

a(i+I)(e···i+I) 

a(i+2)(r-i+I) 

a(i+3)(e-i+I) 

a(,-i)(e-i+ I) 

a(r-i+l)(r-i+I) 

a(i+l)(ei!I) 

a(i+2)(e i+ I) 

a(i+3)(e-i+l) 

a(r-i)(e-i+l) 

a(,-i+ 1 )(e-i+ I) 



au 
au'!)/ 

a(i+2)i 

0(i+3)i 

a{,··-i)i 

a;u+ 1) a,(H 2) a,(i+3) a,(e-il I) 

a(i+l)(e-i-H) 

a(i+2)(e-i+l) 

a(i+3)(e-i+1) 

a(r-h-l)i a{r-i; I)(i+l) a(r i+l)(H-2) a(r-i+!)(i+3) 

a(r-i)(e-i+ I) 

a(r--H !)(e-i+J) 

Figure 3.8. Elements for T4 

Theorem 3.3.5. Let am} be an element in a rectangle chain in the nested chain abacus 

'JI with e columns and r rows represented by matrix Arxe• Then, the transformation of 

Gmj IS 

Case one 

if i<'.m+x<r-i+I, 

a(r-i+ I )(x•r+2i+m-1) if r-·i+l<'.'._m+x<r+e 3i+2, 

am,--+ a(2r-x-m+e-4i+3)(e-i+I)) if e+ r- 3i + 2 $ m +x < 2r-'- e - Si-'- 3, 

if 2r+e 5i+3 ~ m+x< 2r+2e-7i+-4, 

a(x-2r••· 2e+m+8/-4)i if 2r+ 2e-7i +4 <'. 111 +x < 3r-'-2e -9i + 5, 

if a,nj E T1 where Ti { am1U i, I <'. m < + I}. 

Case two 

am,,-> 

if (j+x)$e-i+I, 

a(r+e-2i-x-j+2)(e-i-H) if e --· i-'- I < j + X $ e + r - 3i + 2, 

ai(2e+r-4i-x-j+3) 

ll(x-2e- ,-+6i+ j-3)i 

a f(x-2r-2r+Si+ j-4) 

if e+r-3i+2 < j+x <'. 2e+r-5i+3, 

if 2e +r-5i +3 < J-,..x $ 2e+ 2r-7i +4, 

if 2e+2r 7i+4<11+x$3e+2r-9i+5, 
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ifa,,,j E T2 where T2 = {a,,,jlm =r-i+l,i,S: j < e-i+ I}, 

Case three 

ll(m-x)(e-i+ I) 

ai(m+e-2i-x---:- 1) 

am)~ 0 (x+4i-m-e-1)i 

if m-x?,i, 

if 3i-e-l?,m-x?,i, 

if 5i-e-r-2?,m-x?,3i-e-l, 

a(r-d-1)(x-m-e-r+6i-2) if 7i-2e-r-3?, 111-X) Si-e-r-2, 

ll(2r+2e-8i-x+4+m)(e-i+l) if 9i - 2e - 2r- 4) 111 - X?, 7i - 2e - r- 3, 

ifa,,,j ET, where T3 = {a,,,jlj=e-i+l,i < m ,S: r-i+ I}, 

Case four: 

O;(j-x) 

ll(x-j+2i)i 

am) ~ a(r-i+ I )(x- j-r+4i-l) 

if j - X) i, 

if i>j-x?_3i-r-l, 

if 3i-r-l>j-x?,5i-e-r-2, 

a(j-x+2r+e-6i+3)(e-i-t-1) if Si - e - r- 2 > n - X ?_ 7i - e - 2r- 3, 

O;(j-x+2r+2e-8i+4) if 7i - e - 2r- 3 > 11 - X ?_ 9i - 2e - 2r - 4, 

ifamj E T4 where T4 = {a,,,jli ,S: j ,S: e-i+ l,m = i},for I ,S: i <cand 

I ,,; x ,,; 2e + 2r - 8i + 3. 

Proof 

Case one: 

(i) If m + x ,,; r - i + I. 

Based on Lemma 3.2.5(2) a,,,; will move downwards and skip x positions. Since 
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x ,s; r- i + I - m then Ch(am;) E Ti and 

(ii) If r - i + I < m + x ,s; r I e 3i + 2. 

Based on Definition 2.5.3 and Lemma 3.2.5 am; will move downwards from am; 

through a(,-i+ 1 )i· Since x > r - i + I ..... m and am; E T1 then, am; will skip 

r i m+ I 

positions and then move rightwards to a new location after skipping 

x r+i+m 

positions (See Lemma 3.2.5). Thus 

(iii) If e + r- 3i + 2 < m + x ,s; 2r + e Si+ 3. 

Based on Definition 2.5.3 and Lemma 3.2.5 am; will move downwards to a(, ... ;.,.J)i· 

Since x > (r - i + I m) + (e - 2i +I) then the new location is E T3. Tims, am; 

will move rightwards until a(r-.+<J)(e-i-'-I) and then upward. Based on Lemma 

3.3.J, 

Ch: am; 
r-i-m+l 

G(r-i+l)i, 

Ch: G(r-i+l}i 
e-2i+l 

G(r-i+I )(e-i+ !), 

and 

Ch: G(r-i+l)(e .. i+l) ---t a;(e+2r-m-x-4i+3)' 
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Thus. 

(iv) lf2r+e- 5i + 3 < m +x ,( 2r+2e- 7i +4. 

Since 

x> (r-i+ l-m)+(e-21+ l)+(r-2i+l) 

and Based on Definition 2.5.3 and Lemma 3.2.5, then, the new location E T4. 

Based on Lemma 3.3.1, 

Ch :ami 
r-i-m·' 1 

a(r.-i+l)i, 

Ch: G(r-i-l)i 
e-2i+I 

G(r-i+ J )(e-i +I))· 

Then, 

Ch: G(r-i f l)(e-i-,-1)) 
(r-2i+ I) 

and 

Ch: ai(e+2r-m-5i+3) a(2r+2e-x-6i-m+4)i ' 

Thus, 
Ch: ami --t a(2r+2c-x-6i~--m+4)i · 

(v) If 2r-2e - 7i +4 :S m+x < 3r+2e- 9i +5. 

Since x > (r ··· i + l - m) + ( e 21 + I) + (r 2i + I) + ( e - 2i + I) and based 

on Definition 2.5.3 and Lemma 3.2.5, the new location is E T_,. Thus a111; will 

be moved downwards to a(,-+ I)i and from a(,-i+I)i through a(r-i+I)(e-i+I) 

rightwards and then upwards until ai(e-i" I)· From a;(e-i+I) through aii the bead 

positions will move leftwards, and at a;; the head position will move 

downward. Based on Lemma 3.3.1, 
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and, 

Thus 

Hence 

Ch: an,; 

a(r-i+ j )i 

Ch: ai(e·L2r 111• 5i-J) 

Ch: a(x-2r-2e"'rm+1i-3)i 

a{r-i-H)(e-i+ l))" 

r- 2i + I a;(e➔ 2r-m-5i+3), 

e-2i-+-I 
a(-1-2(r-e )-rm+ 7i-3)i, 

a(x-2r-2t>+m+8i-4)i · 

Ch: am; ---t a(x-2r-2e+m+81-4)i · 

The proof for case two, three and four are similar as case one. 

Corollary 3.3.6. Let am) be an element in a rectangle chain in the nested chain 

abacus 'J1 with 2 columns and r rows represented by matrix Arx2• Then, the x af Cfr' 

1ransformation of Omj is 

a(m+x)l if J=l,m+x,;:;r, 

a(m-x)2 if j 2,m-x?,1, 

O(x---m-1)1 if j=2,l-r,;:;m-x< I, 
arnj--+ 

0(2r-x+m)2 if j = 2, I 2r~m-x~-r, 

G(2r-x-m<1)2 if j = l,r < m+x,;:; 2r, 

O(x-2r+m)I if j ""- I, 2r < 111 + x,;; x 2r- i, 

where l ,;; x,;; 2e-+ 2r - 8i + 3 for I ,;; 111 ~ rand j = l. 2e. 

Ptvof. It follows immediately from the proof in Theorem 3.3.5. 0 

86 



Example 3.3.7 illustrates a chain transfo1mation in the nested chain abacus where 

e=2. 

Example 3.3.7. Let (37,2, 1/2,6) be a connected partition representing nested chain 

abacus fftfor 9-connected beads as shown in Table 3.1 and Figure 3.9. For example 

position 1 or (a12) move by Ch to O or ( a11 ). 

Table 3.1 

Original and new location ()f bead positions where e = 2. 

Gm2 ------+ Ch(a1112) 
1 ( a12) ------+ 0 ( a11) 
3 ( a22) ------+ 1 ( a12) 
5 ( a32) ------+ 3 ( a22) 
6 ( a41) ------+ 8 ( a51) 
7 ( a42) ------+ 5 ( a32) 
8 ( a5i) ------+ IO(a61) 
9 ( a52) ~ 7 ( a42) 
IO ( a61) ~ 11 ( a62) 
11 ( 062) ~ 9 ( a52) 

Initial point New location the initial 

r·"' , 
8 / 9 . 

r,,,. " 
10 { 11 

~--~ \ /,..- ,,...-~ 
(

: : 1 ·¾ i O ' I ., 

( 
;:>--<>~ 3 < ;>~---<1~ 
\ : J '. : . 

>·< ,-- " >-< r ....._,_ 
f ·:' 5 .. r \- 5 \ 
.._><,. r--- ·::><::· r ....._,_ 

~ 7 D '-... _). 7 1 

( 8 / 9 ) ( g,,( 9 

,-, ,,-- ........, ,,,--.... - "-
10 \ 11 ) I 10 ' II ) 

~ 
a b C 

Figure 3.9. (a) Selected initial point in a rectangle chain with 9 bead positions and 3 
empty bead positions, (b) Arrows indicating rectangle chain transformation and (c) 
The result of chain transfonnation 
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3.3.2 Transformation in Path Chain 

Transformation in Path Chain is a chain transformation where d = 0. Based on Chapter 

two there are two designs of path chain. Thus there are two types of transformation 

in path chain; First, we construct the transformation in vertical path chain (Ch) if the 

beads skip one position anticlockwise as shown in Lemma 3.3.8. 

Lemma 3.3.8. Let a,,,j be an element in a vertical-path chain in the nested chain 

abacus :)1 withe columns, r rows and c chains represented by matrix Arxe• Then, (Ch) 

transformation of amj is 

Gmj--+ 

e + I 2r - e + I . e + l 
if -·-:Cm<----;---2" 2 ,-2, 

2r e+I. e+I 
if m= --2--, J = -2-. 

Proof Based on Definition 2.5.12, Tc is a set of positions of the vertical-path chain c 

such that 

Since amj is a bead position in the path chain and the bead movement is anticlockwise 

then, bead positions {acc,, .. ,a(r-c)c} will be skip one position downwards and 

a,,,)---+ a(m+l)j· 
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Thus, 

e + 1 2r - e + 1 e + 1 
where -

2
- ~ m < 

2 
and j = -

2
--

Figure3.10 illustrates the Lemma 3.3.8. 

Initial position Initial position 

,/3 ---------,) 

a b 

/"'\ 
2 I 

c···--> 
'~ ..... -· 

C 

Figure 3.10. (a) Selected initial point in a path chain with 4 bead positions, (b) 
Arrows indicating x-steps path chain transformation for x = 1 and (c) The result of 
chain transformation for x = I 

D 

The fundamentals of the transformation in the vertical-path chain is constructed in 

Lemma 3.3.8 where each bead in path chain skips one position anticlockwise. 

In Theorem 3.3.9 we determine the maximal number of transformations in the vertical­

path chain. 

Theorem 3.3.9. Let a111 j be an element in the veriical-path chain in the nested chain 

abacus S)1 with e columns and r rows. Then, the maximal number of the vertical-path 

transformations (Ch) is 

r-e+l. 
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Proof Let amj be a position in the vertical-path chain for the nested chain abacus with 

e columns, r rows and c chains. Based on Lemma 3.2.5, amj can be moved downwards 

and upwards where 

Therefore 

and 

Thus Omj will skip 

e+l 2r-e+l. 
-2- ( m,:; 2 , .I= c. 

2r-e+l e+l 
--

2
----

2
-+l=r-e+l 

positions to return to its original location. □ 

In Theorem 3.3.10 we observe that all transformations are in the vertical-path chain 

(Chx) if the beads skips x positions. 

Theorem 3.3.10. Let a111 j be an element in the vertical-path chain in the nested chain 

abacus ')1 withe columns, r rows and c chains represented by the matrix A,xe• Then, 

transformation Ch' 
2r- e+ I e+ I 

if m+x( 
2 

,.i=-
2
-, 

2r-e+l. e+l 
if m+x> 

2 
,J=-

2
-, 

where I ( x ( r - e + I. 
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Proof Based on Definition 2,5.12, Tc is a set of the positions of vertical-path in 

e+I 
chain c for Tc= {acr, a(c+l)o·,,, a(r-c+l)c} and c = -

2
- where x refers to the num-

ber of positions that the bead positions will skip to get to the new location, Based 

on Lemma 3.3.8 the direction of bead position movement is downwards, upwards and 

downwards, If m + x E Tc- then the bead positions will move downwards and skip x 

positions, Then 

and 

Thus, 

2r-e-m+l 

2 
a(2r ;-'-1) _:, a(e+I\ le+l) -2-)~ -2 

2x-2r+e+2m ···· 3 
( 2 ) 

2x-2r+e+2m- 3 
( 2 ) 

a(mj) a (2x-2r+~e+2m 

wherem+x fc Tc. 

Next, we construct the horizontal-path chain transformation in the chain. Firstly, the 

chain transformation is formulated when the position skip for one time, 

Lemma 3.3.11. Let a,,,j be an element in the horizontal-path chain in the nested chain 

abacus 'Jl with e columns, r rows and c chains represented by matrix Arxe• Then, 

tra11.1formation Ch: 
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am} --+ 
am(j+1) 

ar+I r+I 
(-2)(-2-) 

r+l 2e-r+I r+I 
if -2- ~ j < 2 ,m = -2-, 

r+l. 2e-r+I 
if m = -

2
-,J = 

2 

Proof. Suppose 7;_. is a set of the positions of chain c, Since the nested chain abacus is 

horizontal rectangle-path structure and based on Definition 2.5.12, then 

Based on Lemma 2.5.16(2) then 

and 

ac(e-c+l) = a c; I) (2e-;+ 1) 

where c = r; 
1 

. Since amJ is a bead position in the path chain and the bead movement 

is anticlockwise, then bead positions 

will skip one position rightwards and 

am}--+ Gm(j+l), Gee--+ Gc(e-c+l) 

r+1 2e-r+I 
where -

2
- ~ j < 

2 
and m = c. D 

In the following theorem we will determine the number of possible transformations in 
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the horizontal-path chain. 

Theorem 3.3.12. Let amj be an element in the horizontal-path chain in the nested chain 

abacus 'J1 with e columns, r rows and c chains represented by matrix A,xe• 111e11. the 

total number of movement of each position in the path-chain is 

e r+ I. 

Proof Let amj be a position in the ho1izontal-path for nested chain abacus with e 

columns, r rows and c chains. From Definition 2.5.12 and Lemma 3.2.5, am} can be 

moved rightwards and leftwards depending on m. Therefore 

Then 

e+I 2e-r+l . . 
where -···z ,,; m ,,; 

2 
and J = c. Thus a,,,1 will be move 

2e- r+ l 
2 

steps to return to its original location. 

r+l 
2 

+l=e-r+l 

Next, we develop transformation Cir' where the beads will skip x positions. 
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Theorem 3.3.13. Let a,,,j he an element in matrix Arxr which represents the bead 

and empty bead positions in the horizontal-rectangle path chain with e columns and r 

rows. Then, the chain transformation C/,X is: 

r+I . 2e-r+I r+I 
if ,;::. 2 "J < 2 ,m 2 ' 

tlmj--+ 

a c-~-2e+~·+ 2m-2) c; I) 
r+I. 2e-r+I 

if m=-2-,J= 2 

where I :,:; x ,,; e - r + I. 

Proof It follows immediately from Theorem 3.3.10 and Lemma 3.3.11 □ 

3.3.3 Transformation in Singleton Chain 

Now we construct a transformation in singleton chain. 

Lemma 3.3.14. Let amj be an element in matrix Arxe which represents the bead 

positions and empty bead positions in the singleton nested chain abacus ()1 with r rows, 

e columns and c chains such that the bead position amj is located in singleton-chain. 

_ , r+1 r+l 
Then, transjormatron Ch: amj --t amj where m = - 2 -,n = -

2
-

Proof Based on Definition 2.5.18, the singleton chain consists of one position located 

. e+I e+I 
m column -

2
- and row -

2
- then a,,,J --t OmJ• □ 

Figure 3.11 illustrates the rectangle chain transformation and singleton chain 

transformation. 
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3 

' 
'• 

b 

□ C 
a 

Figure 3.11. (a) Nested chain abacus with one rectangle chain and one singleton 
chain, (b) Rectangle chain transfonnation applied to the outer rectangle chain and (c) 
Singleton chain transformation applied as the singleton chain 

1n the next section, a new algorithm called nested chain abacus transformation is 

constructed. 

3.4 Nested Chain Abacus Transformation Algorithm 

This is followed by the development of three different types of nested chain 

abacus transformation which are single nested chain abacus transformation with e = 2 

(SNC2-Transformation), stratum nested chain abacus transformation withe > 2 (SNC­

Transformation) and multiple chain transformation (MNC-Transformation). 

3.4.1 SNC2-Transformation 

A transformation of a nested chain abacus with a chain is called SNC2-Transformation 

construction. We use n = 7 to explain the algorithm for SNC2-Transformation 

Step 1: Convert the nested chain abacus with n connected beads and one chain into 

A,-x2-

Consider Figure 3.12(a) for a nested chain abacus with one chain and 7-beads 
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represented by connected partition µ (2,5) = (35, 2, I). The nested chain abacus is then 

converted in to Asx2 as shown in Figure 3.12(b). 

" 7 ·, 
1 : au a 12 ,' 

:>··< 
\ 1 

3 a21 a22 

:::--, ~~ 

' 5 a31 a32 

,, 

6 
,---

r 
7 

a 41 a42 

~, 
r' ' as1 as2 I 

8 9 

a ~ b 

Figure 3.12. Nested chain abacus converted into matrix 

Step 2: Select a1111 as an initial point where a,,,1 is an element in the r x e matrix. 

Consider Figure 3.12(b) in which a41 is selected as an initial point. 

Step 3: Generate different of nested chain abacus 91 with one chain by employing Chx 

with 2 columns (see Corollary 3.3.6), based on Theorem 3.3.3 withe = 2, I ~ x ~ 2r. 

Consider Figure 3.12(b) of7 connected beads where we employ the transformation in 

rectangle chain Chx, where x = 9. Based on Corollary 3.3.6, Table 3.2 show the new 

location of beads. For example a41 move by Ch to a51, by Cli2 to a52, by Ch3 to a42, 

by Ch4 to a32, by Ch5 to a22, by Ch6 to a12, by Ch7 to a, 1, by Ch8 to a21 and by Ch9 to 

a31 , similar for the rest. 
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Table 3.2 

New location of the positions in t.he nested chain abacus by SNC2-Transformation 

amj --+ Ch CJ/· Ch3 Ch4 Ch3 Ch0 Ch7 Ch8 Ch9 

a41 --+ a51 a52 a42 a32 a22 aI2 aII a2I a3I 

a5I --+ a52 a42 a32 a22 al 2 all a21 a31 a41 
a12 --+ a,, a21 a3I Q41 a51 a52 a42 a32 a22 

a22 --+ a12 a I I a2I a31 a41 a5I as2 a42 a32 
a 32 ---+ a22 a12 a1I a2I a31 a41 as1 as2 a42 
a42 ---+ a32 a22 aJ2 a11 a21 Cl3J a41 a5I as2 
a52 ---+ a42 a32 a22 a 12 all a21 a31 a31 a5 I 

Figure below illustrates the result of the SNC2-Transformation algorithm. 

/ 
0 

,-..... ·-~=:~ / ·--....., 
:" \ / 3 

.-·- •-. / ----
_. \ 3 

':::,- ·::_ .. / '-
( ·:: 5 

~< /'------
6 7 I 

.:=-·~· .. ,. /' ...... 
y 5 ' 

>--<' / ......_ 
( \ 7 
\ / 

>·< ,,-- ' 
8 ' 9 

a b 

Figure 3.13. Nested chain abacus with one chain in (a) and the result of applying Ch 1 

in (b) 

3.4.2 SNC-Transformation 

A transformation of a nested chain abacus with c chains is called SNC-Transformation 

construction. In SNC-Transformation, we employ the chain transformation in only one 

chain. We use n = 19 to explain the algorithm for SNC-Transformation employed in 

chain 2. 

Step 1: Convert the nested chain abacus into Arxe• 
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Consider Figure 3. I 4( a) for a nested chain abacus with two chains and I 9 beads 

represented by connected partition µ(5,4) = (1 13,06). The nested chain abacus is 

converted intoA4 xs as shown in Figure 3.14(b). 

/ " \ ll11 a12 a13 a14 a1s 

" 

~ · 

/ 
llz1 llzz a23 llz4 a2s I 

;' 
, r, 

ll31 a32 a33 ll34 a3s 

'.r , ' ( ' , a41 ll4z a43 a44 a45 
I 

"-J 
a b 

Figure 3.14. Nested chain abacus in (a) and convert into matrix in (b) 

Step 2: Select the chain i and then am) as an initial point where i :S;; j :S;; e - i + l and 

i:::;;m:S;;r-i + J. 

Consider Figure 3.14(b) where i = 2 and a32 are selected as number of chain and an 

initial point respectively. 

Step 3: Generate different of nested chain abacus 91 with c chain by employing 

• Theorem 3.3.5 to find the transformation Chx in chain i if chain i is rectangle 

chain, based on Theorem 3.3.3, 1 :S;; x :S;; 2e + 2r - 8i + 3 or, 

• Theorem 3.3.10 to find the transformation Chx in chain c if chain c is vertical­

path chain, based on Theorem 3.3.9, 1 :S;; x :S;; r - e+ 1 or, 

• Theorem 3.3.13 to find the transformation Chx in chain c if chain c is horizontal­

path chain, based on Theorem 3.3.12, 1 :::;;: x:::;; e - r + 1 or, 

• Lemma 3.3.14 to find the transformation Chx in chain c if chain c is singleton 

chain. 
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Consider Figure 3. l 4(b) of 19 connected beads in which we employ transformation 

in rectangle chain Chx where x = 5. Table 3.3 show the original and new location of 

beads. 

Table 3.3 

New location of the positions in the nested chain abacus by SNC-Transformation 

amj ----+ Ch Ch2 Ch3 Ch4 Ch) 

a32 ----+ a~~ .,., a34 a24 a23 a22 
a33 ----+ a34 a24 a23 a22 a32 

034 ----+ a24 a 23 a22 a32 a33 
a 24 ----+ a23 a22 a32 a33 Q34 

a23 ----+ a22 a32 a33 a34 a24 

Make SNC-Transformation Ch3 in chain 2 as illustrated in Figure 3.15. 

a b 

Figure 3.15. (a) Nested chain abacus of µ,(5,4) (b) Nested chain abacus of µ,+3(5,4) 

3.4.3 MNC-Transformation 

A transformation of a nested chain abacus with c chains ca11ed MNC-Transformation 

construction. In MNC-Transformation we employ transformation in all chains. We 

use n = 10 to explain the algorithm for MNC-Transformation for chain I, chain 2 and 
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chain 3. 

Step 1: Converted the nested chain abacus into A,xe• 

Consider Figure 3.16 (a) for a nested chain abacus with two chains and IO beads 

represented by connected partition µ(3,4
) = (2,1 5,04

). The nested chain abacus is 

then converted into A4x3 as shown in Figure 3.16 (b ). 

~ ' 
au a12 a13 

B 
llz1 a22 a23 

a31 a32 a33 
. 

a41 a42 a43 

... -·· ·--.... l as1 as2 a53 

a \..._j 
b 

Figure 3.16. Nested chain abacus converted into matrix 

Step 2: Select c element in c chains as an initial point where: 

Consider Figure 3. l 6(b) in which 2 initial points a11 and a32 are selected, where a 11 

and a32 are elements in the 4 x 3 matrix. 

Step 3: Generate different of nested chain abacus 5J1 with c chain by employing 

• Theorem 3.3.5 to find the transformation Chx in all chains if 1)1 is rectangular 

nested chain abacus, based on Theorem 3.3.3, 1 :s;; x :s;; 2e + 2r- Si+ 3 or, 

• Theorem 3.3.5 to find the transformation Chx in chain i where 1 :s;; i < c, based on 

Theorem 3.3.3 1 :s;; x:::;; 2e + 2r- Si+ 3. In addition, employ Theorem 3.3.10 to 

find the transformation Ch' in chain c, based on Theorem 3.3.9 I :s;; x :s;; r - e + I, 

if 1)1 is vertical rectangle-path nested chain abacus or, 

• Theorem 3.3.5 to find the transfomrntion Chx in chain i where I :s;; i < c, based 

on Theorem 3.3.3 I :s;; x :s;; 2e + 2r - 8i + 3. Jn addition, employ Theorem 3.3.13 

to find the transformation Chx in chain c, based on Theorem 3.3.12 
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1 :::;; x:::;; e - r + I, if SJ1 is horizontal-path rectangle nested chain abacus or, 

• TI1eorem 3.3.5 to find the transformation Chx in chain i where I :::;; i < c, based 

on Theorem 3.3.3 1 :::;; x:::;; 2e + 2r - 8i + 3. In addition, employ Theorem 3.3. 14 

to find the transformation Chx in chain c if S)1 is singleton nested chain abacus. 

Consider Figure 3.16(b) of 10 connected beads where we employ transformation Ch9 

chain I and transformation Ch1 in chain 2, as described in Theorem 3.3.5 and Theorem 

3.3.10 respectively. Table 3.4 and Table 3.5 show the the original and new location of 

beads is as shown in . 

Table 3.4 

New location of the positions in the nested chain abacus by MNC-Transformation 

amj ----+ Ch c,i'· Ch3 Ch4 Ch5 Ch0 Ch7 Ch8 Ch9 

a11 ----+ a,, a21 a21 a31 a31 a41 a41 a42 a42 

a21 ----+ a21 a 3 1 a31 a41 041 042 042 a43 043 

a31 ----+ a31 a41 04] a42 a42 043 a43 a33 a33 
041 ----+ a41 a42 042 043 043 a33 a33 a23 a23 

a43 ----+ a43 a33 a33 a23 a23 a13 a13 a12 a12 
a33 ----+ a33 a22 a23 a13 a13 a12 a 12 an OJJ 

o23 ----+ a23 a13 013 a,2 a,2 011 a1 I a21 a21 

a13 ----+ a13 a12 a12 a11 a11 021 021 a31 a31 
a12 ----+ a12 Cl I 1 CllJ a.21 a21 a.31 a.31 041 a41 

032 ----+ a22 a32 a22 032 022 032 a22 032 a22 

Table 3.5 

New location of the positions in the nested chain abacus by MNC-Transformotion 

Chm Chi I Ch12 Chl3 Chl4 Chl:S Chlo Chl7 Ch18 Chl9 

043 043 a33 a33 a23 a23 0 13 a13 012 o12 

033 033 023 023 0 I 3 a13 a12 a12 o J J 0 J I 

a23 a23 a13 a13 a12 a12 a1 I a11 a21 021 
a13 01 3 012 012 OJJ OJJ 021 a21 a33 a23 
011 a11 a21 a21 a31 a31 a41 a41 a42 a42 

a21 a21 031 a31 a41 a41 a42 a42 a43 a43 

a31 a31 a.41 a41 a42 a42 a43 043 033 033 

a41 Cl4[ a42 042 043 Q43 033 a33 a23 a23 
a42 a42 a43 a43 a33 a33 a23 a23 a 13 a13 
a32 a22 a32 a22 a32 a22 a32 a.22 a32 a22 
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Make MNC-Transformation Ch9 in nested chain abacus with JO-beads as illustrated in 

Figw·e 3.17. 

/ 

, '\ 
' 

. 

□I. 
"□f-=\ 

"' ( ' ··-.,( . \ B
~ 

,----.. / ----. 
; ( ' 

\ : · . .,· ·~ .,' 

a b 

Figure 3.17. (a) Nested chain abacus and (b) Nested chain abacus after employ Ch9 

3.5 Conclusion 

This chapter presented and formulated three types of transformations based on these 

transformations, algorithms for SNC2-Transformation, SNC-Transformation and MNC­

Transformation are developed as presented in Figure 3.18. 

Transformation in 

Rectangle Chain 

SNC2-
Transformation 

Transfom1ation in 
Chain 

Transformation in Path 
Chain 

SNC­

Transformation 

MNC­

Transformation 

Figure 3, J 8, Transfonnations in nested chain abacus 

Transformation in 
Singleton Chain 

These transformations are needed to fonnulate a family of classes for the nested chain 

abacus that will be developed in chapter 4. 
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CHAPTER FOUR 

CLASSES OF NESTED CHAIN ABACUS WITH RESPECT TO 

CHAINS 

4.1 Introduction 

In this chapter we employ a sets of transformations to construct classes of nested chain 

abacus. In addition, a new method is presented to obtain the generating functions by 

building the nes1ed chain abacus from the lower order with respect to chains, where 

order is simply the number of chains. 

This chapter begins with the introduction. The necessary definitions for classes in 

nested chain abacus are defined in Section 4.2. Then in Section 4.3, classes of nested 

chain abacus based on SNC2-Transformation is developed. Mean while in Section 

4.4, classes of nested chain abacus based on SNC-Transformation are presented. In 

addition in Section 4.5, classes of nested chain abacus based on MNC-Transformation 

are presented. Finally, a new method to calculate generating functions is developed. 

4.2 Definitions for classes in nested chain abacus 

We provide some basic definitions that are needed for the rest of the chapter. 

Definition 4.2.1. ( Martfnez & Molinero, 200 J) A class is a countable family of 

mathematical objects with respect to some characterizations such as geometrical 

constraints or combinatorial properties. 

Definition 4.2.2. (Goulden & Jackson, 2004) Let (a,,) be a sequence of numbers where 

n = 0,1,2, .... The ordinary form of the generating function to (a 11 ) is [.(a,, )x". 

" 
Definition 4.2.3. (Apostol, 2013) A poim lattice is a regularly spaced array ofpoims, 

in which often the array is called a grid. 

103 



Remark 4.2.4. Since the plan lattice points are the vertices of unit squares, then nested 

I I 

chain abacus 1)1 is inscribed in the grid with e columns and r rows such that each 

position in the nested chain abacus is a point lattice. 

Figure 4.1 lllustrates the lattice nested chain abacus in the grid. 

r - 7 

---> 

a b 

Figure 4.1. (a) Nested chain abacus for IS-connected beads and (b) The nested chain 
abacus for IS-connected beads embedded in square lattice 

Now, we define two cases of nested chain abacus with four definitions based on the 

beads and empty beads locations with respect to chains. 

Case one: Nested chain abacus with c - 1 full chains. 

Definition 4.2.5. '.D.singl is a nested chain abacus with one chain which has at most a 

sequence of connected beads, that is, there exists {a1, a2, ... ,ak : lak, - ak, + i I E {l , e}} 

where ak, is a positive integer corresponding to connected bead positions and 

1 ~ k
1 

< k for I ~ k ~ 2r. 

Based on Remark 4.2.4 Figure 4.2 (a) is '.D.stngl nested chain abacus representing 

connected partition is µ (2,5) = (24, 1, 03) while Figure 4.2 (b) is a case where the 

connected paitition µ (2,5) = (24, I 3, 0) nested chain abacus not '.D5 ;,,9r. 
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0 0 ---··1 
2 ' ;2 3 

4 -----1 4 

6 7 6 7 

8 9 8 9 

a b 

Figure 4.2. (a) A flsingl nested chain abacus and (b) nested chain abacus but not fl.sing! 

Definition 4.2.6. flouter is a vertical (respectively, vertical-path) rectangle nested chain 

abacus with c chains, c > I and all inner chains are full chains and empty bead posi-

I 

tions b is in the outer chain for the following: 

(i) '.Doutcr is '.Doutcr- 1 if the outer chain has gp sets of connected bead positions. 

I . I 

(ii) floutct is floutcr- 2 if I ~ b < e and the empty bead positions b are 

consecutive positions. 

(iii) '.Doutrr is floutec-3 if e ~ b
1 

< e + r - 3 and the empty bead positions b
1 

are 

consecutive positions. 

I 

Definition 4.2.7. floutrt is a horizontal (respectively, horizontal path) rectangle nested 

chain abacus with c chains, c > l and all inner chains are full chains and empty bead 

positions b
1 

located in the outer chain for the following; 

(i) fl~utn is fl~utcr- i if the outer chain has gp sets of connected bead positions. 
f J I I 

(ii) '.Doutcr is f\utn- 2. if 1 ~ b < r and empty bead positions b are consecutive 

posilions. 

(iii) fl~utn is fl~utcr- 3 if r ~ b
1 

< r + e - 3 and the empty bead positions b
1 

are 

consecutive positions. 
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The number of elements in set gp is denoted by #gp such that #gp > 1 where 

p 

for 1 :::;: [. #g p :::;: 2r + 2e - 4 and I :::;: k :::;: 2e + 2r - 4 
p'= 1 

Figure 4.3(a), (b) and (c) illustrate '.Doulcr-i , '.Doutrr-2. and '.Doufrr-3 while (d) is not 

,-- .---r--r--
0 I I 4 5 

I I 
I I 

,-- --r--r-- ,--,--
0 I I 4 5 

I I 
I I 

r--r--r--r--r-- ,--

I I I I I 5 
I I I I I 
I I I ' ' r--

r--r--r--r·-crJ-- 1 : : : 2 : : 5 
I I I I I 

111 6 7 8 9 10 11 6 7 8 9 10 11 7 8 9 10 11 I 
I 

6 7 8 9 10 

' 
I 13 14 15 16 17 
I 
I r--

19 20 21 22 23 I 

' I 

14 13 14 15 16 17 

20 19 20 21 22 23 

r--
13 14 15 16 17 I 

I 

' 
20 19 20 21 22 23 

12 14 15 16 I 

' ' ,-- -- - -1 
18 20 21 22 I 

I 
I ,-- --

24 25 26 27 28 29 24 25 26 27 28 29 24 25 26 27 28 29 24 26 27 28 I 
I 
I 

a b C d 

Figure 4.3. (a) A '.Doukr-1, (b) f:loufrr- 2., (c) f:loulrr- 3 and (d) not '.Douter 

Definition 4.2.8. Dinner- i is a nested chain abacus with c chains and all chains are a 

I 

full chain except chain i with empty bead positions bi where 1 < i :::;: c. 

Case two: The empty bead positions are located in at least two chains. 

Definition 4.2.9. 

1. f:linmr is a vertical (respectively horizontal) rectangle nested chain abacus which 

satisfies the following conditions: 

I 

(i) bi, 1 + I ~ bi if l ~ b;+i < e - 2i 

(respectively, I ~ bi+ 1 < r - 2i) 

I 

(ii) bi+ l +3 ~ bi if e - 2i ~ b;+1 < r + e - 6i 

(respectively, r - 2i ~ b;+1 < r+e-6i) 

I 

(iii) b;+1+5~b;ifr+ e - 6i:s;:bi+I <2e+ r - 8i 

(respectively, r + e - 6i ~ b;, 1 < 2r+ e - 2i) 
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(respectively, b;+ 1 ? 2r+ e Si) 

' such that b; and b; are bead and empty bead positions, respectively, in chain i 

where 1 ,;;; i ,;;; c. 

2. n;nnrr is a vertical (respectivelv, horizontal)-path rectangle nested chain abacus 

with c chains and satisfies the.following conditions: 

, 
(i) b;-1 + 1? b; !fl :c;;b,+1 < e-2i 

( respectively, (r - 2i)) 
, 

(ii) b;+1+3?b;ife-2i 

(re;pectively (r 2i)) ,;;; b;+1 < r + e 6i 

' (iii) b;+1+5:;?,b1 ifr+e-6i,;;;_b;+1 <2e+r-8i 

(respectively, (2r + e - 2i)) 
, 

(iv) b;-1 + 7:;;, b; ifb141;?: 2e+r-8i 

(respectively, (2r+ e-8i)) 

(v) Satisfy one ofthefollowing conditions: 

. e+ I . 
• Cham 2 - 1s full columns 

, 
• b,., ,;;;4 

T 

' such that b; and b; are bead and empty bead positions, respectively, in chain i 

where l ,,; i ,S: c. 

Based on Definitions 4.2.5, 4.2.6, 4.2.8 and 4.2.9 and SNC2-Transfonnation, SNC­

Transformation and MNC-Transformation respectively, we will now define the classes 

of nested chain abacus. 

Note that, all formulas formulated in the remaining of this chapter have been verified 

with computer programs according to Appendix E. 
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4.3 Single Transformation Class 

A new class of nested chain abacus with a chain is generated by employing SNC2-

Transformation in flsingl· 

Note, fl 5;001 withe columns and r rows are denoted by fli~~1t· 

The next lemma provides the method of generating fl~~~~1 in fixed 11 (number of beads). 

In addition, the fl lt~~1 elements are enumerated. 

/ , 
Lemma 4.3.1. Let b be the number of empty bead positions. For fixed b ,the number 

offl~:~~1 generated by employing SNC2-Transfonnation is 2r. 

Proof Let ilmj be an initial position in fl;~,;~1• Based on Lemma 3.2.5, amj can be 

moved downwards, upwards, rightwards or leftwards depending on 111 and j where 

1 ( m (rand I ( j ( 2. Based on Definition 2.5.3 and Lemma 3.2.5, if j = I then 

the initial position will be moved downwards along the column 1 until location ar1 

after skipping r - m locations. Then, the position of location ar1 will move from left 

to the right from ar1 to a,2 after skipping one location. Afterwards, the initial position 

will move up and skip r - 1 locations to arrive at location a 12 . Furthermore, the initial 

position will move from right to left and skip one location. Finally, a11 will skip m 1 

locations downwards to return back. Thus, the initial position amj will skip 

r - m + l + r ··· 1 + m - 1 = 2r 

locations to move and return to its original place. The same applies if the initial 

position is am2· Since each move generates a new nested chain abacus, then the class 

of fl,; 001 generated by SNC2-Transformation consists of 2r elements. 

Example 4.3.2 illustrates Lemma 4.3.1. 
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Example 4.3.2. Let µ(4,5) = (24, 1,03) be a connected partition where b
1 

= 2. Based 

on Lemma 4.3.1, 1he number of'.D.5ing! with 8 beads is JO as shown in Figure 4.4. 

r 
I 

0 

2 

4 

6 

8 

0 

2 

4 

-
6 

8 

1 

I 
I 
I 

----1 

7 

'9 

1 

3 

I ·­' 

I 
I -I 

----1 
I 
I 
I 

9 

() 

,....._ 
2 

4 

6 

8 

0 

2 

4 

6 

8 

----, 
I . 
I 

----1 
I 
I 
I 

5 

7 

9 

1 

3 

5 -
I 
I 
I 

----1 
I 
I 
I ----• 

2 3 

4 5 

'6 7 

8 9 

1, ... 2(2.51=(0' ) 

0 1 

2 3 

4 5 

6 7 

I 
I 

I I I 
L-----L----1 

1, +; i2.5J:.( o•) 

Figure 4.4. Nested chain abacus of class '.DEingl 

r----
1 0 l I 

I 
I 

!-----
3 3 I I 

' I 
I I 

4 5 
f-----

5 I - _ , 
I 

6 7 6 7 

8 9 8 9 

, , +3[2,5)=(2', 11 l ,,+4\Z,S)=(2', 1, o') 

0 1 0 1 

2 3 2 3 

- 4 5 I 5 
I 
I 

' 7 
1-----

7 I 
I I 

• I 

1-----
9 I 8 9 

I 
I 
L----

Figure 4.4 illustrates the generation of '.D_.ing! nested chain abacus class by employing 

SNC2-Transfonnation where µ <2 ,5) = (24, 1, 03) and then 

109 



Ch(µ(25i) =µ, I (2,5) =(26,I,O), 

Ch(µ+l(2,5)) =µ' 2(2,5) = (08), 

Chi (µ-2(2,5)) "'µ; 3(2,5) = (2\I), 

Chi(µ -'-3(2,5)) = µ+4(2,5) = (25, 1,02), 

Chi(µ +4(2,5)) = µ ,,5(2,5) = (23 , l,04
), 

Chi (µ+5(2,5)) = µ+6(2,5) = (2, 1,06), 

Chi (µ+6(2,5)) = µ+7(2,5) = (08), 

Chi(µ" 7(2,5)) = µ" 8(2,5) = (l,07
), 

Chi (µ+8(2,5)) = µ+9(2,5) = (22 , l,05 ). 

Theorem 4.3.3 is a generalization of Lemma 4.3.1. 

Theorem 4.3.3. The number (!f '.D;'.~11 generated by employing SNC2-Transfonnarion 

is 

_L(r-1)2r+ 1. 
r~2 

Proof Since 'l1 is '.l),inol then there is b consecutive bead positions and the number of 

beads in :Dit~1r are {r+ 1,r+2, ... ,2r}. Thus, there are 

2r-(r+I) 

of'.l)~:~1r nested chain abacus. Based on Lemma 4.3.1, for a fixed number of band r, 

th . 2 f ,,..,(Z.r) Th th . ere exist r o ,,_, siugl' us, ere exist 

(r-J)2r 

I JO 



of :o;:~ii with fixed r. In addition, there is a :0;7,;;; with full chain. Hence, there exist 

(r I )2r + I 

(n) be f '7\1,.r) of :D ,i~ol with fixed r where I ,;; b ,;; 11. Since r 2. 3, 4, ... then, the num r o .v ~ingl 

generated by employing SNC2-Transformation is 

[(r- 1)2r+ I. 
r?::2 

Next, we will find the generating function of :D ~;~11 class. 

Theorem 4.3.4. For e 2, The generating function for the numbers :D~t~~l has the 

following rational form: 

2x2(Y+l)y -2 (x2y} -'-x2_I __ J 
( I y )3 (y - I )2 . I -y . 

Proof Based on Theorem 4.3.3, fore= 2 the number of nested chain abacus in class 

n;f~11 generated by employing SNC2-Transformation is 

(r- 1)2r+ I. 

Based on the ordinary form of the generating function 

E ae,rXeyr 
e=2.r~O 

= L ((r-1}2r-'-l)x2y' 
t'=2.r~2 
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4.4 Stratum Transformation Class 

Stratum transformation class is class of nested chain abacus generated by employing 
, 

a SNC-Transformation in '.D0utm '.Dou\cr and '.Dinncr-i· The '.Doulcr and '.Dinncr nested 

h . b . h I d · · d, db ,,..,(,,,) ,,,,'(,,,) d ,,,,(,,r) c am a acus wit e co umns an , rows are enote y ,.l,.)outcr' ,.1.,/outn an Ni.nnct-t· 

Case one: Nested chain abacus is '.D~~;;,_ 2 and b' < e. 

I 4 4 1 '' h ,r ,,.,(c,r) ( · l ,.,._'(c.r) · d h ,emma ... Tne num er oJ "-'outcr-i respective y, :J..•oul<,- 2 ) generate y 

employing SNC-Transformation is 

oo r-1 oo e-1 

[ [(2e+2r-4)(e- l)(respec1ively, [ [(2e+2r-4)(r- 1)). 
r=le=l e=1r=1 

P ,r s· h d h . b . ,.,..,(,.,) ( . I ,,.,'(,.rJ ) h h . rooJ. meet eneste c ama acus1s:i.., 0 .;1"_1 respecllvey,,,_,0 uirr-i •tent emner 
, 

chains are full. For fixed h, based on SNC-Transforrnation and Corollary 3.3.4 where 

. I h d'ff' h f ,,...(,,,) ( . · I ,,.,.'(,,,) ) h b b . db 1 = I e I erent s apes o "-'out«· .. 2 respective y, ,.v0u1,,_ 2 t at can e o tame y 

employing rectangle chain transformation on outer chain is 

2e+2r 4. 

Since the empty bead positions are consecutive and 

, , 
I ,,; h < e(respectively, I ,,; h < r), 

then there exist 

e-1 

f "'(,.r) Th th . t o ,.1..}o~tu--z· us, ere ex.ts 

(e - I) (2e + 2r- 4) ni:;;,_ 2 (respecrively, (r - 1 )(2e + 2r - 4) '.D~<i;;;_,) . 
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Since e <rand r > 1, then, 

oo r- I oo e-1 

L I:(2e +2r-4)(e - l)(respectively, [. [.(2e+2r-4)(r- 1)). 
r= I e= I e= I r=1 

Example 4.4.2. Let µ ( 4 ,3) = (316, 0) be a connected partition of '.D i~i~-z with 3 empty 

□ 
bead positions. Based on Lemma 4.4.1 the number of nested chain abacus 

generated by employing SNC-Tran:,formation on '.D~~;:r-z of 17-connected bead 

positions is represented by µ (4)) = (3 16 , O). 

0 3 2 3 l 2 3 0 l 2 3 

4 5 6 7 4 5 6 7 5 6 7 5 6 7 5 6 7 

8 9 10 11 8 9 10 11 8 9 10 11 9 10 Jl 9 JO 11 

12 13 14 15 12 13 14 l 5 l 2 13 14 15 12 13 14 15 13 14 l 5 

16 17 18 19 16 17 18 19 16 17 18 19 16 17 18 19 16 17 18 19 

0 I 2 3 0 l 2 3 0 I 2 3 0 I 2 3 0 l 2 3 

4 5 6 7 4 5 6 7 4 5 6 7 4 5 6 7 4 5 6 7 

8 9 10 JI 8 9 10 II 8 9 10 11 8 9 10 11 9 JO 11 

12 13 14 12 13 14 15 12 13 14 15 13 14 15 13 14 15 

16 17 16 19 18 1.9 17 18 19 

0 l 2 3 0 I 2 3 0 I 2 0 I ! 
' 

4 5 6 7 4 5 6 4 5 6 4 5 6 

8 9 10 8 9 10 8 9 10 8 9 10 11 

12 13 14 12 13 14 12 13 14 15 12 13 14 IS 

16 17 18 16 17 18 19 16 17 18 19 16 17 18 19 

Figure 4.5. Fourteen of '.D~1.'t~:_
2 

for 17-connected beads where b
1 

= 3 

Based on SNC-Transformation, the following lemma provides the way to generate 

"'(c,r) ( "''(e.r) ) 
"-' outer- 3 ,,u outer-3 class. J dd. . h "' (e,r} ( "'

1
(c.r) ) I n a 1t10n, t e ,,u outn- 3 ,,u ottier- 3 e ements are 

enumerated. Case two: If nested chain abacus is '.D~:;I;r_
3 

and b
1 

= e = r. 
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, , 
Lemma 4.4.3. Let b be the number of empty bead positions. For fixed b = e = r, 

the number of nested chain abacus generated by employing SNC-Transformation in 

,,-.(c.r) . 
,.voutcr-3 rs: 

('
.) r. .,,.,(c.r-i) 

iWO OJ ,.uoutct-2 

('
·,·) 7: .,,.,(,-Lt) 

iWO OJ ,.uoutct-2 

("') 4 8 .,,.,(,.,) 
Ill e - OJ ,.v outer- 3 

, 
with b empty bead positions where e ;,, 2 and r ;,, 2. 

Proof Let S be a set of empty bead positions in '..Doutcr- 3, then, 
, 

S= {a1111: k ,( m ,( k+b - I,j E {I,e} }, or 
, , , 

S = { a,,,J : k ,( j ,( k + b - I, 111 E {I, r}}, or 

S = { am} : r - k1 ,( m ,( r,j = I} U { am_; : I ,( j ,( kz,111 = r }, or 

S ={am;: e -k1 ( j ( e,m = r} U {amj: r-k2 ( m ( r,} = e }, or 

S={a1111:e-k, ,(j,(e,111= l}U{a1111: I ,(111,(kz,j=e},or 

S = {a,,,; : I ,( j ,( k1, 111 = I} U {a,,,; : I ,( 111 ,( k2, j = I}. . . 

Since class '..D~~;;,_
3 

is generated by employing SNC-Transformation and b' = e = r 

then :3{x1 ,xz} such that 

ChT'(S) = {a1111: I,( j ,( e, m = I} and Chx2 (S) = {a,,,j: I,( 1 ,( e, m = r} where 
, 

I ,( x 1 ,( 2r + 2e - 5 and I ,( x2 ,( 2r + 2e - 5 for I ,( k ,( e - b + I, 

I ,( k' ,( e - b' + I and k1 + k2 = b'. Then, there are two '..D~:;;,~~2 • In addition, :3{ X3, X4} 

such that Chx3 ( S) = { a,,,1 : I ,( m ,( r, j = I } and CirT' ( S) = { a,,,,, : I ,( m ,( r, n = e} 

(c-i r) 
where I ,( x3 ,( 2r + 2e - 5 and I ,( x4 ,( 2r + 2e - 5. Then, there are two '..D outer'-,. 

Based on Corollary 3.3.4, the maximal number of nested chain abacus generated by 

SNC-Transformation is 

2e+2r-5 

in addition the original one; therefore, the number of nested chain abacus in '..D~'.;;/,_
3 
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is 

2e+2r-4 

h th f th ,..J,.r-i) ( ,,..,'l,,r-i)) · hf II h · I h sue at two o em are .,_, ~,;trr-2 .,_, o'ulrr-;_ wit u c ams an< a not er two are 

,,.,(,· u\ "''(,-u)) H h f d h . . "' . h "-'outct·_-
2 

( -'-'outrr-z . ence, t e number o neste c am abacus m :.l'ou!cr-J wit e 

colunms and r rows is 

2e+2r-8. 

Since e r, then, the number of nested chain abacus in :Douin-, withe columns and r 

rows is 

4e .... 8. 

Consider Lemma 4.4.3 where the number of :o~:~,-
3 

represents the connected 

partition µ(3.3) (35 , 2). There are four :D~t'f.!_3 and two :n~:,!~-z as well as two 

,,.,(,.,) h . p· 4 6 
"-'out«-z ass own m igure .. 
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3 
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i 
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4 5 

7 8 

b C 

Figure 4.6. Eight nested chain abacus. (a) four ::oitlr~-3' (b) two ::oi~·,!~-z and (c) two 
(3,2) 

:D~utn-2 

In the next theorem we will found a generating function of ::0~~:;,_3 class 

, 
Theorem 4.4.4. Let b be the number of empty bead positions. The generating function 

for the number of::Oi'.;:;,_3 has the following ordinary form: 

4 

(1 x)3 

, 
where b = r = e. 

l 16 



Proof Based on Lemma 4.4.3, the number of nested chain abacus in l) ~~;f,_
3 

is 4e ···· 8. 

Since e > 2, then, 4, 8, 12, ... 4{ I, 2, 3, ... }. The ordinary generating function for the 

infinite sequence {I, 2, 3, ... } is the power series: I+ 3x2 + 5x3 + ... where { L 3, 5, ... } 

whose term n is the binomial coefficient 4 ( n + 
2

) • Since 
\ 2 

Then, the ordinary generating function is 

i=, 4(n+2)x'- 4 f::t 2 -(J-x)3 □ 

Case three: If nested chain abacus is l)i~;;,_
3 

and e,:; b' ,:; e + r- 3. 

' Lemma 4.4.S. For fixed e ,::; b ,::; e + r · 3, the number of nested chain abacus 

generated by employing SNC-Traniformation in l)~~;;,_ 3 is 

(i) 2(b -e+ I) l)~~;,~::_l
3 

ifb < r 

(1·1·) 2(b' l) ,n(,,r i) d2(b' I) ,n(,-i,,) ifb' e+ :.l.Jou!n-3an -r+ :.t:outn-3' >r 

(iii) (2e+2r-4)-2(b' -e+ 1)-2(b -r+ I) l)~:~,~~
3 

' where b be the number of empty bead positions. 

Proof 

(i) Suppose that Sis set of empty bead positions. Since b' < r then 3{x1 ,x2} such 

that 
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Ch''(S) = {a11,a12,•••,a1e,a2,, ... ,a(b'·e+l)e}, 

C ,..x, .,. I (.5.) { } 
fl ~ = a21:a11,a12,, .. 1ale,G2e,• .. ,a(l/-e)e 

and 

' ) (,.,-,) 
Thus, there are 2( b e - I '.D ,ut«-3 · 

(ii) Suppose that Sis set of empty bead positions. Since b' < r then :l{x3,x4} such 

that 

and 
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Ch" (S) 

Chx4+J (S) 

Thus, there are 

:;;;:;: {ar(t"-·i/ +r)'ar(c-ll 1 r+l)' ... ian,,a(r-l)e 1 ··•1 a1c}~ 

{ ar(b1 -r+2)' ar(b' -r f-3) l ... , Ore,a(r-l )e, ... , a1,1,il1 (e- l)}~ 

. ' 2(b r+ I) 

of '.D;~7,~·'li. Since e < r then and based on I there are 

(c-i,r) 
off) oukr- 3 · 

, 
2(b -e+ 1) 

(iii) Based on Corollary 3.3.4, there is 

I , 

(2e+2r-4)-2(b-e+l)-2(b-r+I) 

,,...(,,,) ( 2 , , 
of ,.uoulrc-l where 1,:; v,:; r+ e-b + lJ. 

D 

, 
Lemma 4.4.6. Let b be the number of empty bead positions. The number of nested 

chain abacus generated by employing SNC-Transformalion in '.D~\:;;(. 3 is 

/i) 2(b' -r+ I) :ni:7,~j
3 

ifb' < e 

('·,·) 2'b' + 1) :n'(,,c-i) d ?(b' + I) :n'(,-1.c) ifb' > i - e outrr-3 an - - r oul<r 3 1 e 

/iii) (2e + 2r-4) - 2(b' - e +I) - 2(b' - r+ I) '.D~:7,:~)3 

where r,:; b',:; e+ r-3. 

Proof See Lemma 4.4.5 D 
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' ' Theorem 4.4.7. Let b be the number of empty bead positions and e ,::; b < e + r- 3. 

The number of nested chain abacus generated by employing SNC-Transformation in 

,,..,(,.,) . 
,l,,.Joulct-3 lS 

' b -e+l 

(i) 2 Y' d ::D(c.r-i) 
I...,, outer 
d~I 
' b -r+I 

( ··; 2 y, d' ,,..,(,-i.,) 
11 I...,, ,J..J outer 

i=l 

(iii) (2e+2r-4)-2 

' ' where b - e = 0 if b ,::; e and e ;,, 2· 

Proof 

(i) We will prove the above theorem by induction. 

' Basic step: When b = 1. then, the number of nested chain abacus generated by 

employing SNC-Transformation in ::D~~;},_
3 

is (2e + 2r -4) . 
' b -e+I 

Induction step: Let k E z+ and suppose 2 L d is true for b' = k. If we add 
d=O 

one empty bead position in outer chain then, 

k-e+l k-e+2 

k-e+2+ L d= L d=I+2+ ... +(k-e+l)+(k-e+2). 
d=I d=O 

(ii) See Proof (i) Theorem 4.4.7. 

(iii) Based on Corollary 3.3.4, there is 2e + 2r- 4 nested chain abacus generated by 

employing SNC-Transformation. Thus, there is 

2e+2r-4-2 

□ 

' The next example is illustrated according to Theorem 4.4.7 if b = 3. 
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Example 4.4.8. Let µ(3
,
4

) = (1,08
) be a connected partition of :'.D~tt~{._3 with 3 

consecutive empty bead positions. Based on Theorem 4.4. 7, the number of nested chain 

b d b l . SNC ,,.,.,_ ,.,. . I . :'.D(3,4l . 8 d a acus generate y emp .oyzng - 1-rnnsJormatwna zn outcr-3 1s an . two 

'7\(3,3) 
-u outcr- 2· 

0 1 2 

3 4 5 

6 7 
' 

~ ____ L__J 

0 1 2 I 
3 4 ' 

' 
6 7 --1 

9 10 ::J 

0 1 

3 4 

6 7 

9 10 11 

0 --1 

3 4 --1 

6 7 8 

9 10 11 

3 4 5 

6 7 8 

9 10 11 

µ(3,4) µ+1(3, 4) µ+2(3, 4) µ+3(3,4) µ+4(3,4) 

r-·-·r··--~ 2 r··--- 1 2 I 0 1 2 0 1 2 0 1 2 

. 4 5 . 
6 7 8 

9 10 11 

' 
4 5 

t-·-- 7 8 

I 9 10 11 
' r:-___ -1_L1---1---1-1--t 

' 
4 s 

r·---- 7 8 

t:::: 10 11 

3 4 5 

7 8 

3 4 s 

6 7 8 

' ' 

µ+5(3,4) µ +6(3, 4) µ+7(3, 4) µ•8(3,4) µ+9(3,4) 

Figure 4.7. Eight :'.D~~,i~-3 and two :'.D~~'i!~-2 

The enumeration of nested chain abacus generated by employing SNC 

Transformation in :'.Doutcr-1. is similar to the enumeration of vested chain 

abacus generated by employing SNC-Transfonnation in :'.Douter-2 and :'.Douter-3 except 

if #g1 = #g2 = ... = #gp and #a1 = #a2 = ... = #ap where gp and ap' are the sets of 

connected bead and empty bead positions in the outer chain, respectively, such that # 

denotes to the number of elements in the set as shown in Example 4.4.9 and Theorem 

4.4.10, respectively. 

Example 4.4.9. Let µ = (3 ,26
) be a connected partition of :'.Doutcr-1. nested chain 

abacus r~f 7-connected beads with t•,vo sets of bead positions {g1 ,g2} where g 1 = 
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{ 1, 2} and 82 = {3, 6, 9}. By using SNC-Transformation, there exists 8 '.D~tt~~-i and 2 

1) (.3 ,3) 
oater-z-

2 I 2 0 I 0 

3 4 5 4 5 4 3 4 

6 7 6 7 8 7 7 8 

9 9 10 11 9 10 II 10 1 I 

µ(3,4) Ch(µ<3,4l) 

0 1 2 I 2 2 

4 4 5 4 5 3 4 5 

7 7 6 7 8 6 7 8 

10 11 9 10 9 11 

0 I 0 

3 4 3 4 5 

7 8 6 7 8 

11 

Ch9(µ<3,4l) 

Figure 4.8. Ten nested chain abacus 

Theorem 4.4.10. Let #g1 and #a
1
, be the number of the bead and empty bead 

positions in the sets g1 and a 1, , respectively: Then, there exists L of '.Doutcr-1 

I 

(respectively~ '.'.Doutcr- iJ, where L = #g1 +#a1, #g1 = #g2 = ... = #gp and#a1 = #a2 = 
I I ... = #ap for I ~ t ~ p and l ~ t ~ p . 

I 

Proof Since the nested chain abacus IJ1 is a '.D oukr-1 (respectively, '.D outer-J, then 

#gi = #g2 = ... = #gp, #ai = #a2 = ... = #ap and #g1 > l where 81 = {df ,df, ... ,d{} 

and 1 ~ z' < z and 1 ~ z ~ p. #g1 + a 1 = #g2 + a2 = ... = #gp + ap = L since 
JI .. 

ChL(amj) = Ch(amJ) o Ch(amJ) o .. · o Ch(amJ) then ChL(dj ) = d:) ~ 1 
and ChL(d~;) = 

"· ,_-,. + I "-
L-time 

fl f I) d:, where I~ p < p. Thus,µ - L = µ + (L+L , so thereexistLof'.'.Doutcr- 1 (respectively, 
~ 

I I 

:Doutn- 1) where 1 ~ L < L. □ 
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Example 4.4. J I illustrates Theorem 4.4.10. 

Example 4.4.11. Let µ(3.4) = (4,26,0) be a conne.cted partition of '.Doutn-i nested 

chain abacus of 7-con.nected beads with two sets of bead positions {gr ,82} where 

81 = {1,2} and 82 = {9, JO} such that a1 = 2 and a2 = 2. Based on Theorem 4.4.10, 

the number of nested chain abacus generated by employing SNC-Transformation in 

'.D outcr-1 is 5 as shown in Figure 4. 9. 

0 i 0 

3 4 5 
6 7 8 

µ (3,4) µ+5 (3,4) 
3 4 5 

6 7 8 

11 ___ ,_,_] 11 

2 2 

3 4 3 

6 7 8 

9 

µ+1(3,4) µ+6(3,4) 
3 4 5 
6 7 8 

9 

1 2 1 2 

4 5 
6 7 

µ+2(3,4) µ+7(3,4) 
4 5 

6 7 

9 10 9 10 

0 1 2 0 1 2 

4 

7 
µ+3(3,4) µ+8(3,4) 

4 

7 

9 1 1 9 10 11 

0 l 0 1 

3 4 3 4 

7 8 µ+4(3,4) µ+9(3,4) 7 8 

10 11 10 11 

Figure 4. 9. Ten '.D
1 

(
3,4) , for 8-connected beads 

outcr-1. 

Previously, the SNC-Transformation was applied in chain l (outer chain). In the next 

theorem, the SNC-Transformation will be employed in chain i where I < i :,;; c. 
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' I Lemma 4.4.12. Let b be the munber of empty bead positions. For.fixed number of b, 

the number of Dt;;J,_, generated by employing SNC-Transformation in D;~;;J,_1 is 

(i) 2r+ 2e 4(2i - l) nested chain abacus if D;,;;;J,_; is rectangular nested chain 

abacus where l < i ,;; c ( respectively, rectangle-path nested chain abacus where 

I < i < c). 

(ii) r- e + I nested chain abacus if D),~;;},_ 1 is vertical rectangle-path nested chain 

abacus where i = c. 

( ... ) ·1 d I . b ifD(e.r) I d 111 e- r+ neste c 1am a acus I inne, .. ; is lwrizonta rectangle-path neste chain 

abacus where i = c. 

Proof 

(i) Since the SNC-Transformation algorithm, then, the chain transformation is 

employed in one chain (chain with empty bead positions). Based on Theorem 

3.3.3, the number of nested chain abacus in class D/~t},_1 is 

if chain i is rectangular design. 

(ii) See proof (i) Lemma 4.4.12 . 

2r+2e-4(i l) 

(iii) Based on Theorem 3.3.10 (respectively, Theorem 3.3.13), the number of nested 

I 

chain abacus generated by employing SNC-Transformation in chain c with be 

empty bead position is 

r- e+ 1 (respectively, e- r+ I), v;;;J,_;-

(iv) See Proof (iii) in Theorem 4.4.12. 
[] 
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' ' Theorem 4.4.13. Let b be the mm1ber of empty bead positions. For fixed b, the 

number of D;;,;J,._1 nested chain abacus with c chains is 

(i) 4r2 +4e2 +8er-8rk-·8rk-4ek 2r 2e+2k+4k2 D);;:!,._, 

if')'] is a rectangular design structure where I ~ i ~ c and k = 4(2i - I). 

2 2 . . 2 (e.r) 
(ii) 4r +4e + Ser- 8rk-8rk-4ek 21 -2e + 2k+4k D1m,,,.-i 

if 'J1 is a rectangle-paTh design structure where I < i < c - I. 

(/·;1·) ,.2 + e2 2 + . D(e,r) ···· er 1 - e lnner-i 

if 'l1 is a vertical rectangle-path design structure where i = c. 

• ) ,2 2 2 . D(e.r) 
(lV 1 +e - er-, +e iimer-i 

if 'J1 is a horizontal rectangle-path design structure where i = c. 

Proof 

(i) Since the number of nested chain abacus in class D;,:;J,_1 is 

2r+ 2e 4(2i - I) 

if chain i is rectangle design and the beads are of consecutive positions in chain 

i,. then, we have 

2e+2r-4(2i I) 

with H different sequences of bead positions, such that sequence H has H beads 

where H = I, 2, ... , 2e + 2r-4(2i - 1) ···· I. Thus, there are 

(2e+2r-4(2i-1))(2e+2r-4(2i I) I) 

= 4r2 +4e2 +8er 8rk 8rk-4ek-2r 2e+2k+4k2 r2+e2 2er+r-e 

nested chain abacus in class Dl,:;;J,._1 with H sets of beads where I ~ i ~ c. 
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(ii) See Proof (i) in Theorem 4.4. 

(iii) Since the nested chain abacus of vertical rectangle-path design structure and 

c- I chains are full chains and chain c, which is a path chain, is not full a chain, 

based on Theorem 3.3.9, path chain transfonnation of chain c with fixed number 

of empty bead position will generate 

r e+ 1 

different chains. Since the beads are consecutive positions in chain c, then, we 

have Hd different sequences with d bead positions such that d = I, 2, ... , r- e. 

Thus, there are 

( + l )( ) - z. 2 2 + de,,) r - e . r e - r ~ e - er r - e inner .. 1• 

(iv) See Proof (iii) in Theorem 4.4. 
□ 

In the next theorem we will found a generating function of '.lJ i~::r .. ; class 

Theorem 4.4.14. Let '.Dt"J,_, be nested chain abacus withe columns and r rows. The 

generating function for the number '.D;~:;,_, has the following ra1io11a/ form 

IO ( x ) (-I _ 1) + 2 ( Y ) ( I 
(I-x)2 1-y · (I-y)2 1-x 

\ ( xy ) I 1-4 · . 
; (1-x)(J-y) 

Proof 

[t' = x+.x2+x3 + ... 
1-x ;'~l 

x L rxr-1 I +2<+3x' + ... 
X :x (] ~X 1) 

r~J 

X 
-

(l -x)2 
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Thus 

Similarity 

x L rxr-ly' 
,;e;?: I 

-x --~ ---l . 
( 

I )( I ) 
- (l-x)2 1-y 

Y L ey" Ix,. = Y ( ( l ~ .v)2 )\ ( I ~ x - l) . 
r.e;J?l 

Since i is the number of chain with empty position then, 

ixy 
[ ixri' - ----­

(l -x)(l -y) 
r,e';::l 

Based on Theorem there is 2r + 2e - 4(2i - I) :n;::;,_;- Thus, the the generating 

function for :n(,,t) . is 
innct-t 

L (2r+2e-4(2i-l))x'y' 
,:e':J:,! 

=2( 2;' )+2( ~ ) (1-x) (1-y) (I -y)2(l -x) 

(Si +4)xy 
(1-x)(J y) 

4,5 Multi Transformation Classes 

Multi transformation classes are classes of nested chain abacus generated by 

' . 
employing a MNC-Transfonnation in '.D;nnct (respectively, '.Dinn«l nested cham 

' abacus. The '.D1nnn and ·'.Dinner nested chain abacus with e columns and r rows are 

denoted by n/~::, (respectively, :nt;;) we would like to point out that. for any nested 

chain abacus 'l1 in '.Dinn« then Ch('l1) in '.D1nrn· 

The next lemma provides the way to generate n/;.;~;, ('.D;~~;;) nested chain abacus in 
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different cases. In addition, the :D;~:;, (:D;~,~:;) elements are enumerated. 

, , 
Case one: If b1 < e (respectively, b1 < r). 

, 
Lemma 4.5.1. Let b 1 be the number of empty bead positions in chain I. For fixed 
, 

b1 < e, then, there exist 

C 

(i} f1(2r+2e 4(2i 1)) 
i=l 

of'.D;~::, rectangle nested chain abacus. 
c-l 

(ii) (r-e+ l)f1(2r+2e-4(2i-1)) 
i=l 

of'.D;~~;; vertical rec/angle-path nested chain abacus. 
c-1 

(iii) (e-r+ J)f1(2r+2e-4(2i- I)) 
f=I 

of'.D;~,~;; is horizontal rectangle-path nested chain abacus. 

generated by employing MNC-Transformation. 

Pmof 

(i) Based on MNC-Transfom1ation algorithm in '.Di~:},, 3Ch(i) in this case the chain 

transformation application in the chains one by one such that each chain will be 

move 2e + 2r - 4(2i - 1) then, Ch( i) : Z ➔ Z such that 

il(m-l)(e-t+l) if 1<m,;-;r,j=e-i+1, 

a(m, I)i if J,;-;m<r,j=i, 

amj-1' a;(j-1) if m i, i < j ,;;: e - i + I, 

a(r-i..i.I){J-Ll)) if m r-i+ l,i,;; j < e i +I, 

Gmj if jf. {i,e-i+I} andm/. {i,r i +I}, 

where l ,;;: i ,;; c. 

Based on Theorem 3.3.3, the maximal number of nested chain abacus can be 
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generated by employing MNC-Transforrnation in :n;~~;, is 

2r+ 2e -4(2/ - 1) 

for each rectangle chain. Then, there exist 

(2r+2e-4(2xl-1))(2r+2e-4(2x2 1)) ... (2r+2e 4(2xc-l)) 

of :D)~~;, Thus, there is 

C I • 

IJ(2r+2e-4(2i- !)) :n;~:/,. 
i=J 

,, ' 
(ii) Based on MNC-Transfonnation algorithm in '.D,~'~:: then 3 Ch(i): Z-, Z 

a(m-J)(e-17 1) if I <m,;;r,j=e-i+I, 

a(m+!)i if t,;;m<r,j i, 

Gmj -t ai(j-l) if m= i,i < j,;;; e i+ I, 

a(,-i+l)(J~J)) if m=r i+l,i,;;j<e-i+I, 

amj if j;i{i,e i+l}andm;i{i,r-i+I}. 

.. e+1 e+I r-~+I 
if J = -2 ' 2 < m ,;; 2 

Gmj-+ 
. e+I e+I 
1f ;= 

2 
m= -

2
-, 

amj l
'f .--'e+l dfe+1 r 2e+IJ· 

Jr-2-,m~ --2-, 2 

Based on Theorem 3.3.12 and Theorem 3.3.10, there exist 

r e+ I(respectively,e- r+ 1) 

different transfonnations for a rectangle-path chain, and each transformation 

will generate a nested chain abacus. Since '.D,nnn'(e.r) consists of c - l 

rectangle nested chain, and a vertical-path (respectively, horizontal-path) chain, 
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then, there exist 

(r e + I) (fi 2,. + 2e - 4(2i - I)) :Dinner (,,r) 
t=1 

respectively, 

(

c-i ) 
(e-r+ I) D2r+2e-4(2i- l)) :Dinnc/k,rJ. 

1=1 

□ 

' ' Case two:If e ,;;:; bi ,;;:; e + r - 3 and b2 < e - 2 (respectively, r,;;:; bi ,;;:; e + r ···· 3. 

b2 < r 2). 

' Theorem 4.5.2. Let b1 be the number of empty bead positions in chain 1. For fixed 

' ' e ,;;:; b1 ,;;; e + r 3 and b2 < e - 2 ( respectively, r ,;;; b1 ,;;; e + r - 3, b2 < r ··· 2). The 

number of '.D;nn« with c chains and e ,;;; r (respectively, r < e) generated by MNC­

Transformation is 

l' 

(i) 2(b'i -e+ l)TI(2r+2e-4(2i- !))'.Di~:,/) ifb' < r(respectively, (tb' < e). 
i=2 

C • ) 

(ii) 2(b'1 - r+ l) TI (2r+ 2e -4(2i - I )):D;~;,~•' · 
i=2 

C 

(iii) 2(b'1 -e+ l)TI(2r+2e-4(2i-l))'.Dt~,:1 l. 
i=2 

C c-1 
(iv) TI (2r+ 2e- 4(2i- I)) - [2(b'1 - e+ I) TI 2r+ 2e -4(2i 

i=l f=l 
c-1 

TI 2r+2e-4(2'-l).]'.D(,,r) · 1 mmr 
i=I 

' 1)+2(b1 r+ 1) 

Proof. Suppose P = {vi, v2, ... , vb,} is a set of consecutive empty bead positions in 
l 

chain I such that lvh+I -vh[ E {l,e} and each position in Pis an element in matrix 

' A,xe after converting the nested chain abacus to matrix where 1 ,,; h < b 1• Since '.D,nncc 

class is generated by employing MNC-Transformation which works in anticlockwise 

direction, then, there exist rectangle chain transformations 

' Cb"(P), CJ,"+1 (P), ... , Ch"+b, -e+I (P) employed in chain I such that 
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Ch"(P) 

Ch" 1 1 (P) 

, 
1H b 1 -e-'-1 ( )- . , , } { . . } Ch 1 P - { a111 1 . 2 ( m ,( b1 - e + I U au. I ( J ,( e , 

, 
Thus, row I is an empty row in b 1 - e + I nested chain abacus where 

, 
I,( u ,( (2e+2r-5)-(b -e+ I). 

A similar case can be applied if 

, 
Ch"(P) = {a,j: I ( j ,( e}U{a111 1: (r- 1)- (b1 -e) < m ,( r- I}. 

Th h b f ,,-,(c,r-i) . 
us, t e num er o .-LJinncr 1s 

C 

2(b'1 -e+ I)TI(2r+2e-4(2i- I)). 
i=2 

Since r < e + r, then, there exist rectangle chain transformations 

, 
Chv(P),Ch"+I (P), ... ,Ch'+b,-r+I (P) 

employed in chain I such that 
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Ch'(P) 

Chv+I (P) 
, 

= {a2,}U{a111 1: I;;;; m;;;; r} U{a11 : 2;;;; j;;;; b1 r- l}, 

' , 
Ch''+b,-r-,-l(P)= { U1111: 1;;;; m;;;; r} U{arj: 2;;;; j,;; b1 - r}. 

Thus, column 1 is an empty row in b'1 - r + 1 nested chain abacus where 

l;;;; v:E;; (2e+2r-5)- (b'1 -r+ I). 

Based on Lemma 4,5.1 the number of:Df~;,:·'1 is 

C 

2(b'1 r+ l)TI(2r+2e-4(2i-1)). 
i=2 

Based on Lemma 4.5.1, the number of nested chain abacus generated by employing 

MNC-Transformation in :D/~;;, is 

C 

TI(2r+ 2e-4(2i- 1 )). 
i=I 

Based on 1 and 2 as previously mention in Theorem 4.5.2, then, there is 
C 

TI (2r + 2e -4(2i 
c-l 

1 ))- [2(b'1 - e +I) TI (2r+ 2e ' 4(2i-1))+2(b 1 -r+ 1) 
i=1 j:,,d 

c-J " 

TI (2r + 2e 4(2i - I)) of ::o;~;;, D 
i=l 

Corollary 4.5.3. Let b; be the number of empty bead positions in chain I. For fixed 

e ,;; b'1 <; e + r - 3 and b2 < e 2 (respectively, r,;; b'1 ,;; e + r 3 and b2 < r - 2), 

the number of nested chain abacus with c chains generated by MNC-Transformation 
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. ,,..,'(c.r) . 
111 A,,,linner lS 

c-1 
(i) 2(/J1 -e+l)(r e+I)TI2r+2e-4(2i-1), 

1=2 
c-1 

(respectively, 2(b'1 e + I )(e - r+ I) TI 2r + 2e - 4(2i - I) '.D:~~;; ,)) 
i=2 

c-1 , TI , (ii) 2(b1-r+l)(r e+I) 2r+2e-4(2i-l)ifb1 ~r, 
i=2 

c-1 
(respectively, 2{b'1 r + I) ( e - r + I) TI 2r + 2e 4(2i I) if b'1 ~ e '.D;~~~:•'l )· 

i=2 
C 

(iii) TI 2r+ 2e - 4(2i - l) -[2(b'1 
' e+ l)(r-e+ I)+ 2(b1 - r+ l)(r-e+ l)j 

i=l 
c-1 

TI2r+2e-4(2i-1), 
i=2 

C 

(respectively, TI 2r+ 2e-4(2i- I) - [2(b'1 ·• e+ l)(e - r+ I)] 
i=} 

c-1 
TI2r+2e-4(2i-l) + 2(b'1 r+ l)(e 

c-1 

r+ 1) TI 2r + 2e - 4(2i - I)] '.i):~::!) · 
i=2 i=2 

Proo/ See Proofof'fheorem4.5.2. D 

' ' ' Case three: If e + 2 s;; b1 .;; e + r- 3, b2 ~ e 2 and b3 < e 4. 

' Corollary 4.5.4. Let b1 be the number of empty bead positions in chain i. For fixed 

I I I ( (' t) 
e+ 2.;; b 1 .;; e+ r - 3, b2 ~ e-2 and b3 < e-4, the number of'.D1"~" generated by 

employ MNC-Tran,formation is 

C 

(i) (b'1 -e+l)(3e+2r b;-1s)TI(2r+2e 4(2i 1))'.D;~:~')if 
i=3 

' ' b2<r-2andb1 <r. 

(ii) (b; e+l)(b2-e l)rJ(2r+2e-4(2i-l))'.Di~:,~ 2
) if 

i=3 
' ' b2 < r - 2 and b1 < r. 
C 

(iii) IJ(2r+2e-4(2i- 1))- f(b'1 -e+ 1)(3e+2r ' ' b 1 - 15) · ( b1 - e + I) 
i=J 

C 

(b~ e-l)JTI(2r+2e 4(2i-J))'.Dt:;,if 
i=3 

' , 
b2 < r 2 and b1 < r. 
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(' 

(iv) (b'1 -r+1}(2eJ3r-b'1 -15)fl(2r+2e 4(2i-1)):'.D:;~,:··);f 
i=3 

' ' bi ?: rand b2 ?: r- 2. 

, , c (t-ztl 
(v) (bi-e+l)(b2 e-l)fl(2r+2e-4(2i- l)):'.O;nm;' if 

i=3 
' ' b1 ?: rand b2 ?: r - 2. 
,. 

(vi) fl (2r + 2e- 4(2i - I)) - (b'i -e + 1)(3e +2r-b
1

1 
1~3 

C 

- (b
1

1 - r+ I )(2e+ 3r-b'i -15)- (b'i - e+ I )(b~ -e-1 )] TI (2r + 2e -4(2i I)) 
i=3 

:'.O(,.t) ;, 
mnn 1J 

' ' Proaf Based on Definition 4.2.9, there are sets P and K with bi and b2 empty bead 

' ' positions in chains I and 2, respectively, where b 1 ?: e and b2 ?: e - 2. Suppose that 

rectangle chain transfonnation number u in chain I for set Pis (Chf(P)) then, 

Chr{P) 

Ch'Jfl (P) 

' u+b -e-2 . } ' } Ch 1 ' (P)={a2,}U{a]j:l ,r;;;,;;;e U{ami :2,;;;m,;;;bi-e, 

Hence, Ch 1 will produce, 

, 
• (bi e +I) chain I with { a11 : I ,;;; j,;;; e} ( row I) empty bead positions 

• (b'i - e- I) chain I with {a1 1 : l ,r;; j ~ e} U { a21 ,a2,} empty bead positions. 

Similarly, Ch J will produce, 

• (b'1 - e + 1) chain I with {a,j: l ~ j ~ e} (row r) empty bead positions 
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' • (b1 -e- I) chain l with {a,1 : I~ j ~ e}U{a(, J)J,a(r-l)e} empty bead posi-

tions. 

Based on Corollary 3.3.4 the number of transformation in chain I is 2e + 2r- 5, then, 

I~ u ~ (2e+2r-5) ' (b1 -e+l). 

' Since the MNC-Transformation employ in all chains and b2 ~ e - 2, then, 

3 Ch:i(K) such that 

, 
I} U {am(,- I) : 2 ~ m ~ b2 - e+ 3 }, 

r+b
1 

-e-!- 3 , . 
Ch2 

2 (K)=lam2:3~m,,;;b2-e+4}U{a21 :2~;~e I}, 

Hence, Ch2 will produce ( b; - e + 3) chain 2 with { a2; : 2 ~ j ,,:'. e I } empty bead 

positions. 

' Similarly, Ch2 will produce ( b1 - e + 3} of chain 2 with { a(r- 1 )j : 2 ,,:'. j ,,:'. e I} empty 

bead positions. Based on Theorem 3.3.3 the number of transformation in chain two is 

2e + 2r- 13, then, Ch2 will produce 

, , 
(2e+2r 12)-(b2 e+3)=3e+2r b2 -15 

of chain 2 with { a(r-J )j : 2 ,,:'. j ~ e I} not empty bead positions where 
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Since MNC-Transformation will employ in all chins then, the number of'.D~;,/' is 

C 

(b'1 -e+ J)(3e+2r b'1 -15)TI(2r+2e 4(2i I)) 
i=3 

d h be f
,n(u-zl. 

an t e num r o ,4J in~rr ' ts 

C 

(b'1 e+ l)(b;-e+3)TI(2r+2e 4(2i 1))· 
i=3 

Based on Lemma 4.5.1 (I) MNC-Transformation generated 

C 

TI 2r+ 2e-4(2i - I) 
i=l 

nested chain abacus. Thus there is 
C 

TI (2r + 2e 4(2i 
i=l 

' ' 1))-(b1 -e+1)(3e+2r b1 -15) 

C 

TI 2r+ 2e 4(2i- I) '.D(,,,) · 
mncr 

i=3 

Similarly, we can prove that, the number of'.D/~
1
;,:·') if b; < r 2 is 

,· 
(b'1 -r+ 1)(2e+3r-b'1 -15)TI(2r+2e-4(2i-l)) 

i=J 

' ' with e 1 columns and r rows if b1 ;;, rand b2 ;;, r - 2 

C 

( b'1 - e + l) (b; - e + 3) TI (2r + 2e - 4(2/ - 1)) 
i=3 

withe 2 columns and r rows if b'1 ;;, rand b; ;;, r 2. Thus, the number of :ri;~;], is 
C 

TI(2r+2e 4(2i- 1)) -(b'1 -e+ 1)(3e+2r , ' ' b1 -15)- (b1 -e+l)(b2 -e+3)-
i=l 

C 

(b'1 r+] )(2e + 3r- b'1 - 15) - (b; - e+ 1 )(b; e+ 3) IT {2r+ 2e -4(2i - 1 )). 
i=3 

' Corollary 4.5.5. Let b; be the number of empty bead positions in chain i. For fixed 

' { ! '( (" I;") 
e + 2,:;; b 1 ,:;; e+ r - 3, b2 ;;, e -- 2 and b3 < e 4, then, the number of'.D;n~n generated 
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by employing MNC-Transformation is 

C ! ! ,, ) 

(i) (b 1-e+ 1)(3e+2r-b1 - ]5){r-e+ l)TI(2r+2e-4(2i-J)) '.!li~'~;; 1 if 
i=4 , , 

b1 < rand b2 < r --- 2. 

(ii) (b
1

1 -e+l)(b~-e-l)(r e+l)[l(2r+2e-4{2i-J)):D;~:;;"lif 
i=4 

' ' b 1 < rand b2 < r-2. 
C 

(iii) (b'1 r+1)(2e+3r b'1 -J5}(r-e-'-I)TI(2r+2e 4(2i-l))'.!l;~:::,,)if 
i=4 

C 

(iv) (b'1 - e + l)(b~ e- l)(r -e+ 1) TI (2r+ 2e 
i,;::,4 

I , 

b1 ;,, rand b2 ;,, r 2. 
C 

(v) (r-e+l)TI(2r+2e-4(2i J))-(b'1 e+l)(3e+2r b'1 -I5)(r e+I)-
i=2 

t t I I 

(b1-e+l}(b2 e-l)(r-e+l)-(b1 -r+l)(2e+3r-b1 15) 
C 

(r-e+ I) - (b'1 - e l}(b~ - e- l)(r e+ 1) TI (2r+ 2e-4(2i - !)) :v;;;;, 
i::,:oc4 

Proof It follows immediately from Theorem 4.5.4. □ 

' , Case four: If e-'- 2 ,,; b1 ,,; e + r - 3, b; ;,, e 2(i - I) where 2 ,,; i ,,; c . 

Theorem 4.5.6. Let :D;~:}, be nested chain abacus with c chains and ~ the number 
, 

of empty bead positions in chain i such that e ~ b 1 ,,; e + r- 3. Then, the number of 

nested chain abacus generated by employing MNC-Transformation in '.!l;~;;, is 

k-1 

(i) TI(b'. (e 2(i-J)) (2k-2(i-I))-+-1)(2e+2r 4(2(k+l)l)) 
i=1 

C 

-(b:+1 -(e-2k)+1) TI (2e+2r-4(2i-J))'.!l;;:,:
1
lif 

i=k+2 , 
bk+! <e-2k. 
k-1 

(ii) TI (b'.-(r-2(i-l))-(2k 2(i-1))-1)(2e+2r-4(2(k+l)- l)) 
1=1 

C 

-(b'k+l (r-2k)+1) TI (2e+2r 4(2i-I))with:D;~~'~r) !f 
i=k+2 , 

bk+,< r 2k. 
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( 

(Hi) TI(2e-1-2r-4(2i 1)) 
i,,_-~ I 

k-1 

-J}(b:-(e 2(i-1))+(2k-2(i-l))-1-J)(2e+2r-4(2(k+J) 1)) 
t== l 

[ (b~+ 1 -(e-2k)+l) JJ
2 
(2e+2r-4(2i-l)) 

+ (b~" 1 - (r 2k) +I) TI (2e+2r 4(2i- I)) l c,f!Jt:;, where k;;, 2. 
t=h2 

Proc,f 

(i) We will proof the above theorem by induction. 

Basic step: 

When k = 2. Based on Theorem 4.5.2 then, the number of nested chain abacus is 

Induction step: 

;::•-I 

(b\ e+ I) TI(2e+2r-4(2i- J). 
i=l 

' I We suppose its true for i = i , we proof 1 is true if i = i + 1, since we can add 

chain in the outer such that e ,;; b' ,;; e /- r 3, then, 

(b
1

1 (e+2)+1) (!J(b:-(e 2{i-l))-(2k-2(i-I))+l)) 

C 

-(2(k+2)-1))-(b~+2 -(e-2k+2)+1) TI (2e+2r-4(2i 1)). 
i=k---t--3 

Then 
k' 

TI(b;-(e-2(i-J))-(2k 2(i J))+l) 
l=l 

C 

-(2(k+2)····1))-(b~+ 2 -(e-2k+2)+1) TI (2e+2r-4(2i-I)). 
l=k+3 

Wberee' =e+i,/ =r+2andk' =k+I. 

(ii) See proof (i) Theorem 4.5.6. 

(iii) Based on Lemma 4.5. l (I) MNC-Transfonnation generated 

( 

TI2e+2r-4(2i I)] 
i=J 

nested chain abacus with r columns and r rows. Based on Theorem 4.5.6(i)(ii), 
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there is 

C 

TI (2e+ 2r 4(2i- I)) 
i=l 

k-1 

- TI (b;- (e-2(i I))+ (2k-2(i- I))+ I) (2e+2r-4(2(k+ 1)- I)) 
i=l 

r (b~~J -(e 2k)+ I) Il (2e+2r-4(2i-1)) 
L i=k+2 

+(!{, 1 -(r-2k)+l) TI (2e+2r-4(2i 1))1 of:D}!:},wherek;;,2. D 
i=k~2 j 

Corollary 4.5.7. Let :n;~;;;; be vertical-path rectangle nested chain abacus with c 

' ' chains and b; empty bead positions in chain i such thar e ,;; b1 ,;; e + r - 3. Then, 

The number of nested chain abacus generated by employing MNC-Transformation in 

,,..,' ( ,,r) , 
4'innn lS 

k-1 

(i) TI(b:-(e 2(i 1))-(2k-2(i-l))+l)[ze+2r 4(2(k+l)-!)j 
i ....... ,1 

( ) 

r-1 ,, ) 

- b~+I (e-2k)+ 1 (r-e+ 1) TI (2e+2r 4(2i-l)) l\~~;;1 
if 

i=k+2 , 
bk+! <e-2k. 
k·· 1 

(ii) TI (b;-(r-2(i l))-(2k-2(i-1))+ 1) (2e+2r-4(2(k+l)-1)) 
i=l 

' 

(b~11 (r-2k)+l)(r-e+l) n (2e+2r 4(2i-l))with'.Dt::')if 
i=k-t 2 

bk+I < r-2k. 

TI' ( ( )) 2 ,,..,'(,,,) k 2 (iii) 2e + 2r - 4 2i 1 - I - .uinncr where ;?, . 
i=l 

Proof: This follows immediately from 3.3.9 and Theorem 4.5.6 □ 

Corollary 4.5.8. Let '.D;~,~;; be /wrizoma/-path rectangle nested chain abacus with c 

' chains and b; the number of empty bead positions in chain i. Then, the number of 

nested chain abacus generated by employing MNC-Trilllsformarion in :n;~~;; is 
k-1 

(i) TI(b; (e-2(i-1)) (2k-2(i 1))+1)(2e+2r-4(2(k 1)-1)) 
i=l 

{'-1 

r+ I) TI (2e+2r-4(2i 
i-==-k+2 
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, 
bk➔ 1 < e 2k. 
k-1 

(ii} TT (b;- (r 2(i- J)) )- (2k- 2(/ I)+ 1)(2e +2r-4 (2 (k+ I) - I)) 
1=l 

c-1 

- (b~~I - (r- 2k) +I) (e - r+ 1) TT (2e + 2r-4(2i - I)) wilh '.D;~,n~:,r) if 
ic:-k+2 

b~+l < r 2k. 

' (iii} TT(2e+2r 4(2i- 1)) 
'f ) 

I - 2 "'•'·' ifk >- 2 • ..z..tinncr 1 7 ' 

i=l 
, 

where e,:;; b 1 ,:;; e + r- 3. 

Proof This follows immediately from Theorem 3.3.12 and Theorem 4.5.6 D 

The generating function of nested chain abacus of connected beads according to 

various parameters was studied (Redelmeier, I 981; Goupil et al., 2013; James, 1987}. 

In next theorem we used the (Goupil et al., 2010) methodology for establishing a re­

currence relation for which we can deduce the number of nested chain abacus having 

c chain. 

Theorem 4.5.9. Let '.D;~'~;~ be nesled chain abacus wilh e columns and r rows. The 

number of '.D;~:;( having b; bead posilions and b; empty heads satisfies The following 

recurrence re/a1io11 
C b , TT ;+bi I 

i=I 1- b; - b; 

, 
Proof A nested chain abacus having b1 beads and b; empty bead positions is obtained 

' by joining i chains where I < i < c and b1 < b,+ 1. There is 
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of chain i. Based on Lemma 4.5.J the number of :u;~~!; generated by employ MNC­

transformation depended on beads and empty bead positions is 

C 

fl(b;+b) 
i=l 

Based on the ordinary form the generating function of :D ;i~;; is 

Thus the generating function of :v;~~;; by adding chain with beads and empty bead 

positions and employing MNC-transformation is 

Based on (Barequet et al., 2016) 

~ , .. I 
.:..,(b;+b;)x'y' = , • 

1-b;-b; 

Hence, 

D 

Based on Theorem 2.5.24 and Theorem 2.5.24, in the next section we will develop the 

generated function with respect to chains to count the number of nested chain abacus 

with 11-connected beads. 
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4.6 Generating Function with Respect to Chains 

This section employs the design structure of nested chain abacus based on 

Theorem 2.5.24 and Theorem 2.5.25 to construct a succession rule. Furthermore, based 

on this rule, generating function will be developed. 

4.6.1 Succession Rule 

A succession rule, .Q.. is a system ((a);.9), consisting ofan axiom (a) and a set, ,':9', 

of productions or rewriting OF rules defined on a set oflabels M <;;; N+. 

n ~ {: - I co I• I lie, 1•1 II col kl I I<, 1•1 I, 
(4.l) 

where a E M is a constant and the c; are functions M ➔ M (Ferrari et al., 2003). 

One of the main properties of a succession rule is the consistency principle, i.e. each 

label (k) must produce exactly k elements. A succession rule induces, and is suitably 

represented by, a generating tree whose root is labelled by the axiom (a), and a node 

labelled (k) produces at the next level k sons labelled by (c1 (k ), ... , ck(k)) respectively 

(which in turn will produce (ct (k), ... ,q(k)) sons, etc.). The succession rule produces 

a sequence, {fn}n, of positive integers, where/,, is the number of nodes at level II of 

the generating tree and its generating function is denoted by /n = L fnx" (Bacchelli 
n~O 

et al., 20 I 0). 

We will construct our succession rule starting from a single chain, which will grow step 

by step by adding C; beads, where C1 is the number of positions in chain i as shown in 

Figure 4. 10 which illustrates the number of nested chain abacus in levels l and 2. 
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I 

□ 
I 1··. 

I 
I 
I 
I 

I 
I 

\ 
\ 

Figure 4.10. First levels of the generating tree of Q. if the first chain consists of one 
position 

Based on the Figure 4.10, we constructed the generating tree where L11 conesponds to 

the number of nested chain abacus at level n for n ~ 0. 

Lemma 4.6.1. The number of nested chain abacus in the generating tree is done by 

adding one chain at level N where 1 :::;:; N:::;:; n is 

Lo= 1 

L2 = P2 (P2 + 8) 

L3 =P2 (P2 +8)(P2 + 16) (4.2) 

L4 = P2(P2 + 8)(P2 + l6)(P2 + 24) 

n-1 
Ln = IT ( P2 + 8k) 

k=O 

where L11 is the number o.l nested chain abacus in level n and n ~ 0. 
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Proof Since we are starting from single chain, then, there is a nested chain abacus in 

Lo- Next, we will add full chain with P2 beads where the number of the beads in the 

second chain depends on the structure of the nested chain abacus (see Theorems 2.5.24 

and 2.5.25). Thus, there are P2 of the nested chain abacus in L1. Continue to add full 

chain with P3 beads where A = P2 + 8 (see Theorem 2.5.25). Thus, there are 

nested chain abacus. Hence, there are 

n-1 
I](P2+8k) 
k~O 

nested chain abacus at level 11. 

Figure 4.11 illustrates to Lemma 4.6.1. 

P,+8 P2+8 ••• P,+8 

P, + 16 P, + 16 o o o P, + 16 P2 + 16 P2 + 16 • • • P2 + 16 

•••••• 
P,+24 P,+24 P,+24 P,+24 P,+24 

Figure 4.11. Number of nested chain abacus at level N where N;;, 0 
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The formal of the generating tree can be sketched using the following succession rule 

(4.3) 

4.6.2 Generating Function 

A succession rule, n, defines a sequence of positive integers f,,, n;,, 0, fn being the 

number of the nodes at level n in the generating tree. In succession equation (4.3), all 

elements are changed following to (P2 + 8k). Thus, 

fn(x) = .'[ !,,.>!' 
n;::o 

fa(x,y) - E f,,k x'/-. (4.4) 
n';,0,k';, I 

Using this succession rule (where power notation denotes the repeating number of 

levels), since f,,,k = 0, k # P2 + 811 (n): 0). Since the starting number of the tree is P.i,, 

the first term is x0yP' we can transfer ( 4.4) as shown below 
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Thus, 

fn(x,y)= [ fn,P2+8< 
n;;?-0,k~O 

= XOYP, + " f, __ y,"yfli+Sk 
. i.., "-l'l 8k 

ri~l;k;?:O 

= YP, X [ fn.P,i8k x" (yPz+8(k+I) ;_+8:},P,+8(k+l)l 
n;?:0,k~O 

= yl'l +x E f,,,P,+8kx'(Pz +8k)(yl'l+S(k+I)) 
n~0:k~0 

= l' + E .t, .. P,18k x'(Pi + 8k).yP,+s(k-lJ 
n;,0,k;>0 

= yl'l+x_v9 [ f,,,P,"8k;r!'(Pi+8k).y2"'8k-1 
n~0.k~0 

=yP,+x.v9a,( E 1ntx,y)) 
d.) n;?I:O.k~O 

p., 9n(x,y) = y ·+xv--· . . a.v 

ofn(x,y) 

a:v 
1 }/'2-9 

---fn(x,y)= - ~--
xy9 X 

The solution of~::+ q(x)y = Q(x) is y e-I q(x)dx(c + j Q(x)el q(.,)dxdx). 

I ~-9 
Let q(y) = --

9
,Q(y) = '---, then, 

X)' X 
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1-1 ·'d•( J vl'i 9 I' <1,- ) fn(x,y)= e '.l -' c+ · x e ;;:, · dy 

= e8xy c -
1 

8 ( J /',-9 ex- 8~y8 dy) . 

_!_ ( f e Ldy) 
}i>':;1

0
/n(x,l)= ,~~

0
e8x c- · x 

I 
Letz = -,x-+ +0,z-+ 

X 

I ( _ _!_l - e 8x 
= lim e8x c- lim -

X-) ,..,,(} .l-----f-0 X 

= e~x(c-0)· 

= 0. 

e 8x 
lim = lim ze z 

.,· ... ►+0 X z~+= 

I
. z = Im -

z--H•oo eZ 

= lim (z( 
c--++= ( e•)' 
. I 

= hm -
z-----t+oo eZ 

=0. 
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Thus, 

( 
I l I --

- e 8x 
lim Jn(x,l)c= lim e8x c- Jim --

x➔+O x➔+O x➔+O X 

= lim e8x(c-0) 
x4+0 ' 

=e=x (c 0) 0, (4.10) 

So from this, c=0 and 

'() 8xv8 Jy- e dy _I_ ( · P,-9 -8~,ll 
Jn x,y = e - c - x 

= -eS.'}-ll J y'~ 9e ~ dy) 
X 

From this equation, we can find the generating functions such as fn(x) = Ji,(x, I), 

Example 4.6.2. Suppose that P1 = 6, P2 = 14 and A =Fi+ 8 = 22, ,,,, By employing 

programming code in Appendix A. Thus, the generating Junction is 

J(x) =I+ 14x+ 308x2 +677&3 +O(x)· 

4. 7 Conclusion 

The crux of this chapter is to generate classes of nested chain abacus based on three 

types of transfonnations: SNC2-Transformation, SNC-Transformation and 
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MNC-Transfonnation. Furthermore, generating function with respect to chain is pro­

posed. 

Figure 4.12 presents the classes from three different types of transformation. 

Generating 

function 

1'sigm.l 

Single Transtcnr.alio'1 Ciass S!Jalum Tumsformaticn 
c~-

Figure 4.12. Nested chain abacus with respect to chains 

Multi Transformation Classes 

In chapter 5, we will provide other classes of nested chain abacus with respect to 

columns using the connectedness and use the property of e-core. 
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CHAPTER FIVE 

CLASSES OF NESTED CHAIN ABACUS WITH RESPECT TO 

THE COLU1\1NS 

5.J Introduction 

In this chapter, we develop classes of nested chain abacus using two methods, namely 

e-core and spinal design. These two methods focus on the case with columns. Then, 

generating function are formulated using enumeration of combinatorial object (ECO) 

method. 

This chapter begins with some definitions and related result required for this chapter 

in Section 5.2. In section 5.3. thee-convex class developments is presented. Then, the 

generating function of the class of e-convex is developed in Section 5.4. Moreover, 

in Section 5.5, the spinal design developments with one class of nested chain abacus 

which is the <.n2. 

5.2 Definition and Related result 

This section provides definitions and related result., necessary in building a class of 

nested chain abacus. 

Definition 5.2.J. ( Faye rs, 2008) An e-core partition is representation to an abacus 

configuration by sliding all of the beads 011 each column to their highest possible 

positions. The partition which corresponds lo this new abacus configuration is the 

ecore partition. 

The following theorems arc hold in (Andrews, 1998). 

Theorem 5.2.2. The number of partitions of the ilueger, n, with distincr parts is the 

coefficientof.x.1' in (I x2)(I-•x3) ... (1-,t'1). 

J50 



Theorem 5.2.3. The number of partitions of t/1e integer, 11, with parts are ,S k 

(I -x)(I -x2)(1 -x3) ... (1-xk) 

Theorem 5.2.4. 77,e number of partitions of fhe imeger, n, with exactly k parts is 

(1 -x)(J -x2)(1 x3) ... (1-xk) 

Next, we will define the ECO method and explain how it is developed. 

Enumeration of Combinatorial Objects (ECO) is a method for the enumeration of a 

class of combinatorial objects (Duchi, 2003; Barcucci et al., 2005). 

Proposition 5.2.5. Barcucci et al. ( 1999) Let fl be an operator of O. If fl satisfies the 

following conditions: 

I I 

( i) for each O E tr,,_ 1, there exists O E O',, such that O E fl ( 0). 

/ii) for each 0, o' E 0 11 such that O cf o', then fl( 0) n fl( a')= 0. 

This method has been successfully applied to the enumeration of various classes of 

mathematical objects such as walks, permutations, and n-connected ominoes. 

Further details, theorems, proofs, and definitions can be found in (Pergola, 1999). The 

recursive construction determined by fl can be described through a generating tree, i.e. 

a rooted tree whose vertices are ohjects of 0. The objects having the same value of the 

parameter, p, are at the same level, and the sons of an object are the objects produced 

through fl. A formal system for the description of the generating tree is the succession 

rule (Castiglione et al., 2005). 

Next, we will define the class of nested chain abacus namely e-convex. 
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5.3 e-convex 

In this section we develop e-convex class of nested chain abacus based on the 

connectedness in chapter two and combining the two notations of the e-core and 

convexity. 

Definition 5.3.1. A nested chain abacus is called column convex if each column has 

exactly one ser-colwnn sequence qf connected beads. 

Definition 5.3.2. e-convex class is a nested chain abacus with exactly one set-column 

sequence of connected bead positions S_; = {ai, a2,a3, .. ,,ac) in column j, such that 

a1 = j - I and a2 - ai =a3 a2 =... ac1 .... ac1-1 = e where Cj is the number of beads 

in column jforO,;:; j:;:; e-1. 

In the next two examples, the case of the first example is the connected partition µ<45 ) 

which is an e-convex while the case of the second example is the connected partition 

µ (4 .5) which is note-convex. 

Example 5.3.3. Let JI (4,5) (9, 6, 3, 2, I 3, 04 ) be a connecred parrition of the nested 

chain abacus with e 4 and r 5. Based on Definition 2.4.8, SC1 = {O},SC2 

{L5,9}, SC3 = {2,6} and SC4 = {3,7,11,15,19}. From Definition 5.3.2, Figure 

5.l(a) is an e-convex nested chain abacus. 

Example 5,3,4. Let µ<45) (62,4,22, 18,0) be a connected partition ofrhe nested 

chain abacus with e 4 and r = 5. Since I (j. SC2 and based on Definition 5.3.2, 

Figure 5./(b) is note-convex nested chain abacus. 
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a b 

_ _j 

Figure 5.1. (a) Nested chain abacus of e-core connected partition and (b) Nested 
chain abacus of connected partition 

For the rest of this section we enumerating the e-core class which consider one of the 

important properties for the discrete objects (objects that can be count and classified). 

We will find: 

1. The number of e-convex class in closed form. 

2. Generating function of e-convex using ECO construction. 

Case one: The number of e-convex produce from a partition of n into e parts. 

The next lemma provides the solution to the problem of enumerating the e-convex 

class, with f columns having the same number of beads and fixed { e, r}. 

Lemma 5.3.5. The number of e-convex with one partition of n into e columns and r 

rows is 

e! 

f! 

where f is the number of columns that have the same number of beads. 

Proof Suppose 91 is a nested chain abacus with e columns and r rows, based on 
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Definition 5.3.2, then heads will be distributed into e columns with the two following 

conditions: 

(i) No column can be left empty. 

(ii) f of e columns have the same number of beads and the remaining columns have 

a different number of beads, where O ( f ( e. 

Since the II beads is distributed into e columns, then there are e' ways to order the e 

columns where each way will produce a nested chain abacus of e-convex. Thus, there 

is e! nested chain abacus of e-convex. Since f of thee columns have the same number 

of beads, then, we have f! same nested chain abacus. Thus, we have overcounted f! 

nested chain abacus of e!. Thus, there are 

e! 

f! 

different ways to distribute n beads into e columns. 
In the following lemma, we enumerated class e-convex as having er positions and fixed 

number of beads in g sets of columns such that each set has columns with the same 

number of beads. 

Lemma 5.3.6. Let nested chain abacus be e-convex with e columns and r rows, such 

that there are g sets of columns and that each set has columns with the same number of 

beads. Then, the number of e-convex with the same partition of 11 into e columns and r 

rows is 

e! 
g 

[Kv! 
v=l 

where 
g 

[Kv! ( e. 
1,-'=J 

Proof Now, we induct on g. For g = I, then beads will be distributed into e with K1 

columns that have the same number of beads. Based on Lemma 5.3.5 the number of 
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e-convex with one partition of n into e columns have one set that have same beads is 

For the inductive step, consider adding K8+ 1 columns with the same number of beads 

toe-convex. Thus, wc will overcount Kg+! 1 from e!. Hence, there are 

of e-convex. 

e! 
g 

Kg,1EK .. ' 
1·=1 

e! 

0 

In Theorem 5.3. 7, we enumerate the class of e-convex as having fixed n bead positions 

while the number of beads in the rows has be extendable and has to be minimized. 

Theorem 5.3.7. For fixed e, let ')1 be e-convex wilh e columns and r rows such thal 

there are g sets of columns with equal number of beads {Ki, K2, ... , K1 }. Then, there 

exist 

g g 

of e-convex for '\"' K, ,:;; e and '\"' K ,b , = n f-g /....tgg 
g=l g'=l 

positions in Ki columns. 

where b , is 1/ie number of bead 
g 

Proof Based on Lemma 5.3.6, for fixed e and g sets of columns with same number of 

beads there are 

e! 
g 

EK,.! 
t'=I 
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of e-convex. Since 1he number of rows can be changed such that each row has at 

least one bead, then, the number of beads in the columns can be extendable and has 

be to minimized. Thus, the number of sets with the same beads will be changed, 
, 

subsequently changing the number of beads b I in set g . Hence, the number of e­g 

convex is 

where e is fixed number. 

Case two: The number of nested chain abacus of e-convex produced with different 

partitions of 11. 

□ 

The previous discussion focused on the enumeration of class e-convex within the same 

e columns. We can extend the enumeration problem in a case where the number of 

columns are expendable and has to be minimized. 

Theorem 5.3.8. For fixed n and e, the n1tmber of nested chain abacus of e-convex ll'ith 

different partitions of n is 

J g 
e! 

L,Kv' 
v=I 

where J is the coefficient of x' in ( 
1 

x' 
x)(l -x2)(1 -x3) ... (l -x") for n > 1. 

Proof. Based on Theorem 5.2.4, the number of partitions of 11 beads into e columns is 

the coefficient of x" in 

(1-x)(J-x2)(1 -x3) ... (1 -x") 

such that each partition is associate with a e-convex. Based on Lemma 5.3.6, the 
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number of e-convex produced from a partition of n beads into e columns is 

g 

[K,. 1 ,;;;e. 
•·=I 

Hence, the number of nested chain abacus of e-convex is 

J g 
e! 

[K,! 
v=I 

where J is the coefficient of x" in ( 
1 

x' 
x)(I. x2)(1-x3 ) ... (l )

forn>l. 
x' 

D 

Theorem 5.3.9. For fixed "· the number of nested chain abacus of e-coflvex with 

different partitions is 

F g 
e! 

[K,,! 
v=l 

l 
where Fis the coefficient ofx' in ( _ )( _ 2)( _ .3 ) (I 

I x I x 1 x '" 
x<) for n > I. 

Proof Based on Theorem 5.2.3, the number of partitions of n beads in different columns 

is the coefficient of;,!' in 

(1 - x)(l - x2)( I - x3) ... (l -x<) 

such that each partition is associated with a e-convex. Based on Lemma 5.3.6, the 
g 

number of e-convex produced from a partition of n beads into e columns is L K,. 1 ,;;; e. 
V=l 

Hence, the number of e-convex is 

1 F e. 
8 

[K,! 
v=I 
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where F is the coefficient of x" in . ) . 
(1-x (I 

I 
2) · 1 - .3) ( - ) for n > I. x( x ... l .r □ 

(a1 +e')! , 
Theorem 5.3.10. For anv n, r and e 1/Jere exisf , - I of e-convex with e 

·· a1 !e 1 
I I f t 

columns and a 1 rows where I ,c; a 1 ,c; r, 1 ,c; e ,;; e and I,;; r ,;; e such that n = a1 +e 

_/(,r n,e and r positive integers. 

f. · · h ( a, + e') ! · ' II I / ' Proo We will prove through induction t at , 1s true ior a "" e ,c; e . · a, !e ! 

Basic step: When e' = I 

(a,+ J)! 
a,! I! 

so there are a1 of e-convex with one column and a1 rows. 
' ,, (a1 +e )! 11 , 

Induction step: For given e , suppose that , - I is true for e = e . Then, 
a1 !e ' 

from the induction hypothesis, we have 

Thus, 

" (a1+e+I)! 
II - ] ' 

a1!(e +I)! 

F h . . I f. d . ( ai -'- e') ! I . f II I " / rom t e pnnc1p e o m uct1on, , · 1s true or a ,c; e "" e. 
a1 !e ! 

In previous work, we obtained the number of e-convex class of nested chain abacus 

with a fixed number of beads, n. Since the nested chain abacus of connected beads 

has application in physics, especially in the movement of fluids where such movement 

causes the increase the number of connected beads. Next, we examine the increment 

of the number of connected beads by adding columns. A new nested chain abacus 

that satisfies the definition of e-convex by adding a sequence of set-column (SC) of 
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connected bead positions (adding column with connected bead positions) is obtained 

through Fayers's method. 

Fayers (2007) suggested a simple way to insert one column or more in the abacus by 

putting the number of beads in consideration, such that the last bead position in this 

column does not exceed the position of the last bead, w11 , but with an empty bead 

position in between. Otherwise, if this bead position exceeds the last bead positions 

without having an empty bead position in between, this case will be enumerated by 

using Payers' work. 

Given a partition, A, and a positive integer, k, we construct a new partition, A+\ as 

follows. 

Step one: Take b ;;, the parts of A, where b is the number of bead positions and 

construct the abacus display for A. 

Step two: Add a column to the abacus immediately to the left of column d where 

b+k = ce+d with O (; d (; e-1. 

Step three: Place c beads on this new column at the top c positions where k ) 0 that 

is the positions labelled d, d + e + 1 , ... and d + ( c - 1) ( e + 1 ) . 

Then, the new abacus represents partition ,l., +k. Since the c beads in the new columns 

will be placed in the top c positions, then the nested chain abacus of ,l., +k is a e-convex 
, , 

and e-convex which is a configuration of connected partition A +k(e ,r). 

For ,i.,(2A) = (3,2, 1,02), we can construct cases of,)., +o(3,4l,,i., +l( 3Al, ... ,A + 5(3,5) for 

class e-convex as shown in the next figure. 
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,,-3(3,4)=(3,22, 12 ,04) 

)c(2,4) =(3,2,1,02) 

a e 

,,+0(3,4)=(5,3, 12,03) )/4(3,4l=(32 ,22, 1 2 ,03) 

b f 

A,+1(3,4)=( 4,2,12,04) 

,_, +5(3,s>=(32 z2 1 2 04) 
' ' ' 

C 

>c+2(3,4)=( 4 22 12 03) 
' ' ' 

d g 

Figure 5.2. (a) A e-convex with 2 columns and 4 rows, (b) e-convex of k = 0, (c) 
e-convex of k = 1, (d) e-convex of k = 2, (e) e-convex of k = 3, (f) e-convex of k = 4 
and (g) e-convex of k = 5 
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Theorem 5.3.11. Let 91 bee-convex and let 91+k as a nested chain abacus for (n + c )­

connected beads with e columns bee-convex such that n + k = ce + d where k ;;:, 0 and 

I ,:;; d ,;;; e I. Then, there exist 

f-C17J 

L ,,. I 

e d +ep+ l 
l'=I 

r-c1~J 

e d +ep+2- L r,. 
i 1=1 

I 
ep+e-d 

if C, = r,Ce i c,, 

if C, = r,Ce = c.,, 

, 
2e-d +ep-j+! L rk if Ci= r,Ce i c,, 

' 2e-d +ep 

k=l 
ep+e-i 

j L rk 
k=I 

if Cj = r,Ce = Cv, 

n-J 
of e-convex where c1 = --, C, is the number of bead positions in column e, 

e 

(
n+k-d\ 

p r -- CJ and r,. is the number of columns with c., = e ) beads for l ,;; 

j(e-landv>L 

Proof Let µ(e,r) be a connected partition of a e-convex with r rows and e columns. 

Then µ (e,r)( +k) is a connected partition of e-convex after adding one column with Cr 

beads immediately to the left of d, where 11 + k = ce + d and O,:;; c,:;; r + I. Firstly, we 
, b-d 

add c 1 in column d such that c1 = --, and since O ,_;; d ,_;; e I we can add e d 
e 

columns with c1 beads. Secondly, we can add e columns with c, + I beads. The latter 
, 

is repeated c = r resulting in e -d + ep of e-convex, Then, we observe the following 

cases. 

Case one: C, = r, C, i c, .. 

The number of beads in consideration is such that the last bead position in these 

columns do not exceed the position of w,, hut with an empty bead position in be­

tween them. Otherwise, if this bead position exceeds w,, without having an empty bead 

positions in between them, then there is a e-convex with e + I and C1 = r + 1. 
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.. n+k-d . 
Since there are r,. columns of the nested chaw with ---- beads and there 1s a 

e 
. n~k d 

column, d, which also has --- beads then there are rv + 1 of the same forms or 
e 

shapes of nested chain abacus. This means that we overcounted 

r~ci+I 

L rv- I 
v.:.,:,J 

of e-convex. Hence, there are 

r~--<:1 + l 
e - d' + ep + I - L rv 

1·~· .. , l 

of e-convex. 

Case two: Ce r, C, c, . 

The number of beads under consideration is such that the last bead position in these 

columns do not exceed the position of wn but with an empty bead position in be­

tween them. Otherwise, if this bead position exceeds w n without having an empty bead 

positions in between them, then there is a e-convex with e + I and C1 = r-+- I. Since 

there are r,, columns of the nested chain with 
11 + k d beads and there is a column d 

e 
. n+k d 

which also has ---- beads then there are rv + l of the same forms or shapes of 
e 

nested chain abacus and C, = C,. for l s'.; d s'.; e I. Thus, we have overcounted 

(

r-c,+I ) L rv -2 
v=l 

of e-convex. Hence, there are 

' e-d +ep+2 
r-c1+l 
E ,., 
r=l 

of e-convex. 

Case three: Ci = r, C, / c,,. 
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The number of beads under consideration is such that the last bead position in these 

columns do not exceed the position of w11 but with an empty bead position in be­

tween them. Otherwise. if this head position exceeds w,, without having an empty bead 

positions in between them, then we have overcounted 

of e-convex where w11 is located in column j. Thus, there are 

2e ' d +ep- j 

of e-convex. 

Case four: Cj = r, Ce = c". 

Since Ce f r and the number of beads under consideration is such that the last bead 

position in these columns do not exceed the position of w,, but with an empty bead 

position in between them. Otherwise, if this bead position exceeds w,, without having 

an empty bead positions in between them, then we have overcounted 

( ' ) ep~e-d 

k~ rk + )+ 1-e 

of e-convex where wn is located in column j. Thus, there are 

' 2e-d +ep- j-1 

of e-convex. 
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5.4 ECO Method for the e-Convex Class 

In this section we employ the ECO method to enumerate the e-convex class of nested 

chain abacus. 

In this section, we define an ECO operation for the recnrsive construction of the set 

of the generation of e-convex to perform local expansions. Based on the five design 

structures of nested chain abacus, we partition the set of e-convex into five subsets 

denoted by ev -convex, eH -convex, epv -convex and ePH -convex: 

• e''-convex subclass is a vertical rectangular nested chain abacus (see Figure 5.3(a)), 

• ePV -convex subclass is a vertical rectangle-path nested chain abacus (see Figure 

5.3(b)). 

• / 1-convex subclass is a horizontal rectangular nested chain abacus (see Figure 

5.3(d)). 

• eP11 -convex subclass is a horizontal rectangle-path nested chain abacus (see 

Figure 5.3(c)). 

• e5-convex subclass is a singleton nested chain abacus (see Figure 5.3(f)), 

Figure 5.3 illustrates the 5 disjointed subsets of e-convex. 
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a b C 

d f 

Figure 5.3. (a) A ev -convex, (b) ePv -convex, ( c) ePH -convex, ( d) eH -convex and (f) 
es-convex 

We now define an ECO operator called ~ which forms the following local expansions: 

• For any L = I, 2, ... , r the operator~ glues a column with L beads to the right­

most and leftmost column of nested chain abacus; this can be done in 2r ways. 

Therefore ~ produces r of e-convex class. 

• One e-convex by adding an entire row. 

Thus, the operator~ produced 2r+ 1 of e-convex which have e+ r+ 1 semi-perimeter. 

Moreover, the operator performs some other transformations one-convex of classes ev­

convex, epv -convex, ePH -convex, eH -convex and es-convex, according to the 

respective classes: 

1. If the nested chain abacus belongs to the class es-convex, then the operator ~ 

produces 
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• 2r of ePH -convex with e + I columns and r rows by adding h cells in the 

rightmost and leftmost of e5-convex where 1 :s;: h :s;: r. 

• One of ePv -convex with e columns and r + I rows by adding one row in the 

topmost of e5-convex withe columns and r rows. 

2. If \J1 belongs to the class ePH -convex, then the operator 19' produces 

• 2r of ePH by adding h cells in the rightmost and leftmost of ePH -convex 

where I :s;: h :s;: r. 

• One of 

- ev -convex by adding one row in the topmost of ePH -convex if e = r + 1, 

or 

eH-convex by adding one row in the topmost of ePH _convex if e > r+ 1. 

3. If \J1 belongs to the class ePV -convex, then the operator 19' produces 

• 2r of ev -convex by adding h cells in the rightmost and leftmost of ePV -

convex where 1 :s;: h :s;: r. 

• One of ePV -convex by adding one row in the topmost of ePH -convex. 

4. If 91 belongs to the class el-I -convex, then the operator "19 produces 

• 2r of eH-convex by adding h cells in the rightmost and leftmost of eH -convex 

where I :S:: h :s;: r. 

• One of 

es -convex by adding one row in the topmost of ~ -convex if r = e - I 

and e is odd, or 

- ePl-l -convex by adding one row in the topmost of eH -convex if e > r - 1. 

5. If \J1 belong to the class ev-convex, then the operator 19' produces 

• 2r of 

- es -convex by adding column in the rightmost and leftmost of e v -convex 

with h beads if e = r - I. 
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Since 

ePV -convex by adding column in the rightmost and leftmost of ev -convex 

with h beads if e > r - 1 where 1 ~ h ~ r. 

• ev -convex by adding one row withe beads in the topmost of ev -convex. 

l. for any 91 E e-convex, all the nested chain in 19(e-convex) also e-convex. 

2. all the produced e-convex have semi-perimeter n + 1. 

The operator, 1'J, satisfies the conditions 1 and 2 of the ECO method as show in Figure 

5.4 and Figure 5.5. 

Figure 5.4 illustrates ECO method applied in classes e5-convex and ePH -convex. 

_ j L________,___ _,._ 

Figure 5.4. The 1'} operator applied to >J1 nested chain abacus in class e5-convex 
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Figure 5.5. tJ operator applied to ePH -convex nested chain abacus 

The next step consists of translating the previous construction into a set of equations 

whose solution is the generating function for e-convex. To achieve this purpose, we 

must introduce the concept of succession rule. 

5.4.1 The Succession Rule Associated with tJ 

Translating the construction of the operator tJ onto the framework of succession rule 

means to label with k , k E N + for each nested chain abacus that produces exactly k 

beads, and then represent the performance of the operator with a set of productions. 

Actually, it is easy to recognize that each nested chain abacus of class ev -convex, 

ePV -convex, ePH -convex, eH -convex and e5-convex has label 2r + 1 where r is the 

number of rows. Previously, we had sketched the performance of the ECO operator 

on a generic nested chain abacus. Let us take as an example the nested chain abacus 

in Figure 5.4 producing seven nested chain abacus and each of the new nested chain 
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abacus will preduce seven nested chain abacus except for the last which preduce (9) 

nested chain abacus. The root of the tree is (3), which is the label of the nested chain 

abacus with one bead position. 

GenericalJy, the succession rule with the ECO method can be presented as 

il · { 2,: I (2, + 1)2'(2(,+ I)+!), ,> 0 

where the power notation is used to express repetitions, that is (2r+ 1 )2,., which stands 

for(2r+1) , ··· ,(2r+1). 

2r times 

Figure 5.6 illustrates the first three levels of the generating tree of Q. 

3 

~;\\ ;1\ 
4'4//Jij ~~~~'- · 

I SS55755S57SS5575SSS7 777 7779 3 35 33S5555 7 335335 5S5S7 1 

Figure 5.6. Generating tree of Q 

5.4.2 The Generating Function in Level N 

Based on the result of Q, we obtain the local expansions of the class e-convex with e 

columns and r rows according to the growth of the number of bead positions by adding 

h bead positions on the leftmost, and rightmost and e bead positions on the up-most 
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where 1 ,;;; '1 ,;;; r. Based on the operator, v, each e-convex will produce 2r + I then. 

Level 0: The number of e-convex with r rows is 2r + 1 such that 2r of them with r 

rows and 1 with r + I rows 

Level 1: The number of e-convex with r rows is 

(2(r+ l)+ l)+2r(2r+l). 

Level 2: The number of e-convex with r rows is 

2(r+ 1)(2(r+ I)+ l)+(2(r+2)+ 1)+2[2r(2r+ I)+ (2(r+l)+ l)l. 

Level 3: The number of e-convex with r rows is 

(2(r+ J) )2(2(r+ I)+ l) + 2(r+ I )(2(r+ 2) + l) +2(r+ 2) (2(r+ 2) +I) 

+(2(r+ 3) +I)+ 2[(2,-)2(2r + l) + 2r(2(r+ I)+ 1) + (2r)2 (2(r + J) + 1 )] 

+(2(r+2)+ 1)] 

(2(r+ I))2(2(r+ I)+ J) +(2(r+ I)+ 2(r+ 2))(2(r+ 2) + 1) + (2(r+ 3) + 1) 

+2 [ (2r)2 {2r+ l) + (2r+ (2r)2 )(2(r+ 1) + l) + (2(r + 2) + 1)]. 

Since we begin with r 1. then, the number of class e-convex computing is as follows: 

Level 0: The number of e-convex is 3. 

Level 1: The number of e-convex is 

1(5)-+ 2(3). 

Level 2: The number of e-convex is 

4(5)+ 1(7)+2[2(3)+1(5)]. 
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Level 3: The number of e-convex is 

42(5) + (4+ 6)7 + 1 (9) + 2[22 (3) + (2 + 4)(5) + 7]. 

Level 4: The number of e-convex is 

43(5) + (42 +4 X 6 +62)7 + (4 + 6+ 8)9+ I J+ 

2[22(3)+ (22 +4x2+42)(5)+(2+4+6)7+ I x9]. 

Level 5: The number of e-convex is 

44 (5)+ [43 +42 
X 6+4x 62 +63

] 7+ 

[42 +4 1 x 81 +42 
X 6+6 x 8+82 +629+4+6+8+ 10] 11 + 13. 

We have the formula for L = 0, I, 2, 3 and we want to generalize it for level n (L = n). 

We divide the general formula of the number of class of e-convex into two parts and 

generalize them by analysing each part within it. Finally combine the generalizations 

for both parts to anive at the generalized formula for L = n. 

Part 1: 

The first term contains one term and the second term contains two terms, and thus, the 

k1h term contains k terms. The first term had 2, then, second term had 2 and 4, then the 

third term had 2, 4 and 6 so the k'" term contains 2, 4, 6, ... till (2k). The constant term 

multiplied with each term starting from 3 and increases by 2 for the next term. 

So, the I!" term of the formula for the second part is; 

K1h term 2nd part equal to 

n-k 

2([ i 1 x4;' x6;3 x ... x (2k)1')(3+2(k I)), 
ij ....... o 

such that 

and for n;;,: 3. 

k 

[i;=nk 
;~1 
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Part 2: 

The first term contains one term and the second term contains two terms, and thus, 

the kth term contains k terms. The first term had 4, then the second term had 4 and 6, 

then the third term had 4, 6 and 8 so the k'" term contains 4, 6, 8, ... till (2k + 2). The 

constant term multiplied with each term starts from 5 and increases by 2 for the next 

term. 

So the k'1, term of the formula for the first part is 

K' 11 term J st part is 

such that 

and for n ?, 3. 

11-k 
[ (411 x612 x813 x ... x(2k+2)1

')) (5+2(k I)), 
ii=O 

k 

L'i 11-k 
j=l 

So, we can take the k'" term of the whole formula as 

Kth term is 

such that 

and for n ?, 3. 

11-k 

L (411 X 612 X 813 X ... X {2k+2)1
') (5+2(k 1)) + 

ij=O 

k 

[ i1 = nk 
j=l 

So, the formula for L = N in general is 

n n-k 

[ [ (4' 1 x611 x813 x ... x (2k+2)1')(5+2(k-l)) 
k= I ir•O 
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such that 

u rr-k 
+2[, [,i1 x4i'x6;3 x ... x(2ki')(3+2(k-l)), 

k~ 1 ii~o 

k 

[, iJ = nk 
J~I 

and for n ) 3. 

5.4.3 The Generating Function of a Succession Rule 

In order to find generating function. First, we have found the function /n(r,y) and 

substitutedy = I to find the generating function /n(x). The given succession rule is: 

where power notation denotes the repeat number of level. Then 

/n(x) 

.fn(x,y) 

fn(x,y) 

L,fnx', 
n~O 

[, J.,.kx'I 
n;?O,k;? I 

E J,,.2k-l x"/k+I. 
n;?.0:k~l 

From the succession rule Q, since fn. 2k 0, f,,,2k = 0, where k 0, I, ... , we 

deduce that 

.fn(x,y) ~ f, .Ji 2k-1 
i- n,2k+J .A Y 

n;?::0,k?I 

= x0l + L, fn,2k+I x'y2
k+l 

n~Lkp!l 
2k 

y3 +x E fn,2k·•·I x'(y2k+I +y2k+I + ... +y2k+I +y2(k+l)+I) 
n~O.k;::1 

= _,3+x ~ f, .. x'(2.k./k,1 +,,2k+3). L.,, , n,2k4 l . • 
nfoO.k;:t I 
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Since the starting number of the tree is 3, so the first term is x0y3. 

fn(x,y) L J,,.2k+I x1'/"' 1 

n~Oi'.?:I 

y3 +x L f,,,2k+1 _,!'(2k.y2k+l +y2k;3) 

n~Oik??:1 

,,3 +x ~ r _,, .2k+3 +x ~ f, .n2k y2k+l 
.'' I,_ J n.2k+ l ..t )' i.., n.2k----,--- l .x , 

n~O,k~l n~O.k)i 

y3+xy2 L fn,2k+ix"_v2k+l+x L f,,,2k+1x1'2k.y2k+l 
n~O.k;;,;: I n~O.k~ l 

y3 +xy2 fn(x,y) +x L fn.2k+I 2k .. i:•y2k+I _ 
n>O.k~J 

We can transfer the third term as follows: 

Form differentiability per each term of power series, 

- X L fn,2k+1 (2k + I I ).x"y2k+l 
11;?:0l.-~l 

= yx L fn,2k+ I (2k + I )x1'y2k X L fn.2k+ 1 x"y2k+ 1 

n;?:01k?: 1 n?:0,k~ l 
rJ . = xya( L f,,,2k+1 x1'y2k+ 1)-x/,i(x,y) 
y 11?:0,k~d 

rJ fn(x,y) 
- xy d -xfn(x,y). 

y 

Hence, 

fn(x,y) 

fn(x,y)(I +x xy2) 

Jfn}x,y) _ fn(x,y)( I +x-xy2) 
y xy 

;3 .2 d fn(x,y) 
y +xy fn(x,y) +xy dv -xfn(x,y) 

Y
3 +xv dj,i(x,y) . 

. Jy 

X 

The solution of~:+ p(x)y = Q(x) is y e- I p(x)dx ( c + ./ Q(x)ef p(x)d.rdx) 

l+x-xf y2 . 
where p(y) = ---- · , Q(y) = '-, where we can see that x 1s constant. 

xy X 

Thus. 
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fn(x,y) 

fn(x,y) 

By employing programming code in Appendix F, the generating function is 

The final equation is the expansion of the generating function which is 

!1 = 1,h=3,f,= ll,/4=49, ... 

where fn denotes the number of nodes at level n of the generating tree and from the 

definition of succession rule, I,,~ 1 denotes the sum of the numbers at level ,,. 

Next, we construct a class of nested chain abacus with respect to columns. 

5.5 Spinal Design Approach 

Based on chapter Two, Section 2.4.2 we construct a class of nested chain abacus with 

two columns knows as 'l12
. In the rest of this section we discuss the construct of class 

in Definition 5.5. l and then one of the important properties for the discrete objects 

(objects can be count and classified). 

Definition 5.5.1. A nested chain abacus is knows as 'l12 if 

1. consists of tow columns 

2. column 1 (respectively, column 2) with at most two SC sequences of adjacent 

beads. 

3. column 2 (respectively, column 1) with at least one SC sequence of adjacent 

beads. 
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4. all SC sequences are connected. 

Figure 5.7 illustrate the construction the the nested chain abacus of 5Jt2 for 4-connected 

beads. 5.7. 
-------~---- - -------

Figure 5. 7. The 7 distinct fom1s of 912 for 4-connected squares 

Consider Figure 5. 7 there are 7 distinct fonns of 912
, the number of nested chain abacus 

of 912 with one SC in Theorem 5.5.2 where(:) = 0 if b > a 

Theorem 5.5.2. Let 912 be nested chain abacus with n beads and two columns such 

that column 1 (respectively, column 2) with one SC sequence of adjacent beads and r 

beads. Then, the number of 912 is 

8 (r) [ k- 1 8 (' 1) l o 
\~ k +4 l+ff ~ +\~/-4+ 1 

where k is the number of beads in column 2 (respectively; column 1) and k ~ r. 

Proof Since k ~ r then 

o= { i n-1 
2 

Case 1 to prove 2 fi (~). 

if n is even number, 

if n is odd number. 

In this case we have bijection from column I (respectively, column 2) with r beads 

to column 2 (respectively, colum11 I) with k beads. Since k ~ r then, k beads will 

connected with r beads in (:) different ways. Since I ~ k ~ o then, there is kt G) 
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different ways to connected column l with column 2. Based on Definition 5.5. l the 

number of 912 is kt (~)- Now, if column 2 with rand based on previous result the 

8 (r) number of 91
2 

is 2 k~ k . 

[ 

k- 1 i5 (r ])] 
Case 2 to prove 4 1 + -~ k~ ~ . 

In this case the r beads in column I will connected with S beads in column 2 and k- S 

beads connected with columns 1 by bead q + l or r + 1 as shown in next figure, 

Bead position q 

Bead position r-q+ I 

Figure 5.8 

Empty posi tion 0 

k-S 

beads 

r beads 

} 

Bead position r 

Sbeads 

• • 

------

where 1 ~ S ~ k - 1. First, if { q + I ; q - J, q - 3, ... } are beads positions as shown in 

above figure, 

• S = 0 then, there is one way to connected column I with column 2. Thus there is 

a nested chain abacus. 

• S = 1, Since k - s beads connected with column 1 by a bead then, there is C ~ 1) 

way to connected column l with column 2. 

• S = 2, Since k- s beads connected with column 1 by a bead then, there is C; 1) 

way to connected column 1 with column 2. 
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Thus there is (r ~ 1) way to connected column I with column 2. Since I ,;; S,;; k- I 

and I ,;; k ,;; o there is 

k-1 o (r I) 
It EE 

s=lk=I S 

ways to connected column 1 with column 2. Based on Definition 5.5.3 the is 

k-1 o ( 1) 
I +;J; rs 

of nested chain abacus of ')12. Second, if {r+ I ,r~ 3, r + 5, ... } are beads positions as 

shown in above figure. then there is 

ways to connected column I with column 2. Similarity , if the r beads in column 2. 

Thus the number of nested chain abacus of 912 is 

4 [1 + kE t (rs I)] . 
s=l k=I 

l! 
Case 3 to prove 2 L k - 4 + I. 

k=4 
In this case column 2 with two set-sequences { SC1 ,SC2 } satisfies the following 

conditions: 

(i) SC1 and SC2 have at least two beads. 

(ii) SC1 connected only with the first beads in column 1 and SC2 connected only with 

the last beads in column I. 

Such that, 
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l. If k = 4, based on the previous two condition there is only one <n2 in this case. 

2. If k = 5. based on previous two condition 

• SC1 has two beads and SC2 has three beads. 

• SC1 has three beads and SC2 has two beads. 

3. If column 2 with k beads, based on previous two condition 

• SC I has 2 beads and SC2 has k 2 beads. 

• SC1 has 3 beads and SC2 has k - 3 beads. 

• SCk-Z has 2 beads and SC2 has 2 beads. 

Thus there is k 3 nested chain abacus, based on Definition 5.5.3 there is k - 3 of <)12. 

Since I :<:; k :<;; 8 then, the number of ')12 is 

;; 

_Lk 3. 
kcc4 

Based on Cases 1 ,2,3 the number of <)f is 

D 

Theorem 5.5.3. Let ')12 be nested chain abacus with n beads and two columns such 

that column 1 (respectively, column 2) with rwo SC sequence of adjacent beads and r 
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beads. Then, the number of':J12 fa 
a k-g k 2 ~ (r-h-2) 

] + 
2 

MJ;Oa~Og;h~k; M 

+2 t k-fak[ t [ t (h-2) (r-h 2)· 
M=O N=O a=0g=3h=3k=3 N M 

Proof. We will prove the above theorem by induction. 

Basic step: 

When r = l, since k ,( r, then, k = I. Thus, the number of ~f is 1. Induction step: We 

□ 

5.6 Conclusion 

This chapter is devoted to generate classes of nested chain abacus by using using two 

methods, namely e-core and spinal design. Further, we determine generating function 

of the e-convex class with respect to the semi-perimeter, as application of the ECO 

method. In addition, property of the classes are proposed. 
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Figure 5.9. Methods to development classes in nested chain abacus and generating 
function 
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CHAPTER SIX 

TILING WITH NESTED CHAIN ABACUS 

6.1 Introduction 

This chapter is devoted to apply classes of nested chain abacus of tiling in finite regions. 

Several mapping notations for generating two algorithms are presented. The mapping 

notations are used to move subsets of bead positions as well as empty bead positions 

after embedding the class of nested chain abacus in finite grid for tiling a rectangle. 

This chapter begins with some definitions required for this chapter in Section 6.2. 

Next, in Section 6.3, two algorithms arc derived for tiling a rectangle for the nested 

chain abacus. Finally, some theoretical results are proposed formulated and proved in 

Section 6.4. 

6.2 Fundamental Definitions in Tiling 

In this section we presented remark and some fundamental definitions for constructing 

tiling algorithm. 

Remark 6.2.1. Based on Definition 4.2.3 and Remark 4.2.4 the nested chain ahactts 

is considered as a picture with rectangular forms, and the bead as well as empty bead 

positions are considered as squares in two colors where the bead positions constitute 

the image of the picture and the empty bead positions constitute the background. In 

this chapter, we consider the nested chain abacus with e columns and r rows as tiles 

' ' ' used in tiling a finite region of grid with e columns and r rows for 1 ::;; e :;;; e and 

' 1 ::;; ,. ::;; r. 

Figure 6.1 (a) illustrated an original nested chain abacus with bead and empty bead 

positions, colored in gray and blue respectively while Figure 6.1 (b) illustrate the nested 
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chain abacus embedded in a finite grid. 

-- -- ---------------

I I l I 
I i l I 
I I 

I I I 
I I I 

I l 
I 
I 

I I 
I 

l 
I I 
I I 
I 
I 
I I 

a b 

Figure 6.1. (a) Nested chain abacus for IS-connected beads and (b) The nested chain 
abacus for l S-connected beads embedded in a finite grid 

Definition 6.2.2. Let SR = {me+ j; me+ j + 1, ... , me+ j + /} be a set-row sequence 

of connected bead positions in the nested chain abacus with e columns and r rows. 

me+ j is a head row bead of the set-row sequence where O ~ m ~ r - 1 and 

0 ~ j ~ e - 1 for O :,;, / :,;, e - j . 

Definition 6.2.3. Let SC= {me+ j, (m + l )e + j, ... , (m + m
1

)e + J} be a set-column 

sequence of connected bead positions in the nested chain abacus with e columns and 

r rows. me+ j is a head column bead of the set-column where O ~ m ~ r - l and 

I 

0 ~ j ~ e - I for O :,;, m ~ r - m. 

Figure 6.2 illustrates the head column beads and head row beads. 
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- ----------

Head set-row Head set-column 

Figure 6.2. Head column beads and head row beads in nested chain abacus 

Based on the connectedness in chapter two and chapter five, two families of nested 

chain abacus with respect to columns and rows are established in the following 

definition. 

Definition 6.2.4. An equivalent columns-convex nested chain abacus class (lJlc) is a 

set of nested chain abacus with one set-column such thm Co = Ci = ... = Ce- I and 

r = 2C1 where C1 is the number of the beads in column j and O ~ j ~ e - I. 

Definition 6.2.5. An equivalent rows-convex nested chain abacus class (!J1,.) is a set of 

nested chain abacus with one set-row in each row su·ch that Ro= R1 = ... = R,._, and 

r = 2R111 where Rm is the number of the beads in row m and O ~ m ~ r - I . 

Depending on the geometric characteristics of the nested chain abacus in Definition 

6.2.4 and Definition 6.2.5, next we construct two algorithms for the tiling of a finite 

grid by translating the subset of positions. 
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6.3 Tiling Algorithm 

In this section, we attempt to solve the problem of tiling in a finite region with ')1c and 

')1r nested chain abacus. Next, two algorithms are proposed to tiling a finite region. 

6.3.1 Algorithm with 91c 

A class of nested chain abacus called 91c with e columns and r rows will be used for 

' ' tiling in a finite region withe columns and r rows: 

Step 1: Creating me nested chain abacus 

I. Let set S = [r,e,k] be an initial parameter such that each are the numbers of rows, 

columns and number of bead positions in column j where O ,;;; j ,;;; e - I . 

2. Identify the head column beads.in column j by employing programming code in 

Appendix D. Code C and Code D. 

Consider S = [4, 5, 3] be an initial parameter, the head column beads for all me as 

shown in Table 6. L 

' " 3. Identify the first and last head column beads, k , k such that 

{((O), (k' + 1,0}, ... , (k' +k,O)} is set-column sequence in the first column, 
I/ If II 

{(k ,e 1),(k + l,e-1), ... ,(k +k,e-1)} is set-column sequence in the last 

column. 

" ' 4. Calculate p where p = k - k. 
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Table 6.1 

Head column bead position o.fnested chain abacus withe= 5, r = 4 and k = 3 

Nested chain Head in Head in Head in Head in Head in 
abacus number column I column 2 column 3 column 4 column 5 

I 0 I 2 3 9 
2 0 2 8 4 
3 0 2 8 9 
4 0 7 4 4 
5 0 7 8 4 

6 0 I 7 8 9 
7 0 6 2 8 4 

8 0 6 2 4 9 
9 0 6 2 8 4 
10 0 I 7 3 4 
11 0 6 2 8 9 
12 0 6 7 3 9 
13 0 6 7 3 9 
14 0 6 7 8 4 
15 0 6 7 8 9 
16 5 2 3 4 
17 5 2 3 9 
18 5 2 8 4 
19 5 I 7 8 9 
20 5 I 7 3 4 
21 5 7 3 9 
22 5 7 8 4 
23 5 2 8 9 
24 5 1 2 3 4 
25 5 6 2 3 9 
26 5 6 2 8 4 
27 5 6 2 8 9 
28 5 6 7 3 4 
29 5 6 7 3 9 
30 5 6 7 8 4 

Step 2: Finding the mapping 

Propagate the nested chain abacus with e columns and r rows of class <:He within the 

I I ! I 

finite region with e columns and r rows for 1 ,,; e ,,:; e and l ,,; r ,,:; r by applying 

three mapping notations. 
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I. r 1 is mapping notation: Zx Z-> Zx Z such that 

' ' r1 (me + j)-+ (m+ sp )e + (J +se) 

' e 
where O ,:;; m ,:;; r - I, 0 ~ j ,:;; e - I and I ,:;; s ~ r - l - I. 

e 
' 2. r2 is a mapping notation: Zx Z-+ Zx Z, such that Vs 3 s. Then, 

I I ! 

r2(me + j)-+ (m+sp+sk)e +(J+se) 

, ' e , r 
where r - k ~ Ill ,:;; r- I. 0 ,:;; j ~ e - 1 and O :;;; s ,:;; r -1- I, I :;;; s ,:;; r - l - I. 

e r 

3. r3(m,j) is mapping notation Zx Z-> Zx Z, such that. Then, 

r3 (me' + j)-+ (m +sp )e' + (j + es) 

' re l r _ where O ,:;; m :;;; r- l, 0 ~ j ,:; e - I and l ,:;; s ,:;; - , I ,:;; s1 ,:; r - I . 
e r ,, 

4. r4 (m.j) is mapping notation Zx Z-+ Zx z. such that Vs 3 s. Then, 

r3(me' + j)-+ (m+sp -s" k)e' + (j + es) 

' ' .e l fr where O ,:;; m ,:;; k- I, 0 ,:;; j,:;; e - I and I ,:;; s ~ - . I ~ s1 ,:;; 
e r 

Remark 6.3.1. Let the nested chain abacus be a class of'Ylc and let 

rv(m,j): Z-+ Zx Z be the mapping notation. Then, 

" ' 1. lfk :;;; k then we apply two mapping notations r1 and r2. 
" ; 2. If k > k then we apply three mapping notations r2, r3 and r4. 

3. r,.(position with color gray (respectively, blue))-+ (bead position with color gray 

(respectively, blue))ifs+s' +s'1 E z;. 
4. r,.( bead position with color gray ( respectively, blue)) -. ( bead position with color 

blue ( respectively, gray) ifs+ s' + / 1 E z;, where I ¾ v ,:;; 3. 
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The result of the process of tiling rectangle by using <Jt,. is demonstrated by the follow­

ing example. 

Example 6.3.2. Consider nested chain abacus number 20 in Table 6.1 where 

[r, e, k] [4, 5, 3], by employing programming code in Appendix C with head column 

beads { 5,1, 7, 3, 4} then, 

in column 1, positions 5, 10, 15 are bead positions while position 0 is empty bead 

position, 

in column 2, positions 1, 6, 11 are bead positions while position 16 is empry bead 

position, 

in column 3, positions 7, 12. 17 are bead positions while position 2 is empty bead 

position) 

in column 4, positions 3, 8, 13 are bead positions while position 18 is empry bead 

position and 

in column 5, positions 4, 9, 14 are bead positions while position 19 is empty bead 

position, as shown in Figure 6.3. 
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i 

! - · ,_ -·+- + -eH--+-if-+-H--+-+--+-, 

a b C 

e d 

Figure 6.3. (a) Nested chain abacus where e = 4, r = 4 ,k = 3 (b) r1 wheres= l (c) 11 
I 

wheres= 1,2 (d) 1 1 wheres =1 , 2 and r2 wheres =0 and S = I (e) 1 1 wheres =1 , 2 
I 

and 12 wheres =0, I and S = 1, 1 
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6.3.2 Algorithm with \)lr 

, , 
In this section, a new algorithm for tiling in a finite region withe columns and r rows 

is proposed using ITT, withe columns and r rows as follows: 

Step I: Creating ITT, nested chain abacus 

I. Let set S = [r, e, L] be an initial parameter such that each are the numbers of rows, 

columns and bead positions in row m where O ,,;; m ,,;; r - I. 

2. Identify the head row beads in row j by employing programming code in Ap­

pendix C, Code C and Code D. 

Consider S = [4,4, 3] be an initial parameter, the head row beads for all ITT,. nested 

chain abacus can be create as shown in Table 6.2. 
, ,, 

3. Identify the first and last head row beads, L , L such that 

{(O, L), (0, L' +I), ... , (O,L + L)} is set-row sequence in the first row, 

ff U H 

{(r-1,L ), (r- I,L + !), ... , (r-1,L +L)} is set-row sequence in the last row. 

4. Calculate the e where e 
,, , 

L -L. 
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Table 6.2 

Head column bead position of nested chain abacus withe= 4, r = 4 and k = 3 

Nested chain Head in Head in Head in Head in 
abacus number column I column 2 column 3 column 4 

0 0 0 0 
2 0 0 2 2 
3 0 0 2 0 
4 0 2 0 2 
5 0 2 0 0 
6 0 2 2 2 
7 0 2 2 0 
8 2 0 0 2 
9 2 0 0 0 
lO 2 0 2 2 
II 2 0 2 0 
12 2 2 0 2 
13 2 2 0 0 
14 2 2 2 2 

Step 2: Finding the mapping 

Propagate the nested chain abacus of class 9'!c withe columns and r rows within the 
f f I I 

finite grid with e columns and r rows for I ( e ( e and 1 ( r ( r . 

I. -r1 is mapping notation Zx Z-+ Zx Z, such that 

' ' '!'.1 (me + j)-+ (m +sr)e + (j +st:) 

' 
whereO (m ( r-1,0 ( j(e 

e 
I and I ( s ( r - l - I. 

r 

2. -i:2 is mapping notation Z x Z-+ Z x Z such that Vs' 3 s. Then 

-r2(me' + j)-+ (m +sr)e' + (j +st:+ s'k) 

' ' . r , e 
where O ( m ( r-1, H - J ( J ( e - J and O ( s ( r-l ····· l, l ( s ( r-1- I, 

r e 
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3 • 
3. T is mapping notation Zx Z -t Zx Z such that vs 3 s. Then 

' , 
T3(me + j)-t (m+sr)e +(J+se) 

, 
. e 

where O ,Sm ,Sr - l, 0 ,SJ< e-1 and O ,S s ,S f-l -1. 
e 

• 4. is mapping notation Zx Z -t Zx Z such that vs 3 s. Then 

I I II 

,3(me + J) -t (m+sr)e + (j +se- s k) 

' e • 
where O,;; m ,S r- 1, 0,;; j < e - I and O,;; s,;; f-l -l, l ,;; s . 

e 

Remark 6.3.3. Let the nested chain abacus be a class of<J1,. and let 

1 and i-2 

, 
2. if L > I., then we will apply three mapping notations T2, T3 and T4. 

The result of the process of tiling rectangle by using ')1, is demonstrated by the 

following example. 

Example 6.3.4. Consider nested chain abacus number 12 in Table 6.2 where 

[r, e, k] = [4, 4, 3]. by employi11g programming code in Appendix B with head row 

beads {1,5,8, 12} then, 

in row 1, positions 1, 2, 3 are bead positions while position O is empty bead position, 

row 2, positions 5, 6, 7 are bead positions while position 4 is empty bead posfrion, 

row 3, posirions 8, 9, JO are bead positions while position 11 is empty bead position 

and 

row 4. positions 12, 13, 14 are bead positions while position 15 is empty bead position, 

as shown in Figure 6.4. 
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j ! 

! 
:_ 1-- F-- - +---+--+-+---t--+-t-+-+-+--+--, ·-1--~ - ·-•t-' ++--+--1-+-+-+--+--1---t-i 

1--+-+-+-+-,-+-++--+--1-+-++--+--1 .. -+-++-+-i-+-++--+--1-+-+-+-+--i 

a b C 

~r-- - ·-- ,-,--,-,-.........,,-,--,-,--.-,-, 

,..... - --+-l-+-+--+-+---t--t--t-+-+-+--1 

e f 

Figure 6.4. (a) Nested chain abacus where e = 4, r = 4 ,k = 3 (b) -r1 wheres= 1 (c) -r1 
I 

wheres= 1,2 (d) -i-2 wheres = l , 2 and -i-2 wheres =0 and S = 1 (e) -i-1 wheres =l, 2 
and -r2 wheres =0, 1 and S

1 

= 1, 1 
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Consider figure 6.3 and Figure 6.4, if the position is marked with color gray (R) then 
, 

the translation of it with color blue (R) is as shown in Table 6.3. 

Table 6.3 

Translation color R to color R 
t 

s 0 2 3 4 5 
s 

0 R R R R R , , , 
I R R R R R R , , , 
2 R R R R R R , ' 

, 
4 R R R R R R 

6.4 Theoretical Result 

Theorem 6.4.1. Let CJ be the number of beads in columnj. The number of (He of 

nested chain abacus with a C1 beads j is 

e-l 

TI(2C1- l) 
J=l 

wl,ere SCJ is the number of beads in column j. 

Proof 

Basic step: 

If e = I then the nested chain abacus with I column. Hence, there is only one nested 

chain abacus. 

Inductive step: 

consider adding a column with c1 beads to the right of column e. Then, there are 

2C1 - I ways to connect column e - I with column e. Thus, the number of nested 

chain abacus with a SC1 beads in column j is 
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Thus, 

e-l 

(2C_; -1) fl {2C_;-1). 
j=I 

e 

fl(2C_;-l). 
J=l 

In the next theorem we will found a generating function of 'Jlc class 

, 
Theorem 6.4.2. Let b be the number of empty bead positions. The generating function 

for the number ofr:f!c has the following ordmary form: 

xy(2n-1) 
(1-x(211 l})(l-y) 

Proof Based on Definition 6.2.4 the number of beads in e columns are equal. Jf e 

then the n beads location in one column, Since the grows of r:f!c nested chain abacus 

by adding one column and one row with n beads then, the number of beads in column 

j (SC_;) is equal to 11 where l ,s; j ,s; e. Based on Theorem 6.4.l the number ofr:f!c is 

e-1 

fl(2C_; I) 
j=I 

where c1 11. Based on the the ordinary form the generating funclion of m" is 

Since 

:£ (2n-l)'-lx'y" =xy :£ (2n- 1)'-lxe-lyr-1. 
e,r~ I e,r;;, l 

2 l l+x+x + ... =-
1
~­
-x 
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Then, 

" ( )e- L.e l " r-1 xy(2n - I) 
xy 1.., 2n- I .< 1..,Y = (I- ·(2 !')(I_ · 

e;,,J r)I X n } y) [j 

Theorem 6.4.3. let Rm be the number of beads in row m . Then, the number of'J1c of 

nested chain abacus is 
r-1 

TI (2Rm I)· 
Rm=1 

Proof See proof Theorem 6.4.1 D 

' Theorem 6.4.4. Let b be the number of empty bead positions. The generating function 

for the number of'J1,. has the following ordinary form: 

xy(2n I) 
(1-x(2n-1))(1-y) 

Proof see the proof of Theorem 6.4.2. D 

Theorem 6.4.5. Let 'J1 be a class of'J1,. with e columns and r rows where Land L
0 

are 

' the head row beads in row 1 and row r respectively for L ~ L. Then, the number of 

' ' nested chain abacus needed for tiling a rectangle with area e x r are 

r/ ~r1 . . 
whereu=Jrle'I ,e L-L 
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g > r ~1:•n 



Proof 

Case one: If g < I ~:
1

~,11. 
Suppose that H is the number of bead positions in each row. Based on mapping no-

tation r 1 where only one nested chain abacus with r rows and e g le' I columns will 

be translated where I ,E; g < u. Based on mapping notation r 2 the nested chain abacus 

with r rows and H columns well be translated. Since '!"2 depends on the mapping '!"1. 

Thus. there is 

l
e' el u 

1
e, -e+ g 1e'1l 

I+ Ff +[.1+ H 
R=I 

nested chain abacus to be translated. 

r r I , l Case two: If g ;;, r le' I . 
Since the mapping notation 'l"l(g) out the region then, using '!"2 the number of nested 

chain abacus is 

Thus, the number of nested chain abacus for tiling in a finite region with class 91, is 

□ 

Theorem 6.4.6. Let nested chain abacus be a class of91c withe colwnns and r rows 

and k',;; k" such rhat (k,d) is the lower head column bead position, (k', 1) and (k",e) 

are rhe head column beads in columns 1 and e respectively. Then. the number of')10 

' ' which can be used for tiling a rectangle with area e r is 
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f If t ' I 

wherep=r-k,p =k -k ander<er. 

Proof. Similar proof of Theorem 6.4.6 D 

6.5 Conclusion 

In this chapter, we apply classes of nested chain abacus in developing algorithm for 

tiling. 

Tiling with Nested Chain Abacus 

Transformation 

Mapping notation 

00 
I I 

Mapping notation 

Algorithm to tiling finite 

region 

Figure 6.5. Tiling with nested chain abacus 
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Nested Chain Abacus 
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CHAPTER SEVEN 

CONCLUSION 

In this chapter, we highlight research contributions which were developed and proven. 
 
 

7.1 Research contributions 

• Constructing new abacus: 

In Section 2.3, we develop an algorithm to construct a new representation for n-

connected ominoes called nested chain abacus. We also show that the new 

development provides a direct representation to the n-connected ominoes and 

associated each form of n-connected ominoes with a partition called connected 

partition. 

• Uniqueness of the n-connected ominoes’ representation: 

Theorem 2.3.3 showed that the connected partition is a unique representation to 

n-connected ominoes by using a nested chain abacus. 

• Connectedness: 

In Section 2.4, we formulated the connectedness of the beads with respect to 

columns and rows. The condition of connecting beads is achieved in Lemma 

2.4.6, Lemma 2.4.9, Lemma 2.4.11, Lemma 2.4.14 and Theorem 2.4.15. 

• Topological structure of nested chain abacus: 

We established five different structures of nested chain abacus based on three 

types of chains which are 

(i) vertical rectangular nested chain abacus, (ii) horizontal rectangular nested 

chain abacus, (iii) vertical rectangle-path nested chain abacus, (iv) horizontal 

rectangle-path nested chain abacus and (v) singleton nested chain abacus. Based 

on these structures, we produced the following: 

(i) the number of chains in each structural design of nested chain abacus (see in 

Lemma 2.5.7, Lemma 2.5.15 and Lemma 2.5.20) 
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(ii) the number of positions in the three type of chains (see in Theorem 2.5.8 and 

Theorem 2.5.16). 

(iii) a series of sequence for n-connected ominoes (see in Theorem 2.5.10, Theo- 

rem 2.5.23 and 

Theorem 2.5.24). 

• Transformation of nested chain abacus: 

In Chapter Three, we develop three different types of chain transformations which 

are SNC2-Transformation, SNC-Transformation, and MNC-Transformation (see 

Lemma 3.3.1,  Theorem 3.3.3,  Corollary 3.3.4,  Theorem 3.3.5,Corollary 3.3.6, 

Lemma 3.3.8, Theorem 3.3.9, Theorem 3.3.10, Lemma 3.3.11, Theorem 3.3.12, 

Theorem 3.3.13 and Lemma 3.3.14). 

• Construction of classes of nested chain abacus based on: 

(i) Transformation: (in Lemma 4.3.1, Theorem 4.3.3, Theorem 4.3.4, Lemma 

4.4.1, Theorem 4.4.2, Lemma 4.4.4, Theorem 4.4.5, Lemma 4.4.6, Theorem 

4.4.7, Theorem 4.4.10, Lemma 4.4.12, Theorem 4.4.13, Lemma 4.5.1, The- 

orem 4.5.2, Corollary 4.5.3, Theorem 4.5.4, Corollary 4.5.5, Corollary 4.5.6 

and Theorem 4.5.7). 

(ii) e-core method: (in Lemma 5.3.6, Lemma 5.3.7, Theorem 5.3.8, Theorem 

5.3.9, Theorem 5.3.10, Theorem 5.3.11, Theorem 5.3.12) 

(iii) Spinal Design: (in Theorem 5.5.2 and Theorem 5.5.3). 

• Generating functions: 

We constructed two generating functions based on chain concept and class of 

e-convex nested chain abacus. 

• Application of the nested chain abacus: 

In Chapter Six, we apply the nested chain abacus for tiling in a finite region (see 

in Theorem 6.4.1, Theorem 6.4.3, Theorem 6.4.5 and Theorem 6.4.6). 
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7.2 Future Work 

• Developing new algorithms to represent n-connected hexagon (polyhex) using 

nested chain abacus. 

• Developing new algorithms to represent n-connected triakis (polykite) using nested 

chain abacus. 

• Developing new algorithms to represent n-connected triangle (polyiamond) using 

nested chain abacus. 

• Construct other classes of nested chain abacus such as where e > 2 or parallel 

classes. 

• Developed the idea for three dimensional objects. Also we can form chains which 

may not be rectangular in shape and can start from any place and make sure that 

all the chains will not intersect each other. 

• Used two different nested chain abacus to tilling infinite region. 

• Used factorization method to translate classes of nested chain abacus to tiling the 

finite grid depended only on the beads positions. 

• Apply nested chain abacus to solve conjecture related with Tangle series 

Conjecture: 

Let Tanglegram configuration be an element in a class, then the element in a class 

from a cyclic class. 



202 

 

REFERENCES 

Abramovich, S. (2012). Partitions of integers, ferrers-young diagrams, and represen- 
tational efficacy of spreadsheet modeling. Spreadsheets in Education (eJSiE), 5(2), 
1-27. 

Andrews, G. (1998). The theory of partitions (No. 2). Cambridge University Press. 

Apostol, T. M. (2013). Introduction to analytic number theory. Springer Science & 
Business Media. 

Aval, C., DAdderio, M., Dukes, M., Hicks, A., & Le Borgne, Y. (2014). Statistics on 
parallelogram polyominoes and aq, t-analogue of the narayana numbers. Journal of 

Combinatorial Theory, Series A, 123(1), 271–286. 

Bacchelli, S., Ferrari, L., Pinzani, R., & Sprugnoli, R. (2010). Mixed succession 
rules: The commutative case. Journal of Combinatorial Theory, Series A, 117(5), 
568–582. 

Barcucci, E., Bertoli, F., Del Lungo, A., & Pinzani, R. (1997). The average height of 
directed column-convex polyominoes having square, hexagonal and triangular cells. 
Mathematical and Computer Modelling, 26(8-10), 27–36. 

Barcucci, E., Frosini, A., & Rinaldi, S. (2005). On directed-convex polyominoes in a 
rectangle. Discrete mathematics, 298(1), 62–78. 

Barcucci, E., Lungo, A., Pergola, E., & Pinzani, R.  (1999).  Eco:  a methodology   
for the enumeration of combinatorial objects. Journal of Difference Equations and 

Applications, 5(4-5), 435–490. 

Barcucci, E., Lungo, A., Pinzani, R., & Sprugnoli, R. (1996). Polyominoes defined by 
their vertical and horizontal projections. Journal of Theoretical Computer Science, 
25(7), 129-136. 

Barequet, G., Rote, G., & Shalah, M. (2016). λ> 4: An improved lower bound on the 
growth constant of polyominoes. Communications of the ACM, 59(7), 88–95. 

Beauquier, D., & Nivat, M. (1990). Tiling the plane with one tile. In Proceedings of 

the sixth annual symposium on computational geometry (pp. 128–138). 

Beauquier, D., Nivat, M., Rémila, E., & Robson, M. (1995). Tiling figures of the plane 
with two bars. Computational Geometry, 5(1), 1–25. 

Bender, E. (1974). Convex n-ominoes. Discrete Mathematics, 8(3), 219–226. 

Benjamin, A., & Quinn, J. (2003). Proofs that really count: the art of combinatorial 

proof. Mathematical Association of America, Washington, D.C. 

Berlekamp, E., Conway, J., & Guy, R. (2003). Winning ways for your mathematical 

plays (Vol. 3). AK Peters Natick. 

Berstel, J. (1985). Perrin, theory of codes. Academic Press, New York. 



203 

 

Carroll, L. (1867). An elementary treatise on determinants: With their application to 

simultaneous linear equations and algebraical geometry. Macmillan. 

Castiglione,  G.,  Frosini,  A.,  Restivo,  A.,  &  Rinaldi,  S.   (2005).   Enumeration 
of l-convex polyominoes by rows and columns. Theoretical Computer Science, 
347(1-2), 336–352. 

Castiglione, G., & Restivo, A. (2003). Reconstruction of l-convex polyominoes. Elec- 

tronic Notes in Discrete Mathematics, 12, 290–301. 

Chow, S., & Ruskey, F. (2009). Gray codes for column-convex polyominoes and a 
new class of distributive lattices. Discrete Mathematics, 309(17), 5284–5297. 

Cipra, B. A. (1987). An introduction to the ising model. American Mathematical 

Monthly, 94(10), 937–959. 

De Hoyos, I. (1990). Points of continuity of the kronecker canonical form. SIAM 

Journal on Matrix Analysis and Applications, 11(2), 278–300. 

Del Lungo, A., Duchi, E., Frosini, A., & Rinaldi, S. (2004). On the generation and 
enumeration of some classes of convex polyominoes. The Electronic Journal of 

Combinatorics, 11(1), R60. 

Duchi, E. (2003). Eco method and object grammars: two methods for the enumeration 

of combinatorial objects (Unpublished doctoral dissertation). Universit‘ a Degli 
Studi di Firenze. 

Duchi, E., Rinaldi, S., & Schaeffer, G. (2008). The number of z-convex polyominoes. 
Advances in Applied Mathematics, 40(1), 54–72. 

Fayers, M. (2007). Another runner removal theorem for v-decomposition numbers of 
iwahori–hecke algebras and q-schur algebras. Journal of Algebra, 310(1), 396–404. 

Fayers, M. (2008). Decomposition numbers for weight three blocks of symmetric 
groups and iwahori–hecke algebras. Transactions of the American Mathematical 

Society, 360(3), 1341–1376. 

Fayers, M. (2009). General runner removal and the mullineux map. Journal of Alge- 

bra, 322(12), 4331- 4367. 

Fayers, M. (2010). On the irreducible representations of the alternating group which 
remain irreducible in characteristic. Representation Theory of the American Mathe- 

matical Society, 14(16), 601–626. 

Ferrari, L., Pergola, E., Pinzani, R., & Rinaldi, S. (2003). Jumping succession rules 
and their generating functions. Discrete Mathematics, 271(1), 29–50. 

Fulton, W. (1997). Young tableaux: with applications to representation theory and 

geometry (Vol. 35). Cambridge University Press. 

Gao, W., & Wang, W. (2014). Second atom-bond connectivity index of special chem- 
ical molecular structures. Journal of Chemistry, 2014, 2-8. 



204 

 

Golomb, S. (1954). Checker boards and polyominoes. The American Mathematical 

Monthly, 61(10), 675–682. 

Goulden, I., & Jackson, D. (2004). Combinatorial enumeration. Courier Corporation. 

Goupil, A., Cloutier, H., & Nouboud, F. (2010). Enumeration of polyominoes in- 
scribed in a rectangle. Discrete Applied Mathematics, 158(18), 2014–2023. 

Goupil, A., Cloutier, H., & Pellerin, M. (2013). Generating functions for inscribed 
polyominoes. Discrete Applied Mathematics, 161(1), 151–166. 

Guttmann, A., & Enting, I. (1988). The number of convex polygons on the square and 
honeycomb lattices. Journal of Physics A: Mathematical and General, 21(8), L467. 

Gyoja, A., Nakajima, H., Shinoda, K., Shoji, T., & Tanisaki, T. (2010). Representation 

theory of algebraic groups and quantum groups (Vol. 284). Springer Science & 
Business Media. 

Hardy, g., & Wright, E. (1979). An introduction to the theory of numbers. Oxford 
University Press. 

James, G. (1978). Some combinatorial results involving young diagrams. In Mathe- 

matical proceedings of the cambridge philosophical society (Vol. 83, pp. 1–10). 

James, G. (1987). The representation theory of the symmetric groups. Berlin. 

James, G., Lyle, S., & Mathas, A. (2006). Rouquier blocks. Mathematische Zeitschrift, 
252(3), 511–531. 

King, O. (2014). The representation theory of diagram algebras (Unpublished doctoral 
dissertation). City University London. 

Klarner, A. (1966). Enumeration involving sums over compositions (Unpublished 
doctoral dissertation). University of Alberta, Edmonton. 

Littlewood, D.  (1951).  Modular representations of symmetric groups.  Proceed- 

ings of the Royal Society of London. Series A. Mathematical and Physical Sciences, 
209(1098), 333–353. 

Loehr, N. (2010). Abacus proofs of schur function identities. SIAM Journal on 

Discrete Mathematics, 24(4), 1356–1370. 

Loehr, N. (2011). Bijective combinatorics. CRC Press. 

Mahmood, A. (2011). On the intersection of youngs diagrams core. Journal of Edu- 

cation and Science (Mosul Univ.), 24(3), 143–159. 

Mahmood, A. (2013). Upside-down β-numbers. Australian Journal of Basic & Ap- 

plied Sciences, 7(7), 36-46. 

Mahmood, A., & Ali, S. (2013a). Direct rotation β-numbers. Advances in Mathematic 

Science, 15(2), 642–649. 

Mahmood, A., & Ali, S. (2013b). Rightside-left β-numbers. International Journal of 

Latest Research in Science and Technology, 2(6), 124-127. 



205 

 

Mahmood, A., & Ali, S. (2013c). Rightside-left o direct rotation β numbers. Inter- 

national Journal of Modern Sciences and Engineering Technology, 1(6), 36-46. 

Martínez, C., & Molinero, X. (2001). A generic approach for the unranking of labeled 
combinatorial classes. Random Structures & Algorithms, 19(3-4), 472–497. 

Mathas, A. (1999). Iwahori-hecke algebras and schur algebras of the symmetric group 

(Vol. 15). American Mathematical Soc. 

Mohammad, H. (2008). Algorithms of the core of algebraic youngs tableaux (Unpub- 
lished master’s thesis). Collage of Education. University of Mosul. 

Pergola, E. (1999). Eco : a methodology for enumerating combinatorial objects 

(Unpublished doctoral dissertation). University of Florence. 

Rechnitzer, A. (2001). Some problems in the counting of lattice animals, polyominoes, 

polygons and walks. University of Melbourne, Department of Mathematics and 
Statistics. 

Redelmeier, H. (1981). Counting polyominoes: yet another attack. Discrete Mathe- 

matics, 36(2), 191–203. 

Sami, H. (2014). On the main diagram of exchanging rows (Unpublished master’s 
thesis). Mosul University. 

Stanton, D., & White, D. (1986). Constructive combinatorics. Springer Science & 
Business Media. 

Surhone, L., Timpledon, M., & Marseken, S. (2010). Polyomino: Square tiling, polyi- 

amond, polyhex, tromino, tetromino, pentomino, hexomino, heptomino, nonomino. 

Betascript Publishing. Retrieved from https://books.google.com.my/books 
?id=Ffo2QwAACAAJ 

Tingley, P. (2008). Three combinatorial models for sln crystals, with applications to 
cylindric plane partitions. International Mathematics Research Notices, 2008. 

Wildon, M. (2008). Counting partitions on the abacus. The Ramanujan Journal, 17(3), 
355-367. 

Wildon, M. (2014). A short proof of a plethystic murnaghan–nakayama rule. arXiv 

preprint arXiv:1408.3554. 

Young, A. (1934). On quantitative substitutional analysis. Proceedings of the London 

Mathematical Society, 2(1), 304–368. 



206 

 

APPENDIX  A 

GENERATING FUNCTION W.R.T CHAINS 

Input Rows and columns 

r=input(’Input the number of rows:’); 

e=input(’Input the number of columns:’); 

* Classify cases 

* Case 1(If r < e and r is odd, then p1=e-r + 1 p2=2p1+6) 

if r<e mod(r,2)==1 

P1=e-r+1; 

P2=2*P1+6; 

end * Case 2(If e < r and e is odd. then p1= r-e + 1 and p2 = 2 p1 + 6) 

if e<r mod(e,2)==1 

P1=r-e+1; 

P2=2*P1+6; 

end * Case 3(If e < r and e is odd. then p1= r-e + 1 and p2 = 2 p1 + 6) 

if e==r mod(r,2)==1 mod(e,2)==1 

P1=1; 

P2=8; 

end 

* Case 4(If r < e and r is even then p1= 2r + 2e - 4 ( 2c- 1)=2r-2e+4, where c= r/2 and 

p2=p1 + 8.) 

if r<=e mod(r,2)==0 

P1=2*r-2*e+4; 

P2=P1+8; 

end 

* Case 5(If e <= r and e is even then p1= 2r + 2e - 4 ( 2c- 1)=2e-2r+4, where c= e/2 

and p2 = p1 + 8) 
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if e<=r mod(e,2)==0 

P1=2*e-2*r+4 

P2=P1+8 

end 

** Compute the generating function syms x 

syms y 

* f(x,y) fprintf(’===============f(x,y)================’) 

f(x,y)=-exp(1/(8*x*y8)) ∗ int(y(P2 ­ 9) ∗exp(­1/8 ∗x∗y8), y) 

· Generating f unction f (x) 

f print f (
I
============ Generating f unction f (x) ================

I 

) 

f (x, 1) 

· PolynomialFrom 

f f (1) = 1; f f (2) = P2; 

f orn = 3 : 10 

f f (n) = f f (n­ 1) ∗ (P2 + 8); 

end 

∗W ritethisresult 

f ori = 1 : 10 

f print f (
I f (∗d) = ∗dI, i, f f (i)) 

end 
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APPENDIX B 

TILLING ALGORITHM W.R.T ROW 

 
thetacol = 25; 

thetarow = 25; 

H1 = 3; 

r = 5; 

e = 5; 

Computetheuppero f s, sI, sII 

slim = (ceil(thetarow/r)) ­ 1; 

s1lim = (ceil((thetacol ­e)/H1))+ 3; 

s2lim = ceil(thetacol/H1); 

Setcolors 

color2 = [255, 217, 102]/255; 

color1 = [131, 59, 10]/255; 

· Generatinginitialabacus 

∗temp = ceil(rand(1, e) ∗ (r ­numbead + 1)); 

temp = [2, 3, 2, 1, 2]; 

rect = zeros(thetarow, thetacol); 

f ori = 1 : r 

rect(i, temp(i) : temp(i)+ H1 ­ 1) = 1; 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
InitialRectangleI) 

H = max(temp); 

L = temp(1, 1); 

L1 = temp(1, end); 

p = H1; 
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p1 = L1 ­L; 

· I f L1 > L, thenapplicatethemapping1andmapping2, mapping3 

i f L1 > L 

f orm = 1 : r 

f or j = 1 : e 

f ors = 1 : slim 

i f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacolandmod(s, 2) == 

1rect(m + s ∗ r, j + s ∗ p1) = 0; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 0; 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping1I) 

f orm = 1 : r 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 
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rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

end 

i f L1 > L 

f orm = 1 : r 

f or j = 1 : e 

f ors = 1 : slim 

i f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1) = 0; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 0; 

end 

end 
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end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping1I) 

f orm = 1 : r 

f or j = H : e 

f ors = 0 : slim 

f ors1 = 1 : s1lim 

i f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacol 

andmod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m+s∗p1+s1∗p) > 0and (m+s∗p1+s1∗p) < 

0andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 
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(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

f orm = 1 : r 

f or j = 1 : H1 

f ors = 1 : s1lim 

f ors2 = 1 : s2lim 

f or j = H : e 

f ors = 0 : slim 

f ors1 = 1 : s1lim 

i f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacol 

andmod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 0 
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rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 1and(m+s∗p1+s1∗p) > 0and (m+s∗p1+s1∗p) < 

1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

f orm = 1 : r 

f or j = 1 : H1 

f ors = 1 : s1lim 

f ors2 = 1 : s2lim 



214  

f unctionDrawshape(M, a, b, color1, color2) 

f igure 

axis([0b0a]) 

holdon 

f ori = 1 : a 

f or j = 1 : b 

i f M(i, j) == 1 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color1); elsei f M(i, j) == 0 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color2); 

end 

end 

end 

end 

end 
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APPENDIX C 

TILLING ALGORITHM W.R.T COLUMN 

 
Initial conditions thetacol = 30; 

thetarow = 30; 

d1 = 3; 

r = 5; 

e = 5; 

s1lim = ceil(thetacol/e) ­ 1; 

slim = ceil((r ­thetarow)/d1); 

s2lim = ceil(thetacol/e) ­ 1; 

color1 = [56, 85, 34]/255; 

color2 = [156, 194, 228]/255; 

temp = [2, 1, 2, 3, 2]; 

rect = zeros(thetarow, thetacol); 

f ori = 1 : e 

rect(temp(i) : temp(i)+ d1 ­ 1, i) = 1; 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
InitialRectangleI) 

k = max(temp); 

k1 = temp(1, 1); 

k2 = temp(1, end); 

p = d1; 

p1 = k2 ­k1; 

i f k2 <= k1 

f orm = 1 : r 

f or j = 1 : e 
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f ors1 = 1 : s1lim 

i f rect(m, j) == 1and(m + s1 ∗ p1) > 0and 

(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 1 

rect(m + s1 ∗ p1, j + s1 ∗e) = 0; 

elsei f rect(m, j) == 0and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 1 

rect(m + s1 ∗ p1, j + s1 ∗e) = 1; 

elsei f rect(m, j) == 1and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 0 

rect(m + s1 ∗ p1, j + s1 ∗e) = 1; 

elsei f rect(m, j) == 0and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 0 

rect(m + s1 ∗ p1, j + s1 ∗e) = 0; 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

f orm = r ­ p + 1 : r 

f or j = 1 : e 

f ors = 0 : 6 

f ors1 = 1 : 12 

i f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0 

and(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0and 

mod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and 
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(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 
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end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

end 

i f k2 > k1 

f orm = 1 : r 

f or j = 1 : e 

f ors1 = 1 : s1lim 

i f rect(m, j) == 1and(m + s1 ∗ p1) > 0and(m + s1 ∗ p1) <= thetarow 

andmod(s1, 2) == 1 

rect(m + s1 ∗ p1, j + s1 ∗e) = 0; 

elsei f rect(m, j) == 0and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 1 

rect(m + s1 ∗ p1, j + s1 ∗e) = 1; 

elsei f rect(m, j) == 1and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 0 

rect(m + s1 ∗ p1, j + s1 ∗e) = 1; 

elsei f rect(m, j) == 0and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 0 

rect(m + s1 ∗ p1, j + s1 ∗e) = 0; 

end 

end 

end 
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end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

f orm = r ­ p + 1 : r 

f or j = 1 : e 

f ors = 0 : 6 

f ors1 = 1 : 12 

i f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0and 

mod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and 
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(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

f orm = 1 : d1 

f or j = 1 : e 

f ors = 0 : 6 

f ors2 = 1 : 12 

i f rect(m, j) == 1and(m + s∗ p1 ­s2 ∗ p) > 0and(m + s∗ p1 ­s2 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s2, 2) == 1rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s2, 2) == 1 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 
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elsei f rect(m, j) == 1and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 1and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 1 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 1 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

end 

f unctionDrawshape(M, a, b, color1, color2) 
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f igure 

axis([0b0a]) 

holdon 

f ori = 1 : a 

f or j = 1 : b 

i f M(i, j) == 1 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color1); 

elsei f M(i, j) == 0 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color2); 

end 

end 

end 

end 

end 
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APPENDIX D 

GENERATING NC AND NR NESTED CHAIN ABACUS 

 
Code A 

r=input(’Enter a number of rows:’); 

e=input(’Enter a number of columns:’); 

thetarow = input(
I
Enteranumbero f colmnso f onutputrectangle(r < thetarow) :I) 

thetacol = input(
I
Enteranumbero f colmnso f onutputrectangle(e < thetacol) :I); 

d1 = input(
I
Enterthesamenumbero f beadposition :I); 

con = Findconnectedabacus(e, r­d1 + 1, r, e, d1,I colI); numinitialrect = size(con, 1); 

i f numinitialrect == 0 

error(
I
Error : Thereisnoconnectedabacuse f ortheseparameters.I) 

end 

temp = con(randi([1, numinitialrect], 1), :) 

rect = zeros(thetarow, thetacol); 

f ori = 1 : e 

rect(temp(i)/2 + 1 : temp(i)/2 + d1, i) = 1; 

end 

slim = ceil(thetarow/r) ­ 1; 

s1lim = ceil(thetacol/e); 

s2lim = ceil(thetacol/e); 

scolor1 = [56, 85, 34]/255; 

scolor2 = [156, 194, 228]/255; 

k = min(temp); 

k1 = temp(1, 1) 

k2 = temp(1, end) 

p = d1; 

p1 = k2 ­k1; 
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rect = zeros(thetarow, thetacol); 

f ori = 1 : e 

rect(temp(i) : temp(i)+ d1 ­ 1, i) = 1; 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
InitialRectangleI) 

 

 
if k2>k1 

for m=1:r 

for j=1:e 

for s1=1:s1lim 

i f rect(m, j) == 1and(m + s1 ∗ p1) > 0and(m + s1 ∗ p1) <= thetarow 

andmod(s1, 2) == 1 

rect(m + s1 ∗ p1, j + s1 ∗e) = 0; 

elsei f rect(m, j) == 0and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 1 

rect(m + s1 ∗ p1, j + s1 ∗e) = 1; 

elsei f rect(m, j) == 1and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 0 

rect(m + s1 ∗ p1, j + s1 ∗e) = 1; 

elsei f rect(m, j) == 0and(m + s1 ∗ p1) > 0 

and(m + s1 ∗ p1) <= thetarowandmod(s1, 2) == 0 

rect(m + s1 ∗ p1, j + s1 ∗e) = 0; 

end 

end 

end 



225  

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

f orm = r ­ p + 1 : r 

f or j = 1 : e 

f ors = 0 : 6 

f ors1 = 1 : 12 

i f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0and 

mod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and 



226  

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and 

(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacoland 

mod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ p1 + s1 ∗ p, j + s ∗e) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

f orm = 1 : d1 

f or j = 1 : e 

f ors = 0 : 6 

f ors2 = 1 : 12 

i f rect(m, j) == 1and(m + s∗ p1 ­s2 ∗ p) > 0and(m + s∗ p1 ­s2 ∗ p) <= thetacoland 

mod(s, 2) == 0andmod(s2, 2) == 1rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s2, 2) == 1 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 
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elsei f rect(m, j) == 1and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 1and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 0 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 1 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 ­s2 ∗ p) > 0and 

(m + s ∗ p1 ­s2 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s2, 2) == 1 

rect(m + s ∗ p1 ­s2 ∗ p, j + s ∗e) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

end 

f unctionDrawshape(M, a, b, color1, color2) 
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f igure 

axis([0b0a]) 

holdon 

f ori = 1 : a 

f or j = 1 : b 

i f M(i, j) == 1 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color1); 

elsei f M(i, j) == 0 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color2); 

end 

end 

end 

end 

end 

 

 

 
Code B 

r=input(’Enter a number of rows:’); 

e=input(’Enter a number of columns:’); 

thetarow = input(
I
Enteranumbero f colmnso f onutputrectangle(r < thetarow) :I); 

thetacol = input(
I
Enteranumbero f colmnso f onutputrectangle(e < thetacol) :I); 

H1 = input(
I
Enterthesamenumbero f beadposition :I); 

con = Findconnectedabacus(r, e­H1 + 1, r, e, H1,I rowI); 

numinitialrect = size(con, 1); 

i f numinitialrect == 0 

error(
I
Error : Thereisnoconnectedabacuse f ortheseparameters.I) 

end 
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temp = con(randi([1, numinitialrect], 1), :); 

rect = zeros(thetarow, thetacol); 

f ori = 1 : r 

rect(i, temp(i)/2 + 1 : temp(i)/2 + H1) = 1; 

end 

slim = ceil(thetarow/r) ­ 1; 

s1lim = ceil(thetacol/e); 

s2lim = ceil(thetacol/e); 

scolor1 = [131, 59, 10]/255; 

scolor2 = [255, 217, 102]/255; 

H = min(temp); 

L = temp(1, 1); 

L1 = temp(1, end); 

p = e­H + 1; 

p1 = L­L1; 

f igure 

Drawshape(rect, scolor1, scolor2) 

title(
I
InitialRectangleI) 

· I f L1 <= L, applicatethemapping1andmpping1 

i f L1 > L 

f orm = 1 : r 

f or j = 1 : e 

f ors = 1 : slim 

i f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 1rect(m + s ∗ r, j + s ∗ p1) = 0; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 1 
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rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 0; 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping1I) 

f orm = 1 : r 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

end 

i f L1 > L 
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f orm = 1 : r 

f or j = 1 : e 

f ors = 1 : slim 

i f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1) = 0; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 1and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 1; 

elsei f rect(m, j) == 0and( j + s ∗ p1) > 0and( j + s ∗ p1) <= thetacoland 

mod(s, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1) = 0; 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping1I) 

f orm = 1 : r 

f or j = H : e 

f ors = 0 : slim 

f ors1 = 1 : s1lim 

i f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacol 

andmod(s, 2) == 0andmod(s1, 2) == 1 
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rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

end 

end 

end 

end 

end 
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Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

f orm = 1 : r 

f or j = 1 : H1 

f ors = 1 : s1lim 

f ors2 = 1 : s2lim 

f or j = H : e 

f ors = 0 : slim 

f ors1 = 1 : s1lim 

i f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and(m + s ∗ p1 + s1 ∗ p) <= thetacol 

andmod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 0andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 1and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 0 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 
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elsei f rect(m, j) == 1and(m+s∗p1+s1∗p) > 0and (m+s∗p1+s1∗p) <= 

1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 1; 

elsei f rect(m, j) == 0and(m + s ∗ p1 + s1 ∗ p) > 0and 

(m + s ∗ p1 + s1 ∗ p) <= thetacolandmod(s, 2) == 1andmod(s1, 2) == 1 

rect(m + s ∗ r, j + s ∗ p1 + s1 ∗ p) = 0; 

end 

end 

end 

end 

end 

Drawshape(rect, thetarow, thetacol, color1, color2) 

title(
I
Rectanglea f terMapping2I) 

f orm = 1 : r 

f or j = 1 : H1 

f ors = 1 : s1lim 

f ors2 = 1 : s2lim 

f unctionDrawshape(M, a, b, color1, color2) 

f igure 

axis([0b0a]) 

holdon 

f ori = 1 : a 

f or j = 1 : b 

i f M(i, j) == 1 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color1); elsei f M(i, j) == 0 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color2); 

end 
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end 

end 

end 

end 

 

 

 
Code C 

 

 

 
function Drawshape(M, a, b, color1, color2) 

f igure 

axis([0b0a]) 

holdon 

f ori = 1 : a 

f or j = 1 : b 

i f M(i, j) == 1 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color1); 

elsei f M(i, j) == 0 

rectangle(
I
PositionI, [ j ­ 1, a­i, 1, 1],I FaceColorI, color2); 

end 

end 

end 

end 

end 

 

 

 
** Find all Initial rect 
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function com=createcombination(n, k) 

f ori = 1 : n 

tmp = []; 

f or j = 1 : k 

tmp = [tmp; ones(k(n­i), 1) ∗ j]; 

end 

rr = []; 

f or j = 1 : k(i­ 1) 

rr = [rr; tmp]; 

end 

com(:, i) = rr; 

end 

com = com­ 1 

end 

 

 

 
 

Code D 

** Find the connected Abacus 

function con=Findconnectedabacus(n, k, r, e, H, str) 

con = []; 

· Findallpossibleinitialrects 

all = createcombination(n, k); 

· ∗Findtheconnectedabacus 

· Algorithm f orcolumn 

i f strcmp(str,I colI) 

f ornn = 1 : size(all, 1) 

temp = all(nn, :); 
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f lag = 1; 

rectisconnectedabacus) 

rect = zeros(r, e); 

f ori = 1 : e 

rect(temp(i)+ 1 : temp(i)+ H, i) = 1; 

end 

· ∗Testtheconnection 

t = sum(rectI); 

f ori = 1 : r 

f lag = f lag∗ (t(1, i) >= 1); 

end 

f ori = 1 : e­ 1 

A = temp(i) : temp(i)+ H ­ 1; 

B = temp(i + 1) : temp(i + 1)+ H ­ 1; 

C = intersect(A, B); 

f lag = f lag∗ ( isempty(C)); 

end 

i f f lag == 1 

con = [con; temp]; 

end 
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APPENDIX E 

CHAIN TRANSFORMATION 
 

 

File Number one 
 
 
 
 

clc 

kkk=0; 

clear; 

nt=0; 

v=1; 

global Tmat; 

r = input(’ numbers of rows ’) 

c = input(’ numbers of columns ’) 

mat = ones(r,c); 

Tmat=mat; 

 
r,c 

= size(mat) ; 

ch=21; 

path=0; 

tn=0; 

fl=[r,c] ; 

tmpv=min(fl)/2; 

tpn1=ceil(tmpv) 

while path <tpn1 

path=path+1 

v=v-.15 

si=path;sj=path; 
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i=si;j=sj; 

vv=path; 

n=0; 

sti=2; 

stj=2; 

str=(’r-si-1’); 

nr=r-si; 

nc=c-sj; 

vs=1/ch; 

vs=0; 

nt=nt+1; 

while 1 

if (i==si ) (j==sj )( n>0) 

break 

end 

n=n+1; 

if ( tn>=totn) 

break 

end 

mat(i,j)=v; 

tn=tn+1; 

pt(tn,4)=j; 

pt(tn,3)=i; 

pt(tn,1)=tn; 

pt(tn,2)=path; 

if ((i<nr+1)(sti>0)) 

i=i+1; 
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else if((j<nc+1)(stj>0)); 

j=j+1; 

sti=-1; 

else 

if (i>si) 

i=i-1; 

stj=-1; 

else if (j>sj) 

j=j-1; 

if ((i==si)(j==sj)) sti=1;stj=1; 

end 

end 

end 

end 

end 

i; 

j; 

A1 = path; 

A2 = n; 

end 

end 

s=size(pt); 

c=s(1); 

cp=1 

i=1; 

clc 

k=1; 



241  

pathStart(1)=1; 

for i=1:s 

if (i>1) 

if pt(i,2) =pt(i-1,2) k=k+1; 

pathStart(k)=i; 

end 

end 

end 

k=k+1; 

pathStart(k)=s(1) 

k(1:tpn1)=0; 

clc 

p01=1 

No=0; 

pt(:,5)=1; 

totalN ss 

=size(pt) 

tpn=max(pt(:,2)) 

for i=1:tpn 

i 

pn(i)=input(’ÚÏÏ ÇáÚäÇÕÑ ááãÓÇÑ ’) 

end 

for p=1:length(pn) 

for i=1:totalN 

if(pt(i,2)==p)(k(p)<pn(p)) pt(i,5)=11; 

k(p)=k(p)+1; 

end 
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ii=pt(i,3); 

jj=pt(i,4); 

mat(ii,jj)= pt(i,5); 

end 

end 

Ax=0 

ii=0; 

jj=0; 

**ccc=length(x1) 

Ax(1:pathStart(2)-1,1:5,1:3) =-1 

k=0 

for i=1:tpn 

i1=pathStart(i) 

if i<s(1) 

end 

if (i==tpn) 

i2=pathStart(i+1) 

else 

i2=pathStart(i+1)-1 

end 

* x1=pt(pathStart(1):pathStart(2)-1,:) 

x=pt(i1:i2,:) 

k=k+1; 

rrr=size(x) 

pL(k)=rrr(1) 

Ax(1:pL(k),:,i)=x; 

* Ax(1:length(x),:,i)=x; 
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end 

Ax(1:pL(i),:,i) 

clc 

** x1=Ax(1:pL(1),:,1); 

** x2=Ax(1:pL(2),:,2); 

** x3=Ax(1:pL(3),:,3); 

s=0 

N=0 

mTem=0 

i=1 

global Nx1 

Nx1=0; 

LoopF(i,Ax,pL,mat) 

F3 

 
 
 

File Number Two 
 
 
 
 

global Nx1 

global Tmat 

for t=1:sxv 

ii=xt(t,3); 

jj=xt(t,4); 

tt=xt(t,5) 

mat(ii,jj)= tt; 

end 
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mat 

 
r,c 

 
= size(mat) ; 

if (isequal(mTem,mat)) 

dlmwrite(’Rtxt’,mat,’-append’,’delimiter’,’ ’,’roffset’,1); 

***************************************************************** 

imagesc((1:c)+0.5,(1:r)+0.5,mat); 

colormap(winter); 

axis equal ; 

N=N+1 ; 

set(gca,’XTick’,1:(c),’YTick’,1:(r),... 

’XLim’,[1 c+1],’YLim’,[1 r+1],... 

’GridLineStyle’,’-’,’XGrid’,’on’,’YGrid’,’on’); 

rndd1 = 1 

rndd2 = 1 

Nx1=Nx1+1 

Tmat(:,:,Nx1)=mat; 

s=sprintf(’000 

saveas(gcf,s); 

****************************************************************** end 

mTem=mat; 

 
 

File Number Three 

a b w 

=size(Tmat) 

Tmat2=Tmat(:,:,:) 
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Tmat3=Tmat(:,:,1) 

k=0; 

m1=Tmat(:,:,1); 

m2=Tmat2(:,:,1); 

kk=1 

for i=1:w 

t=1 

t=0 

for j=i+1:w 

kk=kk+1 

m1=Tmat(:,:,i); 

m2=Tmat2(:,:,j); 

if Tmat(:,:,i)== Tmat2(:,:,j) 

t=1; 

end 

if k==150 

nnn=2 

end 

end 

if (t==0) 

k=k+1 

Tmat3(:,:,k)= Tmat(:,:,i) 
 
 
 
 

File Number Four 
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function it=LoopF(i,Ax,pL,mat) 

global Nx1; 

Nx1=Nx1*1 

LpL=length(pL) 

if i>LpL 

return; 

end 

pLt=pL(i); 

xt=Ax(1:pLt,:,i); 

sx(i)=size(xt,1); 

sxv=sx(i) 

mTem=0; 

N=0; 

clc 

for j=1:sxv 

sh=1; 

Y1 = circshift(xt(:,5),sh); 

xt(:,5)=Y1; 

F2 

Ax(1:pL(i),5,i)=Y1; 

**************************************************************** tt=i+1 

Ax2=Ax;pL2=pL;mat2=mat; 

LoopF(tt,Ax2,pL2,mat2) 

end 

end 
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APPENDIX F 

GENERATING FUNCTION 

clc;clear all;close all; 

key=3; 

tmp=key; 

fprintf(’=================================’) 

for n=1:7 

tmp1=[]; 

for i=1:size(tmp,2) 

tmp1=[tmp1,ones(1,tmp(i)-1)*tmp(i),tmp(i)+2]; 

end 

tmp=[];tmp=tmp1; 

fn=size(tmp,2); 

fprintf(’f 

(end 
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