The copyright © of this thesis belongs to its rightful author and/or other copyright
owner. Copies can be accessed and downloaded for non-commercial or learning
purposes without any charge and permission. The thesis cannot be reproduced or
quoted as a whole without the permission from its rightful owner. No alteration or

changes in format is allowed without permission from its rightful owner.



THE IMPACT OF POPULATION, AFFLUENCE AND TECHNOLOGY ON THE ENVIRONMENTAL
DEGRADATION: EVIDENCE FROM HETEROGENEOUS INCOME PANELS

MUHAMMAD HASEEB

DOCTOR OF PHILOSOPHY
UNIVERSITI UTARA MALAYSIA

OCTOBER 2017



THE IMPACT OF POPULATION, AFFLUENCE AND TECHNOLOGY ON THE ENVIRONMENTAL
DEGRADATION: EVIDENCE FROM HETEROGENEOUS INCOME PANELS

By

MUHAMMAD HASEEB

Thesis Submitted to
Othman Yeap Abdullah Graduate School of Business,
Universiti Utara Malaysia,

in Fulfilment of the Requirment for the Degree of Doctor of Philosophy



{J

o8
g

Kolej Perniagaan

{Colfege of Business)

Universiti Utara Malaysia

PERAKUAN KERJA TESIS / DISERTASI
(Certification of thesis / dissertatiorn)

Kami, yang bartandatangan, memperakukan bahawa
{We, the undersigned, cerlify thaf)

MUHAMMAD HASEER {200432)

calan untuk Jjazah

DOCTOR OF PHILOSOPHY (ECONOMICS)

{candidate for the degree of)

telah mengemukakan {esis / disertasi yang bertajuikc
(has presontad his/her thesis / dissertation of the folfowing {ifle);

THE IMPACT OF POPULATION, AFFLUENCE AND TECHNOLOGY ON THE ENVIRONMENTAL
DEGRADATION: EVIDENCE FROM HETEROGENEQUS INCOME PANELS

seperti yang tercatat di muka surat tajuk dan kuli tesis / disertast.

{as # appears an the title page and front cover of the thesis / dissertation).

Bahawa tesis/disertasi tersebut boleh diterima dari segi benfuk serta kandungan dan meliputi bidang imu
dengan memuaskan, sebagaimana yang ditunjukkan olzh caion dalam ujian fisan yang diadakan pada:

14 Mei 2017,

{That the said thesis/dissertation is acceptable in form and content and dispiays a satisfaciory knowledge of the
fleld of study as demonstrated by the candidate through an oral examination held om:

14 May 2017).

Pengerusi Yiva
{Chairman for Viva)

Pemerixsa Luar
{External Examiner}

FPemerksa Dalam
(infemal Exarniner)

Tarikh: 14 et 2017
{Dals)

Assoc. Prof. Dr. Siti Hadijah Che Mat

Assoc. Prof, Dr. Abdui Fatah Che Hamat

Assoc. Prof. Dr, Siti Aznor Hj. Ahmad

Tandatangan Q
(Signature} /

s\

Tandatangan A
{Signatura)

- e
randatangan == _mel <2 w

(Sigriafure} ___ .= {
- AR ~




Mama Pelajar
{Name of Student)

Tajuk Tesis / Disertasi
(Thta of the Thesis / Dissertation)

Program Pengajian
(Programme of Sfudy)

Narma Penyelia/Penyelia-penyelia
(Name of Supervisor/Supenvisors)

MNama Penyelia/Fenyeiia-penyelia
(Name of Supenisor'Supenssors)

Muhammad Haseeb

The Impact of Population, Atfluence and Technology on The
Environmental Degradation: Evidence from Heterogeneous Income

Panels

Doctor of Philosophy (Economics)

Assoc. Prof. Dr. Sallahuddin Hassan

\

Tandatangan

Tandatangan



PERMISSION TO USE

In presenting this thesis in partial fulfillment of the requirements for a Post Graduate
degree from Universiti Utara Malaysia, I agree that the University Library make-a freely
available for inspection. I further agree that permission for copying of this thesis in any
manner, in whole or in part, for scholarly purposes may be granted by my supervisor or,
in their absence, by the Dean ofthe Othman Yeop Abdullah Graduate School of Business.
It is understood that any copying or publication or use of this thesis or parts thereof for
financial gain shall not be given to me and to Universiti Utara Malaysia for any scholarly
use which may be made of any material fom my thesis.

Request for permission to copy or to make other use of material in this thesis, in whole or
in part should be addressed to:

Dean of Othman Yeop Abduflah Graduate School of Business
Universiti Utara Malaysia
06010 UUM Sintok
Kedah Darul Aman



ABSTRACT

Efficient utilization of scarce resources is always the prime aim of every state to ensure
social welfare, while maintaining clean and green environment to sustainable
development. The growing threats of global warming and climate changes have called for
more sensible attention of the policy makers. Therefore, this study is an attempi to
empirically investigate the fihkages between population, affluence, technology, and
environmental degradation for selected low, lower iniddle, upper middle, and high-income
countries using disaggregate and aggregate panel data over the period 1980-2015. After
checking the stationary properties of the data, Pedroni (1999) tests of cointegration were
implemented for cointegration purposes. The FMOLS was employed for parameters
estimation. The results show that population, nonrenewable energy consumption,
urbanization, population growth, international trade and total energy consumption are the
main culprits of CO; emissions in all selected panels whereas renewable energy
cousumption is found helpful in curbing the amount of CO; emissions. In addition, GDP
growth FDI and financial development are found having insignificant relationship with
CO» emissions. Finally, results of Granger causality suggest that the population size,
population density and urbanization are usually granger causes of CO- emissions. The
findings of the study suggest important policy implications. This study recommends
scientific planning for urban development, developing environmental awareness among
urban residents, encouraging the adoption of more fuel-efficient vehicie . increasing ihe
entire costs of private transport as a few measures to lower the energy consumption and
COs emissions. Furthermore, it is advised that pelicymakers should regulate such policies
to trigger international trade activities as international trade detracts C0O7 emissions. In
this regard, exploring the alternative energy policies, such as developing encrgy
conservation strategies, decreasing the energy intensity, increasing the energy efficiency.
and increasing the utilization of cleaner energy sources can prove better strategies to
handle this issue.

Keywords: Population, Affluence, Technology. CO: emissions. Sustainable
Development



ABSTRAK

Kecekapan penggunaan daripada sumber yang terhad adalah sentiasa menjadi matlamat
utama di setiap peringkat bagi memastikan kebajikan sosial, di samping mengekalkan
persekitaran yang bersih dan hijau untuk pembangunan lestarl” Ancaman vang semakin
meningkat dacipada pemanasan dan perubahan'iklim global memirita perhatian yang lebih
hijak dari pembuat dasar. Oleh itu, kajian ini mencuba untitk menyidsat hubungan secara
empirik antara populasi, afluen, teknologi, dan degradasi alam 'sekitar bagi negara-negara
berpendapatan rendah, lebih rendah, menengah atas, dan tinggi terpilih- dengan
menggunakan data panel disagregat dan agregat sepanjang tempch 1980-2015. Selepas
memeriksa ciri-ciri kepegunan data, ujian kointegrasi Pedroni (1999) dilaksanakan untuk
tujuan kointegrasi. FMOLS digunakan untuk penganggaran parametér. Képutusan
menunjukkan bahawa populasi, penggunaan tenaga yang tidak dapat diperbaharui,
perbandaran, pertumbuhan penduduk, perdagangan antarabangsa dan jumlah penggunaan
tenaga merupakan penyebab utama pelepasan €Q: dalam semua panel yang terpilih
manakala penggunaan tenagn yang dapat diperbaharui- didapati -membantu dalam
membendung jumiah pelepasan CO>. Di samping itu, pertumbuhan KDNK, FDI dan
kemajuan kewangan didapati mempunyai hubungan signifikan dengan peicpasan CO-z.
Akhirnya, keputusan daripada hubungan sebab dan akibat Granger mencadangkan
bahawa saiz penduduk, kepadatan penduduk dan pembandaran biasanya penyehah
pelepasan CO,. Dapatan kajian menunjukkan implikasi dasar yang pesting, Kajlan
mencadangkan perancangan saintifik untuk pembangunan bandar, membangunkan
kesedaran alam sekitar dalam kalangan penduduk bandar, menggalakkan penggunaan
kenderaan buhan api yang lebih cekap, meningkatkan keseluruhan kos pengangkutai
swasta sebagai ukuran untuk mengurangkan penggunaan tenaga dan polepasan CO-
Selanjutnya, pembuat dasar dinasihatkan melaksanakan dasar-dasar unfuk mencetuskan
aktiviti perdagangan antarabangsa sebagai perdagangan antarabangsa yang
mengurangkan pelepasan CO-, Dalam hal ini, menercka dasar tenaga alternatif, seperti
membangunkan strategi pemuliharaan energi, mengurangkan intensiti tenaga,
meningkatkan kecekapan tenaga, dan meningkatkan penggunaan sumber tenaga vang
lebih bersih membuktikan strategi yang lebih baik untuk menangani isu ini.

Kata Kuner: Populasi, Afluen, Teknologi, Pelepasan CO2, Pembangunan Lestari

it
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CHAPTER 1

INTRODUCTION

Chapter 1 begins with the intrbductk')n and backgroqnd of the ‘sil‘u'c!y 'in“Se(I:tiron I.1. The
problem of the study is stated in Section 1.2. The 'rescaerh~q4uestions and gbjectives are
provided in Section 1.3 and Section 1.4, respectively. The significance of the study is
discussed in Section 1.5 followed by the scope of the study under Section {.6. The
structure of the study is presented in Section 1.7. Finally, Section 1.8 provides the

conclusion of the chapter.
1.1 Background of the Study

The increasing global warming threatens, and climate changes have called for more
attention and discussion of global envirenmental issues. An increase in air and ocean
ternperatures leads to melting of snow and rising of average sea level are unambiguous
evidences of global warming. Intergovernmental panel on climate change (IPCC) has
predicted that by the year 2100, there would be a possible increase of 1.1°C to 6.4°C in

giobal temperature and a rise of 16.5cm to 53.8cm in sea level (IPCC, 2013).

In this context, it will not be an exaggeration t¢ mention that Greenhouse Gases (GHGs)
emissions is the main cause of global warming and GHGs result primary from the
combustion of fassil fuels. The fossil fuels come from the non-renewable sources like oil,

enal and gas and contribute mainly in the CO; emissions. The world CO; emissions show



increasing t(rends due to the massive consumption of fossil fuels and non-renewable
energy consumptions in the rapid vrbanization and industrialization. The COzemissions
due to non-renewable energy consumption are one of the main issues of air pollution and

global warming (IEA, 2016).

In recent years, many countries have faced the challenge of producing more energy to
meet their growing energy demand, while at the same time struggling to reduce the
COz emissions. Energy is al the heart of the problem and should form the core of the
solution therefore, the analysis suggests that continuing to use energy as it is done today,
without a change in policy government by the major energy consuming countries would
be a way to quickiy increase dependence. The problem of energy security faced by
energy importing countries is equally significant (Hedenus, Wirsenius, & Johansson,

2014),
1.1.1 Energy Consumption

Energy which is defined as a key input to produce goods and services has significant role
in economic growth and development. It is a vital component in economic growth
functioning either directly or as a comgplement to other factors of production. Fhe
traditional Neo-classical prowth model considers energy as intermediate inputs whereas
land and labor as basic facters of production. On the other hand, the biophysical and
ecological view advocates is that energy plays a key role in income determination. Thus,
the economies heavily dependent on energy use shall be significantly affected by changes

in energy consumption (1.-H. Yuan, Kang, Zhao, & Hu, 2008). For the past three decades,

2



the world has experienced spectacular increase of energy consumption to sustain its
growing economy. An increase of 176.38 percent was recorded in the world energy
consumption during the 1938, - 2013 (World Bank, 2014). The trends of world energy
consumption arc presented in Figure 1.1. It shows that in 1980 the world energy
consumption was 1432 90kt and after a short decrease it again shows increasing trends in
1988 with 1467.84kt energy consumption. Finally, the world energy consumption

1894.27kt was recorded in 2013, -

£
1

2000 o e i e :

1500

10040

500

Energy Consumption {kt)

i

i

Figure 1.1
World Energy Consumption, 1980 - 201

Source: World Bank, 2016

The energy consumption in the different sectors is the main source of CO; emissions.
According to IPCC (20135}, CO2 emissions fromelectricity and heat sector are ranked first,

transport sector is ranked second, industry sector third and residential sector remained at

fourth. Figure 1.2 shows the contribution in CO: emissions from different sectors.
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The global trends of tota! energy consumption, non-renewable energy consumption and
COs emissions for 1990, 2000 and 2010 are presented in Table 1.1. It is observed that total

_energy consumption, non-renewable energy consumption and CO2 emissions are
- simultaneously increasing. Hence, wncreasing total energy and non-renewable energy

consumptions lead to increase in the araount of COz emissions.

Tablel.]
Global Trends of Energy consumption, Non-renewable Energy Consumption and CO:

Emissions, 1990, 2000, 2010

1990 2000 2010
Energy Consumption (kt) , 8574178 9788864 12515722
Non-renewable Energy Consumption (%) 80.82 79.96 80.80
CO: Emissions (MT) 22,222,874 24,807,255 33615389

Source: World Bank, 2015.

In addition, energy consumption in ditferent sectors also shows increasing trends. For
example, energy consumption in industry sector reached first with 5:.7 percent
contribution and fransportation sector remained second with 26.6 percent contribution.
Similarly, residential and commercial sectors utilized 13.9 percent and 7.8 percent energy
(IEA, 2015) respectively. Figure 1.4 shows the trends of world total energy consumption
and fossil fuels consumption during 1980 — 2014. The high consumption of fossil fuels

energy in different sectors significantly contributed to in the COz emissions.
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Figme 1.4
World Energy Consumption per year, 1980-2013
Source: IEA, 2015

Recent facts show that most of total energy and fossil fuels energy are utilized by high
income countrigs, but the contribution of upper middle income and lower middle-income .
countries cannot be ignored. The top ten total and fossil fuels energy consumption
countries are listed in Table! 2. It shows that China is an upper middle income and leading
encryy consumption country whereas, US is a high-income country and ranked second in
total energy consumption as well as in fossil fuels consumption. Similarly, India is lower
midd le-income country and stands at third highest energy consumer in the world in 2014,
According to facts, seven highest energy consumption countries are categorized as high

income, such as, US, Russia, Japan, Germany, South Korea, Canada and France.



Tablel.2
Top Ten Total and Non-Renewable Energy Consumption Countries in 2014

Country  Category Total Energy Fossil Fuels Energy % from
(Income Consumption Consumption the Total
Levely* (MT)** {(MT)*** » ‘
China Upper Middle 3,013 - 266047 - - © 883
CUS High Income 2,187 183 . 836
* India Lower Middle 819 592.13 - 723
Russia High Income 730 664.30 91.0
Japan High Income 455 431.34 94.8
Germany High Income 323 259.04 - 80.2
Brazil Upper Middle 293 159.97 54.6
. Korra High Income 267 232.82 87.2
" Canada  High Income 254 187.19 737
France High Income 253 250.72 99.1

Saurce: * World Bank, 2014 Classification.
** and ***(3lobal Energy Statistical Yearboolk, 2015.

1.1.2 Economic Growth

Ensuring balance between economic growth and sustainable environment has become an
important policy issue in recent years. Policies aiming at bringing cleaner environment
without affecting economic growth rates are being put forward with an ambition to reduce
dependence on non-renewable energy resources, ensuring energy security and eradicating
poverty. The relationship between sustainable environment and economic growth is
however linked through the relationship between energy consumption and economic
growth. Understanding the true nature of relationship between energy consumption and
economic growth is important for the formulation of optimal energy and environmental

policies.



The studies such as Mirza and Kanwal (2017) suggested that energy consumption in
economic activities have main contribution in the CO:z emissions. The economic activities
like economic growth, ﬁn&ﬁ{:iai development, foreign direct investment (FDI), .
industrialization and international trade gorzsumed massive amount of energy and

consequently emit high COs.

Since the seminal work of Kraft and Kraft (1978), it is considered that energy consumption
and economic growth are related to each other however, there is no consensus among
econamists on the direction ef céizs_aizt_\; between these two vanables (Apergis & Payne.
2009a), The nexus betwesn encryy consumption and economic growih has remained

questionahle across datasets, regions and methodologies.

Economic growth is an incress. in the capacity of an cconony to produce goods and
services, compared trom o periow to another. It can be measured in nominal or real
terms, the latter of which is adjusted for inflation. Traditionally, aggregate economic
growth is measured in terms of gross national product (GNP) and gross domestic product
(GDP), althouzh alteinative metriv . 272 sonestimes used \ World Bank. 2015} Economic
growth in the world remains lackluster, with fittle prospects for a turnaround in 2016 (UN,
2016). The trends of economic growth from 2007 - 2017 are presented in Figure 1.5. The
world economy is projected to grow by 2.9 percent in 2016 and 3.2 percent in 2017
Economic growth is benefiting the society by increase the level of health, education,
improved technology and infrastructure. Contrary, it is also hurting the environment by

pollutart emissions.
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World Econamic Growth 2007 - 2017
Source: Global Economy Outlook, 2016

1.1.2.1 Financial Development

The Financial Development Report (2011) published by the World Ecenomic Forum
{WEF) defines financial development as ‘the factors, policies, and institutions that lead to
effective financial intermediation and markets, as well as deep and broad access (o rapital
and financial services’ (WEF, 2011, p. 13). In a similar vein, Beck and Levine (1999} puts
forward that an ideal measure of financial development would capture “the ability of the
financial systern to research firms and identify profitable ventures, exert corporate cantrol,
manage risk, mobilize savings, and ease transactions.’ Thes;: definitions assign a major

role to the effectiveness of financial intermediaries and stock markets.

A financial system consists of financial institutions, commercial banks and financial
markets. At a broader level, a robust and efficient financial system promotes growth by
channeling resources to their most productive uses and fostering a more efficient
allocation of resources. A stronger and better financial system can also lift growth by

boosting the aggregate savings rate and investment rate, speeding up the accumulation of



physical capital, Financial development also promotes growth by strengthening
competition and stimulating innovative activities that foster dynamic efficiency (Estrada,
Park, & Ramayandi, 2010). The WEF developed an index to measure the financial
development in a country. This index formulated based on seven different piltars such as
mstitution environment, business environment, financial stability, banking financial
service, non-banking financial services, financial markets and financial access. Top 20

countries with high score of financial development are presented in Table 1.3.

Tablel.3

Tep Twenty Countries with High Score of Financial Development in 2014
Rank  Country ~Score(1-7) Rank  Country Scare (1-7)
I Hong Kong 531 L1 Germany 4.61
2 us 527 12 Denmark 4,53
3 United Kingdom  5.21 il Norway 4.52
4 Singapore 5.10 14 France 4.43
5 Austraha 5.01 15 Korea Republic 4.42
& Vanada 3,00 16 Belgium 4,30
7 Japan 4.90 17 Finland 4.24
8 Switzerland 4.78 18 Malaysia 4.24
9 Netherlands 4.73 19 Spain 4.22
10 Sweden 4.71 20 Ireland 4.14

Source: The Financial Development Report, 2014

Most of the developed countries have ¢levated level of financial development. For
example, Hong Kong is ranked first with 3.31 score out of seven and followed by the US,

Singapore and Australia.

Financial development increases economic growth and boosts energy consumption but
impact on environment is another area of concern. There are mainly two points of views

which are mentioned that financial development either increases the energy consumption
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and COa emissions or introduces energy efficiency and decreases the CO» emissions.
Some of the studies suggest that CO2 emissions increase because financial development
alleviates the credit constraints and helps the economic output to expand which results in
more energy consumption and higher GOz emissions. According to Sadorsky (2010),
efficient financial intermediation encourages the customers to take loans and buy big
ticket items like automobiles,. which increases CO); emissions. Susmita Dasgupta,
Laplante, and Mamingi (2001} suggest that development of stock market results in low
financing cost, easing the liquidity fimitations for listed emterprises, allowing them to

expand output, increasc energy consumption and hence, CO» emissions.

On the contrary, it is argued that financial sector development boosts imvestment in
technologics that are energy efficient and thus reduces COz emissions. J. A. Frankel and
D. Romer (1999} argued that financial development in a country draws more FIH and
causes higher level of Research and Development (R&D) that leads to better
environment. Bello and Abimbola (2010) found that increase in financial development

brought technological improvement that led to lower emissions.

1.1.2.2 Fareign Direct Investment

FDIT refers to direct investment equity flows in the reperting economy. It is the sum of
equity capital, reinvestment of eamings, and other capital. Direct investment is a category
of cross-border investment associated with a resident in one economy having control or a
significant degree of influence on the management of an enterprise that is resident in

another economy, Ownership of 10 percent or more of the ordinary shares of voting stock
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is the criterion for determining the existence of a direct investment relationship (World

Bank, 2016).

FDI inflows have rapidly increased during the past two decadex in almost every region of
the world Recently, both inward and outward FDI inflows show increasing trends in the
workd. In 2015 the US is ranked first with FDI inflows $92.4 billion. Similarly, the UK
- with $72.2 billion is ranked second, Canada with $33.9 billion is ranked third, Australia
is ranked fourth with $51.9 billion and Netherland with $30.3 billion remains at fifth
pasition in the world, These top five FDI inflows host economies have 40.6 percent share
i the world FDI inflows. Recent inward and outward FDI ﬁows and stoek are presented

in the Table 1.4

Tablel 4

The World FDI Inflow and Stock, 2012 - 2014 .
DI flows  3$Million Y% of GDP

“Years 2012 2613 2014 2012 2013 2014
Inward 1,402,887 1,467,233 1,228,263 .9 8.0 6.3

Outward 1,283.675 1,305910 1,354,046 7.3 7.1 12
FDI stock Sudillion % of GDP
Inward 22,073,175 26,034,594 26,038,824 300 14.4 336
Qutward 22,527,186 25975000 25,874,757 308 34.6 339

Source: World Bank, 2015

This revitalizes the long debate in both academic and policy spheres about the advantages
and related costs of FDL Indeed, FDI inflows may provide direct capital financing,
generate positive externalities, and consequently stimulate economic groﬁll through
technology transfer, spillover effects, productivity gains, and the introduction of new
processes and managerial skills. FDI is one of the key macroeconomic indicators and

based on the general perception. FDI promotes the economies of the host country in the
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developing world and as a result FDI gets a high priority in their development agenda.
The countries provide subsidies, incentives, relaxation in taxes, local market access and
duty exemptions to attract more FDIs and expect that this will contribute positively to
. their economies (Blomstrom & Kokko. - 1998; Javorcik, 2004; Shahbaz, Wasreen, & .
Ozturk, 2016). On the contrary, empirical studies like Asghari (2013) amd Blanco,
Gonezalez, and Ruiz (2013) suggested that foreign investors prefer to invest in those
countries which have relatively lax environmental regulations. Furthermore, multinational
“Companies (MNCs) shift high polluted industries from developed world to developing

countries and hence, it results in the increase the level of pollutions.

E1.2.3 Industrialization

Industrialization is the process by which an economy is transformed from primarily
agricultural to one based on the manufacturing of goods. Individual manual labor is often
replaced by mechanized mass production, and craftsmen are replaced by assembly lines.
In the recent years, industrialization is rapidly increased and contributing heavily in the
economies of developing countries. The dustrial revolution propelled industrialization
as the predominant paths to economic modernization. Global Manufacturing
Competitiveness Index (GMCIy {2016) argues over the ongoing influence which
manufacturing has on driving the global economies. From its influence on infrastructure
development, job creation, and contribution to GDP on both an overall and per capita
basis, a strong manufacturing sector creates a clear path towards economic prosperity. In
2015, manufacturing in the US alone gencrated more jobs than any other sector,

employing 12.3 million workers.
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Recently, manufacturing related activities among global nations are rapidly evolving.
Manufacturing earnings and exports are stimulating economic prosperity causing nations
to increase their focus on developing advanced manufacturing capabilities by investing in
high-tech Infrastructure and education.. Figure 1.6 shows that the six focus nations like
US, China, Japan, Germany, South Korea, and.India, eollectively account for 60 percent
of world’s manufacturing GDP, demonstrating the influence these nations have on global

manufacturing trends.
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Figure 1.6 .
Globod Mangfacturing Competitiveness Index Raking by Country, 2016, 2020 (Projecred).
Source: Deloitte Touche Tohmatsu Limited and US Council on Competitiveness, 2016

On the other side, rapid industrialization in developing countries has led to economic
growth and an increase in the demand of energy. Energy atfects industrial production
through different channels. First, energy is a fundamental input of preduction and that
during the production process energy is required for equipment and machinery. Second,
energy is also needed as transportation fuel to import and export the manufzctures goods

or raw material. Hence, energy remains an essential requirement in the increase of
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industrial production as well as in the increase of a nation’s export and import, In addition,
most of the energy consumption in the industrial production is from non-renewable
resources which lead pollutant emissions such as COz emissions. Contrary, it is suggesied
~ that during the industrial revolution at initial stage pollution emissions increases due to.
fack of environmental policies and old machinery. At the later stage, pollution relatively
decrease due to improvement in polices and replace old machinery with latest. Hence,

there is {ess pollution emissions during the industrial production in these countries.

1.1.2.4 Interaational Trade

international trade has incrcased dramatically in the last 10 vears, rising from $6.5 trillion
in 2002 to around $12 trillicn in 2006 to reach around $18 trillion in 2011 (World Bank,
2015). Developed countries remain the main destination of international trade flows, with
total imports valued at about $10 trillion. As of 2011, developing countries’ export value
is like that of developed countries (around $9 trillion). Trade tlows from and (o developing
councries largely involve middle income countries (about half} and high-income countries
(abourt oue-third). Low income countries account for a small, albeit increasing share o7
developing countries’ trade; about 10 percent of exports and 12 percent of imports in 2011

Least developed countries (LDCs) only account for 2 minor, although also increasing,
fraction of developing country trade {(WDI, 2016). According to facts, internationai trade
has a major part in the GDP growth. The ten highest GDP and total international trade

countries from 1980 to 2016 are reported in the Table 1.5.
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Tablel.5
Top Ten Countries with Highest GDP and Total Trade from 1980 to 2016

Countries GDp Imparts Exports . Total  Trade
, Billions (£} Billions (§} Billions (§)  Billions (§)
World 1,051,368 320,261 315,557 635,818
USs 223,244 42,350 32,767 75,119
China - : 87,969 . .. 16,565 - 19,072 35,639
Japan 71,558 14,524 15,819 30,344
Germany - 49,127 - 23,583 25,843 49,427
UK 38,109 15,321 14,386 29,708
France 37,178 14,487 14,280 28,768
Ttaly 29,747 10,846 11162 22,009
Brazil : 24306 . 3,587 3,479 7,067
(Canada 21,6687 9,371 9,713 19,085
India 21,605 5,064 4295 9,361

Source; World Development Indicators, 2{16

On the other side, international trade entails movement of goods produced in one country
for either consumption or further processing to other couniry. Production of those goods
is not possible without effective use of energy. Other things being same, international
trade increases economic activities which stimulate domestic preduction and hence
cconomic growth, A surge in domestic production reshapes energy demand because of
gxpansion in domestic production. Hence, due to iﬁternational trade the higher rises the
production, the greater is the energy consumption (Cole, 2006; Shahbaz, Hye, Tiwari, &
Leitdo, 2013b; Shahbaz, Lean, & Farooq, 2013). Similarly, another group of economist
suggested that intermational trade enables developing economies to import advance
technologies from developed economies. The adoption of advanced technology lowers
energy intensity. The economic consequences of advance technologies implementations

consume less energy and produce more cutput.
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However, the impact of international trade on the pollutant emissions is another
predicament. As mentioned earlier that the share of international trade to the world GDP
has increased from 39 percent in 1990 to 59 percent in Zi)l.l (World Bank, 2014). This
_-significant contribution of international trade to the wérid’économic growth has thus made
the world economy more dependent on it. But such‘ van»incz'ease in Qeﬁszimption and
production of goods to boost international trade aisal becomes a source of pollutant
emissions since this rapid increase in international trade depends largely on logistics and .

transportation, which require a large consumption of energy in the form of fossil fuels.

1.L3 Population

1.1.3.1 Population Size

Global population growth acecunts to around 75 million annually, or 1.1 percent per year.
The global population has grown from one billion in 1800 % 7 billion in 2012, i is
expected to keep growing and estimated to reached at 8.4 billion by mid — 2030, and 9.6
billion by mid ~ 2050 (WPF. 2015). Rapid increases in the population will aff:ect the
environmental quality through increase the demand of energy. Each person creates some
demands on energy for the necessities of life, food, shelter, clothing and water. Hence, the
greater is the number of people, the higher is the demand of energy and environmental

degradation.
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1.1.3.2 Urbanization

Urbanization is a phenomenon of economic and secial modernization. It is not only the
process of transforming rural labor irom agricuffural-based economy to urban areas where
industrial and service sectors prevail, but it also involves a process ‘of structural
transformation of rural areas into urban areas. A rapid growth in urbanization has been
- recorded during Iast two decades. The global population in urban areas has increased from
0:746 billion in 1950 to 3.9 billion in 2014 (UN, 2014). Recently. the world is undergoing
the Targest wave of urban growth o history, More than half of the world’s popﬁi‘dlian now
lives in wowns and cities, and by 2030 this number will swell to about 5 billion. Much of
this urbanization will unfold in Alrica and Asia, bringing huge sccial, economic and .
cnvironmenial transformations. Since urbanization is a result of economic developmen.,
it can increqse energy demand, The growing urban population needs additional resources

consumption, thus building 1nore pressure on the already fragile ecosystem.

Evidently, in 2014 more than 66 percent energy has been consumed and approximately
70 percent pollutants were emitted by urban cities (IEA, 2014). However, theories of
ecolegical modernization and urbar environmental transition recognize the positive and
negative iinpact of urbanization orr the environmental quality but it is difficult to draw any

early conclusion (Sadersky, 2014).
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1.1.3.3 Population Density

Population density is midyear population divided by [and area in square kilometers.
Population is based on the de facto definition of population, which counts all residents
regardless of legal status or citizenship except for refugees not permanently settled in the
country of asylum, who are generally considered part of the population of their country of
origin. Land area s a country's total area, excluding area under inland water bodies.
national claims to continental shelf. and exclusive economic zones. In most cases the
definition of inland water bodies includes major rivers and lakes {World Bank, 2(316).
Generally, population density in-the world shows increasing trends. In 1980 only 34.20
persons were living per square kilometer which increased to 56.62 persons per square

kilometer in 2015, Table1.6 shows the top ten most densely popuiated countries in 2015

Tablel.6

Top Ten Most Densely Populated Countries in 2015
Country Person/seq.km Country Person/seq.km
Macao SAR china 19.392.93 Rahrain 1788.61
Monaco 18,865 50 Maldives 1363.87
Singapore 7,828.85 Malta 1347.91
Hong Kong 6.937.80 Bermuda 1304.70
Gibraltar 3,221.70 Bangladesh  1236.81

Source; World Bank, 2016

The impact of population density on environmental degradation is controversial subject
of study. The study like Brant Liddle {(2004) and Saidi and Hammami {2015} argue that

energy demand depends on per capita energy consumption and population density have
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positive impact of per capita energy consumption. The more densely populated a country
becomes, the higher is the energy demand and consequently results in the increase in the
C0: emissions. On the other side, studies suggested that the populous and highly urban
eities have less demand for personal transport, therefore; the-energy consnmpiion and COz

.emissions may show a decrease,

1.2 Probiem Statement

Based on the report of IPCC (2014), it is estimated that the average global temperature
would increase between [.1 °C and 6.4 °C in the next century. Most importantly, an
increase of merely 2 °C would expect to lead to a major change in the naiual ccosystems
and a rise of sea levels that may threaten the lives of 50 percent of the world populaiior
who live in coastal areas such as Tolkyo, Bombay, Shanghai, New Yark, Lagoes, Jakarta,
Los Angeles, Buenos Aires, Manila, Ric de Janeric, Karachi, Osaka, Bangkok, Istanbul,
Penang, Kuala Lumpur and Lima (Lau, Choong, & Eng, 2G14). Scientists have also found
that the major greenhouse gases, for example, CO; emissions c(}ntribute greatly to the
prbbiem of global warming. Unlike sulfur dioxide (SO2} whose impact is more locai,

whereas CO; emissions cause problems on a global seale (Fodha & Zaghdoud, 2010).

There are several reasons behind the rapid increase in CO2 emissions. However, energy
consumption is one of leading culprits of high CU» emissions. Energy is considered to be
the life [ine of an economy, the most vital insirument of socio economic development and
recognized as one of the most important strategic commodities. In the era of globalization,

a rapidly increasing demand for energy and dependency of countries on energy indicates
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that energy will be one of the major problems in the world in the next century. Traditional
growth theories focus much on labor and capital as malor factors of production and ignore
- the importance of energy in the growth process (David I Stern & Cleveland, 2004). There
are-although several factors of production, but the significant role of energy cannot be
ignored. It is evident that almost 80 percent energy comes from fossil fuels and non-
renewable resources which undoubtedly significantly contribute creating environmental
pollutant and global warming (Heidari, Turan Katircioghu, & Saeidpour, 2015; Olugbenga

A, Onafowora & Oluwole Owoye, 2014, Shahbaz, Hye. Tiwari, & Leitdo, 2013a).

Most of energy is consumed in the macroeconomic and demographic activities such as
international trade, financial development. FDL industrial préductif}rz, population growth,
urbanization and population density. Several prior studies have investigated that these
factors have though contributed to economic growth, their impact on the energy
consumption and environment is still a controversial subject of discussion. The empirical
studies investigated such factors and concluded that the energy demands have heen
decreased owing to technological improvement which has eventually improved the quality
of environment and lessened the emissions {Shaari, Hussain, Abduliah, & Kamil, 2014+
Shahbaz, Hye, et al, 2013a). on the contrary, some studies such as Akbostancy, Tung, and
Turtit-Agik {20113 and M. ], Alam, Begum, Buysse, and Van Huylenbroeck (2012} argue
that such factors that increase the energy consumption owing 1o massive production
eventually degrade the environmental quality and upsurge emissions. Therefore, extensive
use of energy to enhance economic growth and development and its impact on

environment are mutualiy ilinked problems.
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Natural ecosystern is imperative for improving standard of the living organism. Issues like
CO, emissions due to extensive energy consumption are serious issues of the natural
environment The issue of global warming due to high CO:z emissions got substantial
aftentions from inlernational forums. In a statement UN Secretary General Ban Ki Moon
stated that, .

Ifthe trillions to be spent are directed towards low-carbon goods, techno logies and

services, we will be well on our way towards a more sustainable, equitable and

climate-resilient world, But if we continue to invest in dirty, fossil fuel-intensive

development, the consequences for all countries will be dire. ... ...

(UN Climate Change Summit, 23" Sep 2014, Page no3).
Several empirically investigated by several studies. These studies have been performed in
different countries and with various modeling methods, approaches and findings. These
studies are dealt with several theoretical, empirical and econometric issues. The existing
literature shows mixed results due to the use of a variety of econometric techniques such
as regression analysis, correlation, univariate causality, panel cointegration,
autoregressive distributed lag {ARDL) model, vector error correction model {(VECM),

Innovative accounting approach (IAA), fully modified ordinary least square (FMOLS)

and generalized method of movement (GMM}.

Furthermore, most of the panel studies frame indefinite group of countries whose
characteristics are not similar such as panel of Brazil, Russia, India, China and South
Africa {BRICS) countries, panel of Organization for Economic Co-operation and
Development {OECD) countries, panel of Association of South and East Asian Nations
(ASEAN) countries and panel ofSouth Asian Association for Regional

Cooperation (SAARC) countries. For example, BRICS countries include high income
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country (Russia), upper middle-inceme countries (China and South Africa), and lower
middle-income country (India) and all of the countries have different structures of
economy. Hence, the selection of indefinite. panels is one of the reasons in getting

. controversial results.

To summarize, thus CO: emissions due to extensive .energy consumption in .
. macroeconomic and demographic activities is the main issue of éiobai climate change and
sustainable development. Although there are several studies .ihe;t ]‘m\-fe. d.iSCi:lSSt‘.Ei this issue
but provide inconclusive and controversial results due to deficiency of appropriate theory,
incompatible econometric methods and selection of ir.lcvi'efliniie“[:‘)ancl ‘of countries.
Therefore, inconclusive empirical evidence cannot help écénomic poiicyA plarners to
formulate lucid and wide-ranging sustainable economic plans to prolong a long run
gconomic growth without polluting the environment. Hence, to investigate the anpact of
inacroeconomic and demegraphic indicators on the CO2 emissions by selecting definile
panel of countries using appropriate modeling method is imperative for sustainable

economic plans
1.3 Research Questions

In accordance with the background of the study and the problem statement discussed in
the preceding sections, this study is mainly designed to address following core questions:
i) Do energy consumption, economic growth and population increase the level of

COa emissions in the sefected heterogeneous income panels?
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i) Are energy consumption, economic growth and population responsible for the of
the CO» emissions in the selected heterogeneous single countries?
iii) Is there any causality between CO: emissions, energy consumption, and

population in the selected heterogeneous income panels countries?

1.4  Research Objectives

Generally objective of this study is to examine the impact of population, affluence and
technology on the environmental degradation in the heterogeneous income panei
countries. Based an the research questions, the study was devoted to achieving the

following specific research objectives:

) To investigate the effect of energy consumption, economic growlh and
population on C0O; emissions in the selected heterogeneous income panels.

if) To examine the effect of enmergy consumption, economic growth and
popuiation on CO1 emissions in the selected heterogeneous single countries.

iiiy  To confirm the causality between energy consumption, economic growth,

population and CO; emissions in selected heterogeneous income panels.

1.5  Significance of the Study

The global warming due to high CQ: emissions is a worldwide issue. A considerable
attention therefore is given by researchers globally to investigate the relationship between

macroeconomic and demographic indicators and CO; emissions by using energy
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consumption as a mediator in different regions and countries by applying advanced
econometric methodologies. Numerous studies have also dealt with the relationship
between energy consumption and pollutant emissions. These studies have been performed
i diticrent countries and with various modeling methods, approaches and findings. The
review of past literature reveals that most of the studies pay attention either on the nexus
of energy consumption and CO; emissions where little effort has been made to test
whether these two are linked under the same framework. However, only a few studies
have investigated the relationship between macroeconomic and demographic indicators

and £0- mmissions using role of energy consumption as mediator.

The review of previous studies also concludes that most of the studies selected wdefinite
panel of countries, empirical and econometric technigues, whick is also & reason of
controversial results. Hence, this study selects panels of couantries based on income levelr
suchi as high income, upper middle income, Jower middle income and Jow-icome
countries, In addition, the current study is one of the ﬁrst research studies that have
extended the STRIPAT model by adding GDP growth, financial developmex, FI3 and
international trade as an additional facior of afflucnce, urbanizaiion and population density
as an additional factor of population and total energy consumpticn, nonrenewable energy

consumption and renewable energy consumption as factors of technology.

Finally, results of this study will help economic and environmental policy planners of the
selected countries to formulate lucid and wide-ranging energy plans to curb the CO,
emissions, to improve energy supply, to protect environment and to prolong sustainable

econemic growth and development.
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1.6  Scape of the Study

The research questions and objectives of the study were investigated since data collected
for ihe duration betireen 1980 and 2015. World Bank has. classified :countries into four
“varicus categuries on the basis of income level such as fow income, lower middle income,
upper middle income and high-income countries, This study is based on the data of top
-ten COxemitting countries during 1980 - 2013 selected from each income level. According
to some facts the US is the highest pollutant emitting country at global fevel and among
high ioeome countries. Russian Federation, Japan, Germany and UK; Canada, Italy,
France, South Korea, Paland and Australia are selected as atop ten COz emitting cowsitiies
froiws among high mcome couatries. Similarly, China. Mexico. South Africa, Iran, Brazil,
‘Turkey, Thailand, Venezuela, Roman:a and Malaysia are selected from upper middie-
iwome countries. In addition, from lower middle-income countries, India, indonesiz
Egypt. Pakistan, Nigeria, Vietnatn, Philippines, Syria, Morocco and Bangiadesh are
selected as they are most top ten polluted countries in this category. From the low-income
countries Zimbabwe, Senegal, Ethiopia, Tanzania, Nepal, Benin, Mozambique, Congo,

Togo and Niger are selected as a top ten COz emitted countries during 1980 - 2015

1.7 Organization of the Study

The contents of this study are divided into five main chapters. Chapter I outlines the
varipus important contents of this research topic. The specific contents are; background
of the study, statement of the problem, research questions and objectives, significance,

scope and structure of the study and finally a summary of the chapter. Chapter 2 reports
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the supporting theoretical and empirical literature and findings of past researches that are
related to technology, affluence, population and CO2emissions ina STIRPAT framework.
Chapter 3 provides methodology of the study. The results and findings of the study are
gpresented in Chapter 4. Finally, Chapter 3 elaborates policy implications, recommendation

and limitaiion of the study.
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CHAFPTER 2

LITERATURE REVIEW.

2.1 Lntroduction

This chapter provides the review of literature relevant to energy consumption, economic
growth, population and CO: emissions. This chapter has been divided intc three main
seciions, The first section provides the theoretical lterature review on the energy
consumption, economic growth, population and CO: emissions. The second section
elabarates the empirical literature available on this issue. The third section explains the

literatuve gap. Finally, the conclusion is presented at the end of the chapter,

2.2 Theoretical Review

2.2.1 Traditional Neo-Classical Growth Model

tnergy consumption which is considered as a fundamental driver of output has significant
role in economic growth and development. It is a vital component in economic growth
either directly or as a complement to other factors of production. The traditional Neo-
classical growth model considers energy as intermediate inputs whereas land and labor as
basic factors of production. Similarly, the biophysical and ecological view advocates is
that energy plays an important role in income determination. Thus, the economies heavily
dependent on energy use shall be significantly affected by changes in energy consumption

(J.-H. Yuan et al., 2008).
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Several prior studies have shown that energy consumption would likely lead to changes
in CO» emissions. The energy consumption is also often a key determinant of
CO» emissions. It is, therefore, worthwhile to examine the nexus. between energy
consumption and CO: emissions by considering them simultaneously in a modeling:
framework. Evidently, Ugur Soytas, Ramazan Sari, and Bradley T Ewing (2007b)
nvestigated the dynamic relationship between energy consumption and CO2 emissions.
They explored that COz emissions Granger cause income and energy consumption. A.
simnilar exercise was conducted by Ang, 2008 in France and Malaysia but the results -
indicated that energy consumption granger cause CO:z emissions in France and in Malaysia-
as well (Eddine Chebbi, 2010) collected the Tunisian data to investigaie the relationship
between energy consumption and COa emissions. The results indicated that energy
cansumption stimulates economic growth and thus Granger causes C(O» emissions. [n case
of India, Ghosh (2009) investigated the causal relationship between energy consumption
and CO; emissions by incorporating investment and employment as additional
determinants of CO- emissions but reported no causality between energy consumption and

C0» emissions.

Bélaid and Abderrahmani (2013) examines the causal relation between energy
consumption and CO:z emissiens using the Chinese data. The findings of the study reveal
that energy consumption Granger causes COn emissions which lead to environmental
degradation. Using Turkish data Haliciogiu (2009a) also reported feedback hypothesis
between  energy  consumption  and  CO; emissions.  Similarly,  Odhiambo
{2010) reinvestigated the causality between energy consumption and CO; emissions and

also found unidirectional causality running from energy consumption to CO:z emissions.

29



The study of M. J. Alam, Begum, Buysse, Rahman, and Van Huylenbroeck
{2011) examined the link between energy consumption, economic growth and energy
pollutants in case of India. Their cmpirical evidence revealed the bidirectional causal
relationship between energy vonsumption and CO: emissions while neutral hypothesis

existed between CO; emissions and economic growth

In case of Bangladesh, M. J. Alam et-al (2012) detected the causal relationship between
these variables and opined that variables are cointegrated for the long run. Their results
reported the presence of feedback ~hypethesis between cnergy conswnplion and
COy emissions, while unidirectional ceuselity is tound running from CO; emissions to
energy consumption. In case of Greece. Sharif Hossain (2011) investigated the causality
between energy intensity, income and CO» emissions and concluded the existence of long
run relationship between the series The unidirectional causality 1s found rinning from
econoinic growth to energy intensity and COz ermuissions, while feedback hypothesis exisis
between energy intensity and CO: emissions. In case of India, M. J. Alam et al
{2011) examined causality between energy consumption, CO; emissions and economic
growth and they found that causality between COy emissions and economic growth is
independent. J. Park and Hong (2013} examined the relationship between energy
consumption, economic growth and CO» emissions in case of Korea and found long run
relation between the variables and noted unidirectional causality economic growth to

' emissions.
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2.2.2 Environmental Kuznets Curve (EKC)

Relationship between economic growth and environmental degradation has heen a widely
discussed subject since the pioneering work of NqbeE Laureate g:‘co_ngmist Simon Kuznets
.(}E\JS:)"a)t Kuznets found a relationship between per capita incgm;e' gnd ipcomc ineguafity
-as an inverted U-shaped curve. More precisely, if the per capita inconje increases, then
.the income inequality also increases at first and starts de;!?ning_,after_.xzﬁlsturning point.
Hence, inverted U-shaped curve is found between per capita income and income
inequality. Based on this idea studies like Grossman ,andti‘(rgeget (1991}, Panayotou
(1993) and Shatik and Bandyopadhyay (1992) aisq reported invered U-shaped
relationship between GIJP per capita and environmental degradation. The increasc in'
economic growih mitially hurts enyironment due to the lack of environmental laws and

policies but staps hurting after reaching critical high-income level called EKC.

Existing studies including Cropper and Griffiths (1994), Grossman and Krueger {1994),
Hettige, Lucas, and Wheeler (1992}, Maninez-Zarzoso and chgachea~Morancho (2004)
and Selden and Song (1995), among others investigated the relationship between income
and emissions and validated the existence of the EKC. Recently, various studies validated
the EKC using cross-sectional data, for instance, Lean and Smyth {2010) for ASEAN;
Ozturk and Acaravei (2010a), for Central America and commonwealth of Endependent
statgs; Pao and Tsai (2010) for BRIC countries; Pao and Tsai (2011) for Russia; K.-M.

Wang (2013) for 138 developing and developed countries.
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2.2.3 Pollution Halo and Pollution Heaven Hypothesis

The impact of FDI on the host country's environment has also been a subject of debate.
Twa.conflicting hypotheses have been presented in previous studies, the p@IIﬁtf{')n haven -
hypothesis and the pollution halo effect hypothesis. According to the halo effect
hypethesis, the presence of foreign investors will spur positive environmental spill-overs
to the host country (Albornoz, Cole, Ellictt, & Ercolani, 2009) because MNCs have more
- -advanced technology than their domestic counterparts and will tend to disseminate cleaner

technology that will he less harmful to the environment (Gsrg & Strobl, 2005).

In contrast, the pollution havén hypothesis postulates that MNCs will look meore inio
countries where environmental regaiations are less strict (Cole & Elliot, 2005). This
strutegy might harm the envirenment in the host cou.ntry if the issue s not taken serisusly
(Cole, Elliott, & Freariksson, 2006). The results are both theoretically and empirically
mixed (List & Co, 2000; Xing & Kolstad, 2002; Zarsky, 1999b). However, there is plenty
of evidence suggesting that foreign MNCs tend to relocate the dirty industries in
developing countries with Jax environmental regulations rather than in deveioped
countries, where the environmental regulations are very strict (Blanco et al., 2013; Brian
R Copeland & Taylor, 2003). Therefore, depending on the nature of and the motives
hehind the MNCs, FDI can cause more emissions in the hosi countries. The effect of FDI
on GHG emissions in particular has also been a subject of debate in the extant literature.
The previous studies such as Hoffimann (2002) and Hassaballa (2013) have provided
coherent justifications for using GHG (particularly C(:) emissions as a proxy for

polhntion in general. This study argues that COz is a primary source of global warming,
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and the variable is also highly correlated with such local poliutants as nitrogen oxide and

Sulphur Dioxide.

2.2.4 Malthus and Boserup’s School of Thoughts

The impact of population size on CO2 emissions has been a widely discussed issue among
researchers. Generally, there are two different perceptions on the impact of demographic
factors on the environmental gquality. First, Griffith (1967) argues that pressure of
population on the resources cause environmentai degradation while the second percsption
is of Boserup’s who claims that an increase in population encourages the emergence of
techirological innovations, which leads to a negative impsct of population size v the
environment (Boserup, 1963b, 1981). In particular, Boserup deems a high population
density to be a prerequisite for technological progress in agriculture. f\ccoidéng%yi
Malthusian scholars predict that the impact of population on greenhouse gases is more
than proportional, while Boserupian academics state that this relationship does not exist

or, if it does, it has a negative elasticity.

2.2.5 STIRPAT Model

A. Shi (2003), concerns over the impact of papulation pressure en environmental quality
can be traced back to concerning about population change and natural resource scarcity.
There are two different perspectives on the impact of demographic growth on

environmental quality; the Malihusian tradition and the Boserupian approach. The
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Malthusian tradition claims that environmental degradation takes place because of the
pressure that the population puts on resources (Malthus, 1967). In contrast, the Boserupian
perspective (Boserup, 1965a) holds that a population increase stimulates the appearance
‘of technological innovations, which attenuate the negative impact.on the environment. In
particular, Boserup considers a high population density to be a prerequisite for
technological progress in agriculture. Consequently, Malthusian scholars predict that the |
impact of population on greenhouse pases to be more than proportional, while Boserupian

academics state that this relationship does not exist or, if it does, it has a negative elasticity.

Ehrlich and Holdren (1972) was first te use IPAT to describe how our growing population
contributes to our environment, both positively and negatively. This took the form of an
equation combining environmental impact (1) with population size (P}, affluence (A, per
capita consumption or production), and the levef ofenvironmentally damaging technology
(T. impact per unit of consumption or production), known as I = PAT. (Chertow, 2000)
reviewed the history of IPAT equation and its variants. This equation is a widely
recognized formula for analyzing the impact of the papulation on environment (Harrison
and Pearce, 2000), and is still used for analyzing the driving forces of environmential

change (York, Rosa, & Dietz, 2003).

Waggoner and Ausubel (2002) revised this model by disaggregating T into consumption
per unit of GDP (C) and impact per unit of consumption (T) so that | = PACT and they
renamed it IMPACT. The main aim of the ImPACT mode! is to identify the key factors
that can be changed in order to reduce environmental change and to identify some factors

influencing those keys factors (York et al., 2003).
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There is some controversy about I = PAT. Schulze (2002) proposes adding Behavior (B)
into I = PAT, creating I = PBAT. He argues that people have many effective fashions,
.such as the change of their own behavior, in addition to reducing affluence or applying
more efficient technology to reduce its environmental impact. But Schulze's approach has
been subject to some criticisms. Diesendorf (2002) argues that some aspects of behavior
are implicitly involved in each factor in the right-hand side of the equation { = PAT.
Thas, B could only inchide those aspects of behavior that are not already included
in P, A and T, and as such, B iz very difficult to define precisely. However, whether using
the modeli=PAT, J=PBAT, ort=PACT, wc get the proportionate impact of
environmental change by changing one factor and simultaneously holding other factors
constant, This 1s their fatal limiiation. To overcomnc the limitation of these models, (York
et al,, 2003 reformudate. IPAT into a stochastic model, naming it STIRPAT {for Stochastic
Impacts by Regeession on Popuiation, Affluence, and Technology), i order to analyze

the non-proportionale impact of population on environment.

Fusthermore, York et al. (2003) introduce the concept of ecological elasticity in order fo
analvze environmental questions further. Ecolegical elasticity (EE) refers to the
responsiveness or sensitivity of environmental impacts to a change in any of the driving
factors. Thus, we can calculate the EE of any of the driving factors. The term population
elasticity of impact (EEIP) refers to the responsiveness of an environmental impact to a
change in population size, The term affluence elasticity of impact (EEIA) refers to the
responsiveness of an environmental impact to a change in economic measurement of

affluence (e.g., per capita GDP or GNP). The coefficients b and ¢ in model (2) are
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respectively the EEIP and EEIA. York et al. (2003) did not discuss technology elasticity
of impact because ecological elasticity is not applied to technology, and because no single

operational measure of T is free of controversy.

2.3  Empirical Review

2.3.1 Review OF Empirical works based on the STIRPAT Model

The STIRPAT method has been applied by several scientists to investigate the effects of
driving forces on pollutant emissions. For instance; York et al. (2003) study a non-linear
relationship between emissions and factors such as population, urbanization nd eronomic
growth for 142 nations and find a positive relationship hetween emissions and the
independent variables. In a similar study, York et al. (2003) conclude that the elasticity of
CO- emissions with respect to population is close to uniy. Y. Shi and Massagué
(2003) finds a direct relationship between population changes and emussions in §73
countries over the period from 1975 to 1996. Using a sample of 86 countries during the
period from 1971 to 1998, Cole and Neumayer (2004) study the effects of population size
and several other demographic factors, inciuding age cornpositios:, the urbanization rate
and the average household size, on CO: and sulphur dioxide (SO2) emissions. The results
indicate that there is a U-shaped association between population size and SOz and a
positive association between the urbanization rate and COa emissions. Moreover, a higher
average household size is found to decrease emissions. In contrast, a negative relationship
between urbanization and COz emissions 1s found by Fan, Liu, Wu, -and Wei (2006} for
developed countries over the period 1975 to 2000. The same result is obtained by These

authors analyses the determinants of CO: emissions during the period of 1975 to 2003 and
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demonstrate that although the elasticity of emission-urbanization is positive in low-

income countries, it is negative in middle upper and high-income countries.

S. Lin, Zhao, and Marinova (2009) add urbanization and industrialization factors to the
‘basic mode! and name the new model STIRPUrInAT. These authors use this revised model
to analyses environmental impacts in China from 1978 to 2006 and find that the population
had the largest potential effect on environmental impact, followed by the urbanization
level, the industrialization level, GDP per capita and the energy intensity. Similar to the
study of Fan et al. (2006), a study by Poumanyvong and Kaneko (2010a) considers -
different development stages and provides evidence of positive effects of ;populaticn,
afﬁuence and urbanization on COz eniissions for all income groups, low, middle and high.
Considering aggregate COzemissions and CO; emissions from transport for 17 developed
countries covering the period from 1960 to 2005, Brant Liddle and Lung (2010} revea'’
that the total population and economic growth positively influence these two types of
emissions. However, urbanization has a positive and significant impact on only CO;
emissions from transport. When improving this study by performing uuit root and
cointegration tests, Brant Liddle (2013) finds positive associations between GDP per
capita and COz emissions from transport and between the total population and CO: from
transport. Using a panel of 29 provinces in China from 1995 to 2010, C. Zhang and Lin
(2012a) show that population, affluence, industrialization and energy intensity. increase
CO2 emissions for the whole sample, whereas the results are different across the different

regions.
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This section will be divided into three sub sections. The first section explains the past
studies refated to energy consumiption (fotal energy consumption, renewable energy
consumption and non-renewable energy consumpfion) and COz emissions. The second
section illustrates the pricr litérature related to economic-grawth (GDP growth, financial
development, international trade, FDI and industrial production) and CO; emissions.
Finally, the third section discusses the previous literature on the population size

(population size, urbanization and-population density).

2.3.2 Energy Consamption and-C(Q: Emissions

This study utilized three different measurements of energy. consumption such as total
encrgy consumption, non-renewable energy consumption and renewable energy
consumpticn to explore the relationship with CO2 emissions. In the following sections this
study reported studies on the relationship between total energy consuinption, non-

renewable energy consumption and renewable energy copsumption and COz emissions.

2.3.1.1 Total Energy Consumption and C(; Emissions

Energy plays an essential role in economic growth. According to traditional neo-classical
growth model, energy is an intermediate whereas land and labor are basic factors of
production. Thus, the economies heavily dependent on energy use are significantly
affected by changes in energy consumption. Though energy consumption plays a vital role

in econemic growth, it also turts the environment by emitting CO2 emissions. Hence, an
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extensive use of energy to enhance economic growth and their impact on environment are

the interlinked problems for sustainable development.

+he relationship between energy consumption and economic growth,.as well as eccnomic
growth and CO: emissions got substantial attention from the. researchers tir.the Jast twa
decades. Afler 19707s energy crises, several studies such as Kraft and Krafi {1978),
Akarca and Long 1L (1979), Akarca and Long {1980) and Yu-and Choi (1985) investigate
that energy consumption is one of the main factors of production and have positive
siomvicant affect the economic growth of host-countmy.-The pasi studies showed
canteptions and ambiguous results which may not be sudable for lucid and prolong nohicy
smphication across countries. The review of past literature found that most of the studies
pay attention ¢ithed on the nexus of energy consumption — economic growth o1 econumic
growth - COy emissions where lirtle effort has been made to test these rtwo links under the
same framework. The study of Ugur Soytas, Ramazan Savt, snd Bradley T. Ewing (2007a)
mentioned the criteria to evaluate the energy consumption — economic growinh and
sconomic growth - CO:z emissions nexuses. The study argues that if there is unidirectional
causality running trom CO» emissions to economic growth then the relationship may be.
such that emissions occur during production and, as a result, income rises. In contrast, if
there is unidirectional causality running from economic growth to CO: emissions, the
relationship may be referred to as an Engel curve for an economic bad. Further, upon
existence of bidirectional causation the variables directly alfect cach other and there is a

feedback effect oo,
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The study of Ang (20074) examined the relationship between energy consumption, CO;
emissions and output in France from the peried 1960-2007. The results of Granger

causality reveal that economic growth exerts casual influence on energy consumption as

- wellas CO: emissions in the long run and energy consumption cause economic growth in - -

short run. The findings suggest that the higher the economic growth the more is the .

demand for energy, resulting in an increase in CO: emissions in France, Similar results

have been found by Hwang and Yoo (2014) in Indonesia and Joo, Kim, and Yoo (2014) - -

in Chili. James B. Ang (2008) also conducted a study on Malaysia and the results of

. VECM imply that economic growth of Malaysia significantly contributed to pollutant— -~

emissions and eqergy consumptio during the 19711999, In Malaysia, 1t is not surprising -
that an increase ¥ pollutam level induces economic if much energy inputs have been
consumed in the production © promote heavy mdustry since an exiensive cnergy

consumption resuits in an inicrease in pollution.

Similarly, Sovtas ef al. (2007a) examined the linkages among economic growth, energy
consumption and COz emissions duning 1960-2004 in the US. The study applied multipie
gconometric techniques such as Toda—Yamamoto (TY), variance decompositions and
generalized impulse response in a muitivariate framework. Their findings suggested that
energy consumption is the main source of CO» emissions but it does not have any
relationship with economic growth in case of the US. Since there is no evidence of
relationship between energy consumption and economic growth, reduction in energy
consumption will not hurt the economic growth. The results suggested that the US should
decrease the energy consumption or formulate alternative policies such as switching over

to renewable energy consumption, or decrease energy intensity as well as increase the
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consumption of cleaner energy to encounter the COz emissions. Furthermore, Soytas and
Sari (2009) studied the causality between energy consumption and pollutant emissions in
- Turkey. The results of the study suggested that there is strong evidence of relationship
betweeni energy  consumption "and. economic growth but the increase in energy -
consumption was caused by CO; emissions in Turkey during 1965 - 2004. Another study
on Turkey by Ozturk and Acaravci (2010a) explored the long run relationship between
energy consumption and economic growth by. using ARDL testing over the time period
1968 -- 2005. The results were. in favor of long run relationship among all proposed
variables at five percent significance level-in Turkey during this period. The study of
Ozturk and Acaravci (2010a) did not support the results of Soytas and Sari (2009) and
Agan, Acar, and Borodin (2013) in case of Turkey. The inconsistency in the results of the
same country might be due to different methodologies and time periods. It is ot possibie
to formulate clear economic and environmentai policies in the case of such contradictery
results. However, these inconsistent and contradictory results open new horizon to

reinvestigate the relationship in case of energy consumption and pollutant emissions.

Apergis and Payne (2009a) examined thé relationship between energy consumption and
CO- emissions among six Central American countries during 1971 — 2004. The results
show that in short run both energy consumption and economic growth significantly affect
CO:> emissions. According to authors, these results are not surprising since energy
consumption is a complement of production. The results demonstrate that energy
consumption affect CO2 emissions both in long run and short run. However, with the
increase in economic growth, CO: emissions decline. Nicholas Apergis and James E.

Payne {2010) also extended the work of Ang {2007a) and explored the relationship among
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ecanomic growth, energy consumption and CQ1 emissions from 1992 — 2004 in 11
commanwealth countries. The Im, Pesaran, and Shin (2003} panel unit root test was used
ta test stationarity and FMQLS proposed by Pedroni (2001) was applied to test the co-
integrationi The results of the study suggest that energy consumption has a signiticant .

contiibution to increase CO» emissions.

The study of Ozturk and Acaravei (2010a) presented comprehensive analysis on the
relationship between energy consumption and CO» emissions. The study utilized panel
dlata from 1960 -- 2005 of 19 European countries including-Avsria,-Beigium, Denmark, -
Fmiand, France, Gtrmany._ Greece, Hungary, lceland, Ttaly, Luxembourg, Neiherlands,
Norway, Portugal, Sweden, Switzerland and UK. The results of bound test explain that
ar icrease in the consumption of energy per captia, per capita GDF and square of per
capita GDP contribute ta CO» emissions in Denmark, Germany, Gicoce, foeland, fals,
Portugal and Switzerland whereas in rest of the countries it shows iusignificant

relationship,

Furthermore, Feng, Sun, and Zhang {(2009) explored the causality amoeng 2nergy
consumption, economic growth and CO: emissions in China from 1960 - 2007, The
results of multivariate framewaork suggest that energy consumption and econornic growth,
energy consumption and CO; emissions are complements of each other. The increase in
encrgy consumption leads to economic grewth and CO: emissions as well. Therefore, the
government of China can pursue conservative energy policy and C(O; emissions reduction
policy in the long run without impeding economic growth. The results are consistent with

the study of Chang (2010} in China over the pericd 1981 — 2006. In addition, Fei, Dong,
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Xue, Léang, and Yang (2011) also conducted study in China by applying dvnamics
Ordinary Least Square (DOLS) test over the period 1985 — 2007, The results suggest that
there is cointegration between GDP per capita and energy consumption. The Granger
causality -results show that energy .consumption causes economic growth and COx
emissions as well. For example, one percent increase in GDP per capita causes 0.48
percent and 0.41 percent increase in-energy consumption and CO; emissions, respectively.
Furthermore, in ¢ase of China, the most recent study on this issue has been conducted by
(S. Wang, D. Zhou, P. Zhou, and Q. Wang (20114)) by utilizing panel VECM and- data
over the period 1995 —2007. A long run relationship shows ¢comparable results as in the -
studies of C. Zhang and Lin (20]12a) and Bélaid and Abderrabmani (2013). However,
causality results are totally different from all previous studies in case of China. The results
also suggest that there is bi-directional causality between energy consumption and CO»

emissions as well as energy consumption and economic growth,

The dynamic interrelationship in the cutput-energy-environment nexus is analyzed by
applying panel cointegration technique and panel Granger causality link in the short run
and long run time scale. There are many studies which suggest that panel-based tests are
more accurate than individual series based tests for a short span ot data (Al-Iriani, 2006).
However, in the panel, it is difficult to apply one result on all other countries where
economic structure is different from each other. For example study of Pao and Tsai (2010)
explored the potential determinants of CQz emissions in case of Brazil, Russia, India and
China over the period 1990 — 2005. The results of panel Granger causality revealed that
energy consumplion and cconomic growth are the complements of each other whereas

energy consumption and CO; emissions also show the bi-directional causality.
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Pao, Yu, and Yang (2011) explored the relationship between energy consumption,
economic growth and CO; emissions in case of Russia during the 1990 - 2007 The results
of Johansen Maximum Likelihoed (JML) and -OLS show that all the variables are
significant in case of Russia. The results of the study suggest that in order to reduce
emissions and avoid having a negative effect on economic growth, there is a need to
improve Infrastructure to get betterenergy efficiency. In other words, energy conservation
is expected to increase the efficient use of energy, thus promoting economic growth and
environmental quality. The results of this study are consistent with another study of the

same authors Pac and Tsai (2011} in case of Brazil over the period 1980 — 2007.

There are several other studies that have been conducted in India on this issue, but the
results are inconsistent. For example M. J. Alam et al. (2011) applied TY during 1971 -
2006 and explored that energy consumption leads CO; emissions and do not have
relationship with economic growth in India. Whereas, in another study, Vidyarthi (2013)
applied Johansen cointegration approach and Granger causality and explores that energy
consumption leads to econemic growth, a result opposite to the study of M. 1. Alam et al.
(201 1). Another study of Yang and Zhao (2014} is the most recent study in case of India
and shows results different from those in the study of M. J. Alam et al (2011) and
- Vidyarthi (2013). The study has used Granger causality test during the period of 1970 -

2008 and suggest that all the variables are jointly causal to each other.

There are several other studies that have been conducted on the panel of different countries

on this issue and found different results. A panel study has been conducted by (Saboori,
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Sapri, and bin Baba (2014} on the OECD countries over the period 1960 — 2008, The
study utilized FMOLS to confirm the long run relationship among all variables. The
results suggest that energy consumption and economic growth as well as energy
‘consumption and CO: emissions are complement to each. other, Whereas, Al-mulali, Lee,
Hakim Mohammed, and Sheau-Ting (2013) used Canonical Cointégration Regression
(CCR) over the period 1980 -2008 in Latin American Caribbean Countries and found
- similar-resulis. Salahuddin and Gow (2014} also explored that anincrease in ecohomic
growth will increase ihe demand of energy which cause CO: emissions in all GCC
- countries. Similarly, Omyi (2013} applied GMM in the period 19902011 and the results
of 1 - Middle Fast and North Africa (MENA) countries shows same resuits as wose of
Salahuddin and Gow (2014). The wientioned studies have discussed previous literatore
related to energy consumptlion, econiomic growth and COs» emissions. It has been observeg
that whether it was 2 single country study or panel studies, each applied drvers:iving

econownetric techniques, but results were found inconsistent in each case.

2.3.2.2 Nourenewable Energy Consumption and CO; Emissions

There are several studies that incorporate non-renewable energy consumption beside toial
energy consumption to investigate the relationship between economic growth and CO»
emissions. The energy that comes from fossil fuels such as oil, coal and gas are commonly
known as non-renewable energy. In fact, major part of energy comes from fossil fuels
consumption which leads to rapid increase in GHG emissions and consequently global
warming. This global nature of energy challenges needs to decrease and an efficient use

of non-renewable energy resources. The continuous increase in GHG due to fossi! fuels
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consumption has encouraged many countries to find alternative sources of energy that can
meet theilr increasing demand of energy and save the environment. A decrease in the

- dependency on fossil fuels and an increase in the utilization of renewable energy

-consumption need proper policy formulation. The economic growth of many. countries. -~

depends on fossil fuels consumption, for example, Bloch, Rafiq, and Salim (2013)
explored that economic growth of China depends on coal consumption. Although coal
consumption of China hurts the environment by emitting high level of CO2 emissions but

a direct reduction in the consumption may negatively affect economic growth.

Malaysia is one of the fastest growing countries in the ASEAN region. The rapid growing
industries increase the demand of energy and 95 percent energy comes from the fossil
fuels including oil, gas and coal which lead to pollutant emissions. The study of Azlina
and Mustapha (2612) explored that huge consumption of non-renewable energies
contributes in GHG emissioits in case of Malaysia. Similar results have been found by
Saboori, Sulaiman, and Mohd {2012a) during the period 1980 — 2Z009. Furthermore,
inaustrial output and evolution towards export- oriented technologies in the ASEAN
region have put more pressures on the amount of energy consumed. According to World
Bank (2014), 90 percent of the energy requirement is met by the non-renewable energies
which results in CO» emissions in the region. Additionally, Saboori and Sulaiman (2013)
explored that although energy consumption contributes to the economic growth but it is
also a main source of COz emissions in most ofthe ASEAN countries. Similar resuls have
been found by Arouri, Ben Youssef, M'Henni, and Rault {2012) in case of MENA

countries. In contrast, the most recent study on ASEAN region Heidari et a1, (2015) found
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that there exists no relationship between energy consumption, economic growth and COz

emissions during the time period of 1980 — 2008.

On the other hand, Shafiei and Salim {2014) explored the effect.of non-renewable energy
consumption on economic growth based on neoclassical economic growth model in case
0f 29 OECD countries during 1980 — 2011, The main findings of the study show that there
is bidirectional causality beiween non-renewable energy consumplion and economic
growth, The resulis confirm the feedback hypothesis, which entails that a high level of
economiv growth leads to a high level of non-renewable energy consumption and vice
versa in case of 29 OECD countries. Although, non-renewable. energy consumption
contributes o the economic growthy, but it also causes the Increase 1a COz emissions

(Boliik & Mert, 2014, Farhani & Shahbaz, 2014).

Moreover, fossil fuels specially coal consumption is a nwin source of COz emssions.
Thus, countries where a large portion of energy comes from coal consumption are emitting
more pollutants (IEA, 2014). Menyah and Wolde-Rufagl (2010b) explored :he
relationship between energy consumption, economic growth and CCOz emissions in case
of the coal abundant country South Africa over the period 1963 - 2006. The TY causality
test shows expected results that coal consumption in South Africa is although important

for economic growth, but it also produces high CO: emissions.

Coal is one of the major types of fossil fuels energy playing a vital role in the economic
growth of the host countries. The study of Satti, Hassan, Mahmood, and Shahbaz (2014)

explored the relationship between coal consumption and economic growth of Pakistan

47



during {974 — 2010. The resuits of VECM test show that coal consumption has positive
effect on economic growth. The authors explain that the results of this study are not
surprising since coal is a main source of energy consumption in Pakistan. Further, they
also examined the relatianship betweeii coal consumptien. economic-growth and CO;
“emissions. The results. of Granger cawsality show that there is bidirectional causality
.between coal consumption and economic growth in China. Since coal is the main source
. of electricity generation in China the decrease in coal consumption without appropriate
policy may cause adverse effect on economy of China. Bloch, Rafiq, and Salim (2012)
-alsn found bidirectional causality between coal consumption and economic growth in case
ot Chima during 1977 — 2008 On the other hand, Menyah and Wolde-Rufael (20104
revisited the casval relationship berween cosl consumption and economic growth for siv.
major coal consumer couniries. The resulis of VAR and TY causality test showed
snidircetional causality running fiom coal consumption to economic growth in Indis and
Japan. while the reverse, that is, economic growth to coal consumption in Chiua Al
Korea. However, bidirectional causality is found between economic growth and coal
consumpticn in case of the US and South Africa during the period 1965 — 2005, In
addition, Asghar (2008} used ECM and TY causality test for the period 1971 — 2003 and
explored that there is unidirectional causality running from coal consumption to economic

growth in case of Pakistan,

The study of Bloch et al. (2015) explored the relationship between oil, coal and economic
prowth using both supply side and demand side framework. The ARDL and VECM test
were utilized to investigate both short run and long run relationship. The results show that

coal and oil positively contribute to Chinese economy during 1977 — 2013, Oil ts one of
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the main fossil fuel and source of energy especially in developing countries. Therefore,
conservation policies could hurt the economic growth. The study of {Shahbaz, Shia,
Hamdi, & Ozturk, 2014) investigated that oil consumption and CO; emissions depend on
each ather in case of Malaysian economy during 1965 - 2011. The study also suggests
that since Malaysian economy is based on oil consumption, a direct reduction in the
consumption of oil may cause adverse effect on the economy. Similarly, Wandji (2013)
applied Granger causality and found vnidirectional causality between oif consumption and
economic growth in case of Cameroon. In addition, diesel is another type of fossil fuel
which is normally used in transportation sector. Although. proportionately the share of
diesel among other fossil fuels is smailer-than other fuels but still it is an important source
of energy and contributes to the economic growth. The study of Lean and Smyth (2014)
utilized ARDL and tinds that diesei positively contributes to the Malaysian economy
during 1980 2011, Thus, in this regard government should make sure the supply of diesel

for strengthening the economy,

The environmental protection. is ancther important challenge for the policymakers
especially for a highly oil dependent economy such as Saudi Arabia, The oil is one of the
major fossil fuels which emit high CQ2 emissions in the world. The 100 percent of energy
consumption in Saudi Arabia comes from the oif consumption. There are only two main
studies including Alshehry and Belloumi (2015) and K. Alkhathlan, M. Q. Alam, and M.
Javid (2012b) which examined the factors 0f CO2 emissions in case of Saudi Arabia. X.
_Alkhathlan, M. Alam, and M. Javid (2012a) used ARDI. and VECM for the purpose to
investigate long run relationship among all the variables over the period 1980 — 2008. The

results imply that energy consumption and economic growth have positive and significant
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relationship. The energy consumption leads to a more economic growth and CO»
emissions over the time period 1980 — 2008. Whereas, the most recent study Alshehry and
Belloumi (2013) got almost comparabte results as (Alkhathlan et al., 2012a) in case of

Saudi Arabta.

Furthermore, Tamba, Njomo, Limanond, and Ntsafack (2012) applied Granger causality
test and found similar results in case of Cameroon during 1975 = 2008: The results of S.-
Y. Park and Yoo (2014) and (Wandji, 2013) supported the findings of AMulali (2011)
in case of MENA region; C.-C. Lee and Chiu(2011) in 6-developed-countries; Abosedra,
Dah, and Ghosh (2009) in Lebanon; Asghar (2008) in Nepal and-(Zamani, 2007) in case

of Iran where oil consumption play a crucial role in the economic growth.

Additionally, natural gas is another type of fossil fuel but as compared to other souces
such as oif and coal it contains tewer CO2 emissions. The previous literature shows that
natural gas has contributed positively to the economy of the host countries. For example
Shahbaz, Arouri, and Teulon (2014) explore the relationship between gas consumption
and economic growth in Pakistan. The results of ARDL testing approach show that there
is bidirectional causality between gas consumption and economic growth. These results
support the findings of Shahbaz, Lean, et al. (2013} in case of Pakistan; Nicholas Apergis
and James E Payne (2010) in panel of 67-countries and Zamani (2007) in Iran.
Additionally, Asghar (2008) and J.-[.. Hu and Lin (2008) found unidirectional causality
running from gas consumption to economic growth in case of Bangladesh and Taiwan,

respectively. Given that natural gas constitutes the primary source of energy, the
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conservation policies could harm growth and, therefoce, it requires the policy makers to

improve the energy supply efficiency as well as explore new source of energy.

1.3.2.3 Renewahle Energy Consumption

There are several studies that -incorporate renewable energy consumption beside non-
. renewable energy consumption and total energy consumption 1o investigate the
relationship with economic growth and CO; emissions. The energy that comes from
various sources such as biomass, wood, Ude, wave, solar and wind is commonly known.
- ay renewable energy. The renewable energy is environment friendly, safe and unlimited
as compared to fossil fuels energy. Consequently, a rapid increase in the world demand
and conswmption of renewable energy has been recorded. According to IEA (2014),
renewable encrgy gencration shows continuous increasing trends, it has increased 18

percent, 21 percent and 22 percent in 2007, 2012 and 2013, respectively.

Ben Afssa, Ben Jebli, E;nd Ben Youssef (2014) investigated 11-African countries during
the period 1980 - 2008. The results of FMOLS show that renewable energy consumption
is positively related with economic growth in 11-African countries. Furthermore,
Robalino-L6pez, Mena-Nieto, and Garcia-Ramos (2014) and Nicholas Apergis and James
E Payne (2010) also found similar results with the addition that renewable energy not
only positively affect the cconomic growth but also helps to reduce CO3z emissions in case
of Ecuador and 20 - QECT) countries. Slightly different results have been found by B. Lin
and Moubarak (2014) in case of China. The study utilized time series data from 1977 —

2011 and ARDL test to confirm the relationship and direction of causality between
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renewable energy consumption and economic growth. The results show that increase in
renewable energy contributes to the economic growth and vice versa.and there is no
evidence of relationship between renew:;bie energy consumption and COz emissions. The
~ findings of Sebri and Ben-Salha €2014) in case of BRICS countries during 1971 — 2010

support the resulis of (B. Lin & Moubarak, 2014).

Whereas, the results of Apergis-and Payne (2009a) sugpested that renewable cnergy
consumption does not have any.relationship with economie growth in the US during 1549
~2006. While comparing previous studies, Farhani ai:d Shahbaz (2014) implied different
results. The study applies FMOLS and DOLS for the period [980 ~ 2009 and investigaies
that both renewable and non-renewable energy consumptions contribute to mitigate CO-,
emissions in MENA region countries. These results imply that further reductions of CO»-
emissions might be attained ai the cost of economic growth. Further due to exparssion of
the production for rapid economic developpient these countries are comsuming more
energy, which results in more pollutant emissions. Thus, it is very crucial to formulate
CD7 emissions control policies in the whole region with respect to energy consumption

for the sustainable development.

Ocal and Aslan (2013) applied TY causality and ARDL test to explore the relationship
between renewable energy consumption and economic growth. The resuits show that
renewable energy consuinption negatively affects the economic growth of Turkey during
the time period of 1990 - 2010. The results of the study suggest that renewable energy is
an expensive source for developing countries, as abundant research studies have revealed

that Increase in income is a vital supporter behind increased renewable energy
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consumption. Although this does not mean that energy consumption is not vital for
Turkish economy, it could be stated that the role of renewable energy consumption is
relatively smaller than the other sources. Also, this result has vital consequences regarding
policy, as it suggests that renewable energy liniitations do hot segin to damage cconomic
growth in Turkey. In addition, another study Menyah and Wolde-Rufael (2010b) explored
that there is no evidence of relationship between renewable e¢nergy consumption and
“economic growth in case of US during 1960 — 2007. Whereas, Menyah and Woldée-Rufael
(2010b) argued that repewable energy consumption has not reached-a level where it can

make a significant contribution to emissions reduction.

Several studies examine that different tvpes of renewable energy such as nuciear, wind,
thermal, solar and hydro are positive contributors to the economic growih and are
aegatively related to poilutant emissions. For example, Omri, Ben Mabrouk, and Sas«i-
Tmar (2015) examined the relationship beiween nuclear energy and economic growth in
case of 17 - developed and developing countries. The study utilized two-stage least
squares (2SLS), three stage least squares (3SLS), and the GMM for the period 1990 -
2017 and explored that nuclear energy contributes to the ecomomic growth of these
countries. Similarly, results of Al-mulali, Fereidouni, and Lee (2014) suggested that
nuclear energy consumption contributes to the econemy as well as encounter the pollutant
emissions in 30 major nuclear energy consuming countries: This result supported the
findings of (Menyah & Wolde-Rufael, 2010b) in case of the US during 1960 — 2007.
Additionally. Chang (2010} through Meta-Analysis explore that nuclear enecrgy
consumption and economic growth have bidirectiona! causality in G6 countries. Further,

C.-C. Lee and Chiu (2011) used TY causality test and explored that there is bidirectional
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causality between nuclear energy consumption and economic growth in Canada, Germany
and the UK but did not find evidence of relationship in France and the U.5, The same
authars Lee and Chiu (2011b) founded same results of no relationship in six developed
. countries for the period of 1971 — 2006. While comparing with the other studies Wolde-.
Rufael and Menyah (2010) explore different results and suggest that although nuclear
energy consumption helps to reduce the pollutant emissions specially COz but it also hurts

economic growth in nine developed countries during 1971 — 2005.

Similarly, numerous studies utilized different econometric techniques in various single as
well as panels of countries over different periods. The findings of these studies suggest
that renewable energics are contributors to the economic growth and help to reduce
CO-emissions (Bélaid & Abderrahmani, 2013; Bilgily, 2012; Ohler & Fetters, 2014;
Ozturk & Bilgili, 2013; Polemis & Dagoumas, 2013; Yildirim, Sarag, & Asfan, 2012; Zeb,
Salar, Awan, Zaman, & Shahbaz, 2014). In contrast, Halkos and Tzeremes (2014) used
least squares cross-section validation approach for the period 1990 — 201 L. Their results
suggested that although electricity comes from renewable source contributing to economic
growth of advance economies, but there is no such relationship existing in developing
economies. Similarly, Bilgili (2012) founded that binmass mitigate CO> in the US during

the period 1990 — 2010,

2.3.3 Economic Growth and CQ; Emissions

Environmenta! degradation due to rapid economic growth and extensive energy

consumption are the interlinked problems. There are several macroeconomic factors that
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increase the demand of energy consumption and consequently hurt the environment by
producing C0O; emissions. The energy wtilized for production and transportation purpose
mainly comes fram the fossil fuels which increases the C(; emissions. Shafiei and Salim
(20145 investigated that the -different sectors emit:diffcrent levels of pollutants while
consuming energy. The study of Mairet and Decellas (2009) explored that energy
consumption in the service sector produce less COz as compared to energy consumption
in the industrial sector. In addition, several studies including Jayanthakumaran, Verma,
and Liu (2012), Kasman and Duman (2015) and Kohler (2013a) scrutinized the
deterrinants of CO» emissions. These studies -investigate that factors including trade,
industrial preduction, FDI, GDP per capita, service sector contribution to GDP, financial

development, tourism and poverty are the determinanis of CO2 emissions.

(Global warming has aiso been the subject of debate among researchers for the past ihree
decades. The GHG emissions resulting from the human activities have been claimed to ke
the major cause of this devélopmcnt (Al-mulali & Che Sab, 2012; Jalil & Mahmud, 2009;
Sharma, 2011}. According to previous studies, energy consumption aid level of economic
development are among the most important causes of increased GHG emissions. This
section of study reports the previous literature based on macroeconomic factors, energy

consumption and CO» emissions.

The first stand of the researchers focuses on the relationship between economic growth
and environmental degradation whieh has been a widely discussed subject since the
pioneering work of Nobel Laureate economist Simon Kuznets found a relationship

between per capita income and income inequality as an inverted-U-shaped curve. More
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precisely, if the per capita income increases, then the income inequality also increases at
first and starts declining after.a turning point. Hence, inverted U-shaped curve is found
between per capita income and income inequality.. Based on this idea studies like
Grossman and Krueger (1991), Panayotou (1993) and Shafik and Bandyepadhyay (1992)
also reported inverted U-shaped relationship between GDP per capita and envifonmental
degradation. The increase in economic growth initially hurts environment due to the lack
of environmental laws and policies but stops hurting after reaching critical high-income
level called EKC. The possibility to explain inverted U-shaped relationship between
economic growth and environmental degradation is based on three different channels that

have been explored by David . Stern (2004).

Existing studies inciuding Cropper and Griffiths (1994), Grossman and Krueger (1994),
Hettige et al. (1992) and Selden and Song (1995), among others investigated tne
relationship between income and emissions and validated the existence of the EKC. There
are several studies that have empirically investigated the existence of EKC between
environmental degradation and different economic and demographic variables by using
. single countries and panel data (Galeotti & Lanza, 1999; Grossman & Krueger, 1994;
Halicioglu, 2009b; Kearsley & Riddel, 2010; Selden & Song, 1994; Shahbaz, Khraief,
Uddin, & Ozturk, 2014; Shahbaz, Lean, & Shabbir, 2(12; Shahbaz, Mutascu, & Azim,
2013).. For instance, Dijkgraaf and Vollebergh (2005) find a statistically significant
turning point and confirm the inverted — U shaped pattern for 11 out of 24 OECD
countries. The study of Martinez-Zarzoso and Bengochea-Morancho (2004) analyzed 22
OECD countries using a pooled mean group estimator and provide evidence of an N-

shaped relationship for the majority of these countries In contrast, X. Liu (2005) studies
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24 OECD nations using panel data and finds that the EKC exists for COz emissions.
Similarly, the evidence supporting the EKC is found by Galeotti, Lanza, and Pauli
(2006) for the OECD countries from 1950 to 1998. Canas, Ferrao, and Conceicao
(2003) alsa find an inverted U-=shaped relationship for 16 industrialized countries for the

pericd from 1960 to [998.

Considering nuclear power generation, Richmond and Kaufmann (2006) investigated the
EKC for COz using panel data for OECD countries and note that there is limited support
for the EKC in the case of OECD countries. Iwata et al. (2011} also take into account
nuclear energy and find poor evidence in support of the EKC hypothesis in the cases of
11 OECD countries. However, several studies examine the validity of EKC by using
different variables. For instance, Sadorsky (2010) links the existence of EKC between
environmental, degradation aud financial development, Luzzati and Orsini (2009)
examines the same with encigy consumption, Fodha and Zaghdoud (2010) with economic
growth, Shafiei and Salim (2014) with financial development and Shahbaz, Khan, and

Tahir (2013) with trade.

Recently, various studies validated the EKC using cross-sectional data, for instance, Lean
and Smyth (2010) for ASEAN; Ozturk and Acaravci (2010a), for Central America and
commonwealth of independent states; Pao and Tsai (2010) for BRIC countries; Pao and
Tsai (2011} for Russia; K.-M. Wang (2013) for 138 developing and developed countries.
But using time series data, Machado (2000),- Mongelli, Tassielli, and Notarnicola (2006),
Ang (2007a) , Tao, Zheng, and Lianjun (2008), Shiyi (2009), Dhakal (2010), M. J. Alam

et al. (2012}, Fodha and Zaghdoud (2010), Nasir and Rehman (201), Shahbaz et al.
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(2012), Shahbaz, Mutascu, et al. (2013), Shahbaz, Hye, et al, (2013a), and Kanjilal and
Ghosh (2013) also suppoerted the empirical presence of the EKC for Brazil, 1taly, France,

Malaysia, China, Tunisia, Pakistan, Romania and India.

2.3.3.1 Financial Development and CO: Emissions

In the past years numerous researchers such as Schumpeter (1934), Goldsmith (1959) and
McKinnon {1993) have found a strong relationship between the financial development
and econemic growth. Those researchers have found that findncial development can help
trr achicve stable economic growth, increase the couniry’s saving, reduce the cost of
information. and monitor costs. Bevond the factors of {O: emissions, financiel
development may also increase energy consumption. It may also stimulate (echnoiogiuai
progress in the energy sector aiming to reduce CO> emissions. Since, finaacial
development contributes to CO:» emissions through helping the manufaciuring activities
(Jensen, 1996). Financial development may aiso contribute to research and development
activities and consecutively make befter economic activities, and consequently, persuade
environmental quality (J. A. Franke! & D. . Romer, 1999), especially in developing
countries (Franke! & Rose, 2002a}. Accordingly, elimination of a nexus between financial
development and CO» emissions may lead to omission of an important variable in the

regression.

Numerous studies examine that financial development increases the demand of energy
and consequently, contribute to the CO» emissions. In addition, Ziaei (2015) nvestigated

the nexus between economic growth, energy consumption, financial development and
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CO» emissions in 12 East Asia and Oceania and 13 European countries during 1989-2011.
The results of panel VECM suggested that financial development leads to higher energy
consumption and ultimately causes CQO2 emissions in these regions. However, another
study Shahbaz, Mallick, Mahalik, and Loganathan (2015) explored the impact of
economic growth, energy consumption and financial development on poliutant emissions
in Malaysia. The ARDL bounds testing approach and VECM have been applied to confirm
. the long run, short run cointegration and causality among the said variables. The results
suggest that there is long run cointegration among entire variable but as-far as financial -
development and CO: emissions is concerned, financial develapment mitigate CO»
emissions in Malaysia during the neriod 1971-2011. The study of Boutabba (2014) argued
that since financial development increase the C- emissinns through an increase in energy
consumption. The study suggesied that, financial funding agencies including banks must
invest in the installation of energy efficient leating and energy-efficient lighting and
cooling apparatuses. While doing this, banks may give priorities, discount in interest rate

and incentives to loans that are related to less emissions businesses.

In the recent years, a rapid increase in the urban population has changed the pattern of
financial sector development that also led the increase in the energy pollutants, especially
in developing world. For example Shahbaz, Salah Uddin, Ur Rehman, and Imran (2014)
applied structural break unit root test and ARDL testing approach to examine the
cointegration among electricity consumption, industrialization, trade openness, financial
development and pollutant emissions in the presence of structural break in the series.
Besides the other results, the findings show that the financial development increase CO>

emissions for the period 1975-2010 in case of Bangladesh. Currently, Bangladesh is facing
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serious climate change problem and in this situation government should focus on the
improvement of environment quality. The findings of the study also suggest that clean
energy investment may reduce the threats on environmental quality. Another study of Al-
Mutdali and Sab (2012b) exammed the role of financial development and economic growth
on COs emissions and energy consumption in-SSA countries during the period 1980-2008.
The results of panel Granger causality test suggest that first financial development has
role in boost of economic growth and then both jointly lead to primary energy use and
therefore contribute to the CO» emissions. The findings of this study recommend that an
increase in energy productivity by increasing energy efficiency, implementation of energy
savings projects, energy conservation; and energy infrastructure subcontracting ae some
actions to achieve the goal of sustainable development. Furthermore, sam¢ awshors Al
mulali and Sab (2012a) examined the relationship between energy consumption,
economic and financial development and C(, emissions in 19 different countries for tne
period 1980-2008. The results indicate that economic and financial develepment goals are
achieved at the cost of environmental degradation. The results suggest that these countries
can reduce CO» emissions through utilizing energy protection policies, such as rationing
energy consumption and controlling COz emissions or increasing the share of clean energy

of their total energy consumption.

Similarly, Y.-I. Zhang (2011} explored the effect of financial development on COz
emissions. There are several results like, first, China's financial development which
constitutes an important driver for CO: emissions increase should be taken into account
when CO; emissions demand is projected; second, the influence of financial

intermediation scale on CO2 emissions outweighs the effect of other financial
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development indicators though the influence of its efficiency appears weak but capable of
causing a change of CO: emissions statistically; third, China's stock market scale has a
relatively larger influence on carbon emissions but the influence of its efficiency is very
limited. Finally, among financial development indicators,. China's FDI exerts the least
influence on the change of CO2 emissions, due to its relatively smaller velume coinpared

withi its incorne.

On the other hand, several studies such as Boutabba (2014), Shahbaz, Kumar Tiwari, and
Nasir {2013), Shahbaz, Solarin, Mahmood, and Arouri (2013), Tarmazian, Chousa, and-
Vadlamannati (2009) and Yuxiang and Chen (2011) have argued that financial
development helps to improve the environmental quality. Boutabba (2014) explored the
impact of financial development on pollutant emissions in India for the period 1971-2008.
To investigate the impact, this study adopts ARDL testing approach for cointegration and
VECM to test the causal relationship between suggested variables. The results show that
financial development helps to protect the environment through different channels.
Similarly, Shahbaz, Hey, et al. (2013) examined the impact of financial development on
the environmental quality in South Africa during the period 1965-2008 by appiying ARD!1.
testing approach. The findings of the study show that the increase in the financial
development can improve the environment quality and these findings entail that financial
.development can be used as a policy to keep environment ¢lean by introducing financial
reforms. Similar results were found in the studies of Boutabba (2014) and Shahbaz, Hye,
etal. (2013) in case of Indonesia for 1975-201 1 and those of Shahbaz, Solarin, et al. (2013)
in Malaysia for the period 1971-2011. These studies had also applied ARDL testing

approach for cointegration and VECM to test the causal relationship between
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recommended variables. The results of Shahbaz, Hye, et al. (2013a) are slightly different
from those of Boutabba (2014), Shahbaz, Hye, et al. (2013a) and Shahbaz, Solarin, et al.

{2013). However, the results of all four studies agreed that financial development helps to

. .. mitigate ~the 0> emissions bur Shahbaz, Hye, ¢l al. (20613) find inverted U-shaped

relationship between financial developmient and COs emissions, This means that with the

increase in financial development first CO2 emissions increases and then it decreases.

2.3.1.1 Financial Development and CO; Emissions

In the past years numerpes nesearchere siich as Schumpeter (1934), Goldsmith (1939) and
McKinnon (1993) nave fouvt 2 stroag relationship between the finaicial development
and economic pro st Fhose researcoers have found that financial deveiopment can help
to achieve stable econusaie growth, fnerease the country’s saving, reduce the cost of
information. and nonitor costs. Revond the factors of €O: emissions. financial
development may also increase energy conslurnption‘ It may also stimulate technological
progress in the energy secior amming to reduce CO; emissions. Since, financial
development contributes to CO: emissiors throngh helping the manufacturing activities
(Jensen, 1996). Financial development may also conlribute to research and development
activities and consecutively make better economic activities, and consequently, persuade
environmenta! quality (J. A Frankel & D. H. Romer. 1999), especially in developing
countries (Frankel & Rose, 2002a). Accordingly. elimination of a nexus between financial
development and CO:z emissions may lead to omission of an important variable in the

regression,

52



Numerous studies examine that financial development increases the demand of energy
and consequently, contribute ta the CO» emissions. In addition, Ziaei (2015) investigated
the nexus between economic growth, energy consumption. financial development and
‘(O emissions in 12 East Asia and Oceania and 13 European countries.during 1985-2011.
The results of panel VECM suggested that financial development leads to higher energy
consumption and uliimately causes C(O: emissions in these regions. However, another
study Shahbaz et al. (2013) explored the impact of economic growth, energy consumption
and finarcial development on pollutant emissions in Malaysin, The ARDL bounds testing
-approach and VECM have been applicd to confirm the long run, short run cointegration
and causality among the said variables. The results suggest that there is long run
cointegration smong entire variable but as far as financial development and CQ; emissions
is concerned, financial development mitigate CO; emissions in Malaysia during the period
[971-2011. The study of Boutabba (2014) argued that since financial development
increase the CO:2 emissions through an increase in energy consumption. The study
suggested that, financial funding agencies including banks must invest in the installation
of energy efticicnt heating and energy-efficient lighting and coeling apparatuses. While
doing this, banks may give priorities, discount in interest rate and incentives to ioans that

are related to less emissions businesses.

In the recent years. a rapid increase in the urban population has changed the pattern of
financial sector development that also led the inérease in the energy poliutants, especially
in developing world. For exﬂmpée Shahbaz, Salah Uddin, et al. (2014) applied structural
break unit root test and ARDL testing approach to examine the cointegration among

electricity consumption, industrialization, trade openness, financial development and
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pollutant emissions in the presence of structural break in the series. Besides the other
results, the findings show that the financial development increase CO> emissions for the
period 1975-2010 in case of Bangladesh. Currently, Bangladesh is facing serious climate
change problem and in this situation government should focus on the improvemeni of
environinent quality. The findings-of the study also suggest that clean energy investment
may reduce the threats on environmenta!l quality. Another study of Al-Mulali and Sab
(2012b) examined the role of financia! development and economic growth on CO:
emissions and energy consumption in SSA countries during the period 1980-2008. The
resulis of panel Granger causality test suggest that first financial development has role in
boost of economic growth and ther both jointly lead to primary energy use and therefore
contribute to the CO» emissions. The findings of this study recommend that an increase in
energy productivity by increasing energy efficiency, implementation of energy savings
projects, energy conservation, and erergy infrastructure subcontracting are some actions
1o achieve the goal of sustainable development. Furthermore, same authors Al-mulali and
Sab (2012a) examined the relationship between energy consumption, economic and
financial development and CO; emissions in 19 different countries for the period 13280~
2008, The results indicate that economic and financial deveiopment goals are achieved at
the cost of environmental degradation. The results suggest that these countries can reduce
CO» emissions through utilizing energy protection policies, such as rationing energy
consumption and controlling CO» emissions or increasing the share of clean energy of

their total energy consumption.

Similarly, Y.-J. Zhang (2011) explored the cffect of financial development on CO:

emissions. There are several results like, first, China's financial development which
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constitutes an important driver for CO» emissions increase should be taken into account
when CO» emissions demand is projected; second, the influence of financial.
intermediation scale on CO: emissions outweighs the effect of other financial
development indicators though the influence of its efficiency appears weak but capable of
causing a change of CO: emissions statistically; third, China's stock market.scale has a
relatively larger influence on carbon emissions but the influence of its efficiency is very
limited. Finally, among financial development indicators, China's. FDI exerts the least
influence on the change of CO2 emissions, due to its relatively smaller volume compared

with 1is income.

On the other hand, several studies such as Boutabba (2014), Shahbaz, Kumar Tiwari, et
al. {2013), Shahbaz, Solarin, et al. (2013), Tamazian et al. (2009) and Y uxiang and Chen
(2011) have argued that financial development helps to improve the envirenn.cntal
quality. Boutabba (2014) explored the impact of finaricial dcvelopment on podutant
emissions in India for the period 1971-2008. To investigate the impact, this study adopts
ARDL testing approach for cointegration and VECM to test the ~ausal relationship
between suggested variables. The results show that financial development helps to protect
the environment through different channels. Similarly, Shahbaz, Hey, et al: (2013)
examined the impact of financial development on the environmental quality in South
Africa during the period 1965-2008 by applying ARDL testing approach. The findings of
the study show that the increase in the financial development can improve the environment
quality and these findings entail that financial development can be used as a policy to keep
environment clean by introducing financial reforms. Similar results were found in the

studies of Boutabba (2014) and Shahbaz, Hye, et al. (2013) in case of Indonesia for 1975-
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2011 and those of Shahbaz, Solarin, et al. (2013) in Malaysia for the period 1971-2011.
These studies had alse applied ARDL testing approach for cointegration and VECM to
test the causal relationship between recommended variables.-The results of Shahbaz, Hye,
ctal. (2013a) are slightly different from those of Boutabba {(2014),;.Shahbaz; Hye, et.al,
{2013a) and Shahbaz, Solarin, et al. (2013). However, the results of all four studies agreed.
that financial development helps to mitigate the CO2 emissions but Shahbaz, Hye, et ak
(2013) find inverted U-shaped relationship between financial development and COz
emissions. This means that with the increase in financial development first-CO; emissions

increases and then it decreases.

Furthermore, Yuxiang and Chen (2011) applied China’s provincial panel data from 1999-
2006 to explore the relationship between financial development and industrial pollutants.
The results find improvement in the environmental quality with the increase in financial
development in all 29 provinces of China. The results suggest that tinancial development
can improve the environment quality in several channels such as, exploiting new
technology, increase in income and capitalization and implementation of regulations
regarding environment. Further, Jalil and Feridun (2011) also conducted a study on China
to examine the impact of energy consumption, economic growth and financial
development on pollutant emissions for the period 1953-2006. The findings of the study
reveal that financial development in China has not taken place at the cost of environmental
degradation even if it helps to improve the quality of environment. In the support of the
above-mentioned studies, Tamazian and Rao (2010) have found comparable results. Their

study addresses the issue of financial development and pollutant emissians in 24 transition
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economies for the period 1993-2004. The findings based on of the GMM testing approach
reveal that financial development is a reliable source to protect the quality of environment
in suggested countries. This means that the higher is the level of financial development,
- the greater will be the level ofenvironmental quality. Further this study also suggests that
financial development is a fundamental factor in reducing the CO; emissions. It hopes that
the adoption of policies directed to financial developinent in order to attract higher level
of research and development activities related to FDI might improve the environmental
quality in respective countries. [n addition, Tamazian et al. (2009) applied panel
cointegration in case of BRIC countries {or the period 1992-2004 and found siniilar results

as those of Tamazian and Rao (201{).

Regardless to aforementioned, several studies such as Ozturk and Acaravei (2013), Omri,
Nguyen, and Rault (2014a) and You, Zhu, Yu, and Peng (2015) argued that there is no
evidence of empirical relationship beiwecn financial development and environmental
quality. The study utilizes world panel and quantile regression method for the period 1985-
2005. The results of the study reveal that financial development has no significant effect
on CO2 emissions in almost all quantiles. Similarly, another comprehensive study on the
issue has been conducted by Omri et al. (2014a). This study utilizes one global panel of
54 countries and three different regional panels such as Latin America and the Caribbean,
Europe and Central Asia, North Africa, Middle East and SSA countries. The results of
this study which adopted GMM testing approach suggest that financial development and
COz emissions do not have any relationship during the period of study 1990-2011. In
addition, Ozturk and Acaravci (2013) examined the relationship between energy

consumption, economic growth, financial development and CQ; emissions in Turkey for

67



the period 1960-2007. The results of ARDL testing approach reveal that financial
development has no significant effect on per capita CO; emissions in the long run and

short run.

The above-mentioned studies show inconclusive results but by summarizing these results
it can be concluded that financial development leads to increase in COz emissions for the
following reasons: First, stock market development helps listed enterprises to lower
financing costs, increase financing channels, disperse operating risk and oplimize
asset/liability siructure in order to buy new installations and invest in new projects and as
z result increase energy consumption and C(h emissions. Second, financial development
may altract FIDI that wili increase the economic development and contribute to CO»
emissions. Third, wealthy and well-organized financial intermediation seems encouraging
consumers' loan activitics, which makey it easier for consumers to buy big ishel tems like
automobile, house, refrigerator, air conditioner, washing machine, and consequently emit
more COs emissions. On the other hand, financial development may also increase the
enterprises’ performance and energy efficiency and hence decrease energy consumption

and condense CO; emissions.

2.3.3.2 International Trade and CQ; Emissions

The impact of international trade on the pollutant emissions is a widely discussed issue
among researchers. [nternational trade causes the movement of final and intermediary
goods from one country to another for either consumption or for further production

process. A considerable growth has been recorded in international trade of goods, capital
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and services over the last three decades (World Bank, 2014). The share of international
trade to the world GDP has increased from 39 percent in 1990 to 59 percent in 2011
(World Bank, 2014). This significant contribution of international trade to the world
. .economic growth has made the world economy more dependent ¢n it. This increase in -
international trade has boosted the use of energy especially in the transportation sector.’
Therefore, increase in consumption and production due to international trade is one of the .
sources .of CO2 emissions. Consequently, several studies such as Al-mulali (2012),
" Farhani et al. (2014), Kasman and Duman (2015), Omri et al. (2014a), Ozturk and
Acaravci(2013) and Sbia, Shahbaz, and Hamdi (2014) explored the relationship between
trade and environmental quality. Besides, there are several stndies that explore the impact

of international trade on pollutant emissions but findings of these studies are contrasted.

According to Antveeiler, Copeland, and Taylor (1998) there are three channels namely
scale, technique and composition effects through which international trade can result in
either environmental improvement or its deterioration. Scale effect implies that trade
liberalization causes emissions due to economic expansion which is detrimental to
environment. The technique effect is believed o reduce emissions because of import of
efficient and environmental friendly technologies. Finally, the composition effect signifies
that international trade may reduce or increase CO; emissions depending upon the
country’s comparative advantage in cleaner or dirty industries. Hence, the composition

effect can have both positive and negative impacts.

Furthermore, Kasman and Duman (2015) examined the impact of international trade on

the pollutant emissions. The study utilized FMOLS to explore the cointegration and
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causality among proposed variables in 15 EU countries during 1992-2010. The results
suggest that international trade has a positive significant impact on the CO2 mission in 15
new EU countries. The findings of the study reveal that since international trade
contributes to the economic growth of the host countries, a decrease in the international
trade will directly hurt the economic growth: However, increase in international trade with
the same pattern will affect the goal. of sustainable development. Thus, government of
these countries should control CO: emissions through energy efficiency and replace the
fossil fuel energy with renewable energy. Additicnally, Al-mulali and Sheau-Ting (2014)
conduted an inclusive study covering 189 countries fiom the six different regions Asia
Pacific, Eastern Eurcpe, the Americas, MENA; SSA and Western Evrope for the period
1990-2011 The results of FMOLS testing approach reveal that in all regions excludirg
Eastern Europe, international trade has a positive relationship with CO, emissions.
Moreover, this study also suggests a reduction in tariffs barriers on products 2nd
technologies that can promote energy savings and efficiency and to put a restriction on the
products that can cause environmental damage. Another panel study of Omriet al. (2014a)
explored the impact of internationai trade on CO;z emissions covering 54- countries from
the three different regions namely, Latin America and the Caribbean, Europe and Central
Astia, and MENA and SSA. The results of GMM testing approach suggest that there is a
strong evidence of the impact of international trade on CO; emissions in world and in all

the three regional panels for the period 1990-2011.

Olugbenga A Onafowora and Oluwole Owoye (2014) have also explored the determinants
of CO» emissions in a panel study for the period 1970-2010. The panel of this study

consists of countries such as Brazil, China, Egypt, Japan, Mexico, Nigeria, South Korea

70



and South Africa and the study applied ARDIL testing approach. The resuits of the study
show that international trade significantly contributes to COz emissions in all three regions
during the period of study. Given these findings, it would be ill advised for the policy
.decision makers to adopt the EKC and assume it to be the.conceptual Basis for policies
‘supporting economic growth unconditionally. In other words, owing to the probability of
“high environmental damage, costs to human health, nation’s .productivity and national
~output, high cost is incurred to improve the environment after the damage has occurred. 1t.
is also likely that irreversible environmental damage may have-been caused even betore
the implied turning: points are reached. It is therefore. imperative: that the governments
enact conscious national policies for mitigating environmental degradation and-resource
depletion rather than rely on increasing economic growth to soive their environmental
preblems at later stages. A wide range of policy initiatives that would increase demand
for better environment quality and s sustainability should be explored in tandern with
measures to spur economic growth. Similar results have been found by Hossain (201 1a)
in case of newly industrialized countries for the period 1971-2007, Rahman, Rehman, and
Abdul-Majeed (2012) in panel of low, upper and high-income countries during the pericd

1975-2000 and McCarney and Adamowicz (2005) during the period 1980-1%93,

Furthermare, among single country studies, 5. Ren, Yuan, Ma, and Chen (2014)
investigated the relationship between international trade and pollutant emissions for the
period 2000-2010. This study utilized two steps GMM estimation to test the impact of
international trade on the pollutant emissions in China. The results of the study reveal that
China’s growing trade surplus is one of the important reasons for the rapid decrease in the

environmental quality. Thus, to attain environmental friendly sustainable development of
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China’s economy, China should formulate exertions to transform its trade growth mode,
support energy efficiency and probe the pollutant emissions, Additionally, Sbia et al.
{2014) examined trade openness and CO: emissions in case of UAE by utilizing quarterly
- data for the period 1973-2011. Another study Clement et al. (1998) applies unit root for
the stationarity test, VEC model for Granger causality and ARDL testing approach to test
the long run relationship between the suggested variables. The resuits of the study indicate
that trade openness significantly contributes to the pollutant emissions. Further, Shahbaz,
Uddin, Rehman, and Imran (20 [4a) applied ARDL testing approach in case of Bangladesh
covering the time peried 1971-2010 to explore the impact of international trade on CO»
emissions. The resulis suggest that dueto dirty industries such as leather, shipbuilding and
chemical which utilized massive amnounts of toxic chemicals, the international trade of

Bangladesh has continuously increasing CO: emissions.

Ozturk and Acaravei (2013) utilized bound testing approach during the time period 1960-
2007 in case of Turkey. The results reveal that coefficient of international trade variable
is positive at tive percent level of significance which suggests that an increase in
international trade causes an increase in CO» emissions in Turkey. Further, the results of
Jalil and Feridun (201 1) indicate that the sign of international trade coefficient is positive
and significant which show that one percent increase in international trade will lead to
increase in CO; emissions by 0.322 percent. Additionally, findings validate the existence
of an EKC curve i case of China for the period 1953-2006. The study argues that the
demand of crude oil has signiticantly increased and it is mostly refined domestically in
China which finally hurts the quality of environment, The findings suggest that China

should decrease the dependence on crude oil and adopt the policy of energy efficiency.
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Another single country studies of Y.-J. Zhang (2011) in case of China for the period
1994-2009 and Feridun, Ayadi, and Balouga (2006) in case of Nigeria for the period 1992-

1997 also found similar results,

(3a the contrary, several studies argue that international trade can play.a fundamental role
in ‘greening’ of the energy sector by facilitating the technology transfer for renewable
energy and by responding to demand for sustainably energy sources. This demand has led
to several trade opportunities, including exports of raw materiais and components for
venewable encrgy supply products and finished products, hence reducing pollutant
2rressions’. Numeraus studies such as, Birdsall and Wheeler (1993), Ferrantinos (1997),
Shafik and Bandvopadhyay (1992) and Shahbaz et al. (2012) conclude that trade is
beneficial for environment through technique effect. Further, international trade also
¢nhances exports of the country which leads to an increase ip economic gruwih This
means that cconomic growth boosts the income level, which helps the country o mmpot.
advanced and environmental friendly technology (Birdsall & Wheeler, 1993).
International trade also increases the competition with local producers, which persuade
thern to invest in more advanced technelogy to decrease per unit cost and consequently
cause less CO» emissions during production process (Ferrantino, 1997). According to
Antweiler et al. (1998), international trade may reduce pollutant emissions through
technique effect which implies that international trade can help in the import of efficient
and environmental friendly technologies. Brian R. Copeland and Taylor (2003) argued

that international trade can help to improve the quality of environment through channels

'United Nations Environment Program. Green economy report: towards a green economy: pathwayvs o
sustainabfe development and poverty eradication. Nairobi, Kenya; 2011,
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such as environmental regulations and capital-labor channels. Similarly, McCarney amd
Adamowicz (2005) examined that even policies of the government for international trade
can reduce the CO: emissions. In another study Grether, Mathys, and de Melo (2007} also
found that international trade has resulted in a decline of the CO» emissions worldwide

for the peviod 1990-2000.

..~ Shahbaz et al, (2012} explored the impact of economic growth, energy consumption and - -

international trade on CO2 emigsions for the period 19712009 in case of Pakistan. The -

- resulty reveal that there is a long run relatienship among all variables included in the

-einpirical study, The findings suggest that international frade is beneficial in curbing CO.,
emissions of the country. Evidently, Sebri and Ben-Salha (2014) investigated the impact
of international trade on the CO» emissions for the period 1971-2010 in BRICS countries.
The siudy uiilizes multiple econometrie techniques such as Zivot-Andrews for unit roo.,

- VECM for granger causality and ARDL testing approach to confirm cointegration among
proposed variables. The results of the study indicate that BRICS countries are benefitted
from the technological transfer 1o encourage the renewable energy sector.through
international trade and hence improve the quality of environment. This means that
economic growth through international trade m BRICS countries does not depend on the
cost of environmental degradation. Further, results indicate that one percent increase in
international trade reduces CO; emissions by 0.110 percent. The current findings of the
study can be validated through scale, technique and composition effects. Similar results
have been found by Shahbaz, Kumar Tiwari, et al. (2013) for the period 1970-2010 ard

Kohler {2013) during the time period 1960-2009 in case of South Africa.
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Besides abovementioned arguments, a few studies such as Sharma (2011) and You et al.
(2015) explored that there is no evidence of relationship between international trade and

- environmental quality, The study of You et al. 2015} applied Quantile regression methoad
. and simple OLS for the world panel during the period 1985-2003, The results argue that
international trade has no significant -effect on CO3 emissions at almost all quantiles.
Similarly, Sharma (2011) explored the potential determinants of CO; emissions for a
global panel covering 69 countries and three sub-panels based on the mcome level namely,
low mcome, middle income -and high income for the period 1985-2003. The resnlts
indicate that trade openness is statistically insignificant on CO) emissions for global and

three sub-panels.

It is concluded that the impact of international trade on CO2 emissions is inconsistent and
complex. There are three main arguments that have been discussed in above mentionsd
studies. First the positive impact of international trade on CO2 emissions, second a
negative impact and third no impact or insignificant relationship between both variables,
All the studies have strong justifications on their explored relationships. The studies that
-support the negative impact of international trade on COz ernissions generally explore that
it is due to lack of implementation governmental policies, highly dependence on fossil
fuels and due to dirty industries, such as leather, shipbuilding, chemical and utilizing huge
quantity of toxic chemicals. The studies that have investigated whether international trade
is beneficial for environmental quality mainly argue that countries with high international
trade can benefit from the technological transfer that encourages the renewable energy
sector and lead to the improvement in the guality of environment. Further, international

trade also etthances exports of the country which leads to an increase in economic growth.
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This means that economic growth boosts the income level, which helps the country 1o
import advanced and environmental friendly technology and consequently reduces the
pollutant emissions. Last but nof the least, a few studies also could not find any evidence
-of relationship between international trade and CO; emissions. It may be due to less
. amount of international trade, absence of environmental issues oramproper application of

econometric techniques.

2.3.3.3 FI and CQ; Emissions

FD! is anc of the key indicators of economic development. Based on the general
perception, DI promnotes the economies of the host country in the developing world and
the countries have granted FDI a high priority in their developroent agenda. These
governments provide range of subsidies, incentives, relaxation in the taxes, Incal narke
aceess and duiy exemptions (0 aftract more FDI with the belier that it will contribute
positively to their economies. The FDI can contribute to the economy through several
channels, such as transfer of technology, management kn »w-how, access (o global market.

and competitiveness of industry (Blomstrém & Kokko, 1998; Javorcik, 2004).

Nevertheless, effects of FDI on the natural environment of the host country still stay a
. controversial subject. Under the ceteris paribus condition, environmental quality would
decrease with an increase in economic growth due to FDI, and vice versa, This is called
scale effect of FDI on quality of environment. This means that all other things holding the
same, CO» emissions would change as a result of the structural changes in the economy

specifically owing to FDI. This also means that a move toward pollution intensive
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production would generate more pollution and vice versa, called composition effect, This
entails that if the scale and structure of economic growth remains the same, and if new

technology is introduced due to FDI, it will alter the amount of pollutant-emissions per

-unit-of -output, called technique effect of globalization. The deécomposition ‘analysis - - -

- suggests-that FDI and investinent liberalization are double-edged swords, offering both ..
disadvantages and advantages for a country. Since these factors interact simultaneously
and can work in different directions, the net environmental effect of FDI can only be

assessed empirically.

There are seveiat studies that investigate the reiationship between FDT and CO» emissions.
For example, C F. Tang and E. C Tan 7201%) investigated the impact of energy
consump:ion, incotiie and FDI on CO; emissions in Vietnam during the time period 1976-
2009. The resulis of the study suggest that FDI contributes greatly to the nation’s
economy. This shows that the policy of Vieinarn government to attract FDI for economic
development is sustainable. On the contrary, the results argue that FDI not only
contributes to the economic growth but also causes CO: emissicus. The decrease in the
CO- emissions can be al the cost of hurting economic giowth. in this siivatioi poixy
makers should make suitable policy that can probe COa emissions without compromising
the economic growth. Similarly, Kivyiro and Arminen (2014) utilized annual time series
data from 1971-2009 in case of SSA countries. Their results of ARDL model show that
three of SSA countries Kenya, Zimbabwe and South Africa have a positive relationship
between FDI and CO: emissions. The causality running from FDI to CO: emissions means
that MNCs increase the level of CO: emissions and these results support the pollution

haven hypothesis.
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In addition, Lau et al. {2014) conducted a study to explore the potential determinants of
CO2 emissions in Malaysia. The study uses ARDL model to examine the cointegration
and finds that FDI is a factor of CO» emissions in case of Malaysia during the period 1970
- 2008. The study argues that Malaysia is.a rapid growing economy in ASEAN region and
FDI has a fundamental role in the economic growth. In this case policy makers should
focus and make sure that cleaner and advance technology is used by the foreign investors.
In addition, Omiri et al. (2014a) also explored-the relationship between FDI and CO»
emissions in 54 countries for the period 1990-2011. In order to examine [ong run
relationship, GMM model has been applied which has given vaguely different results from
above studies. The results of the study suggest that negative causality runs fiom CO>
emissions to FDI while positive causality runs reverse, that is, from FDI to CO2 emissions.
The results of the study argue that since FDI contributes to the economic growth of hos:
countries, policymakers should focus on implementation of environmental regulation to
probe the pollutant emissions to avert FDI out flow. On the other hand, Dincer and Rosen
(2002) argued that it is also important to encourage foreign investors to transfer clean
technology because a progress in green technology suppiemented by FDI inflow may
bring to a rapid improvement in the efficient use of energy and thus may result in a

reduction of CO> emissions.

S. Ren et al. (2014) also investigated the impact of FDI on CO: emissions in the panel of
industry in China for the period 0f2000-2010. The results of GMM explore that large FDI
inflows exaggerate China’s CO; emissions when environmental regulation is relaxed.

Comparable results have been found by Sbia et al. (2014) in case of UAE for the period

78



1975-201 1, Al-mulali (2012) in 12 Middle East countries during 1990-2009 and Pao and
Tsai (2011 in panel of BRIC countries from 1980-2007. Furthermore, He (20006}
investigated the impact of FDI on pollutant emissions in 29 provinces of China from 1994-

2000, The resulis of simultaneous equations show that although' FDU.in these provinces -

- contribuies to the CO» emissions but the impact is relatively weak.- . -

* On the contrary, several studies have founded negative relationship between FDI and CO»
emissions in both single and panel countries studies. For example, Tamazian and Rao
(2010) tested the role of financial and institutional development-on COz eniissions in 24-
fransition countries for the period 1993-2004. This study utilizes different econometric
. techniques fo highlight these relationships such as random effect specification o address
possible country specific unobserved heterogeneity and GMM estimation to deal with
potential endogeneity of the explanatory variables. The empirical resuhs of (iVIM én{i
other techniques show that financial and institution develepment helps o decrease the
CO7 emissions. In this regard, it is significant that the governments of transition countries
can help to reduge the environmental degradation by formulating wide range policies that
have long term benefits for reduction in GHG emissions. Correspondingly, Dean, Lovely,
and Wang (2000} conducted study on 2886 industries in China from the period 1993-1996.
The study argues that FDI’s contribution of C0O2 emissions does not originate from guest
countries, but it is the FDI that causes COzemissions. The study also argues that FDI from

the high-income countries does not cause C{O; emissions.

There are several other studies which explore that there is no relationship between foreign

investment and environmentzal degradation. For example, Les (2013) ntilized the pane!
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data of 19 nations of the G20 countries for the period 1971-2009 to investigate the
contribution of FDI towards clean energy use, economic growth and CO2 emissions. The

results of fixed effect model claims that FDI leads to economic growth and green energy

use. whereas; there is no evidence of relationship with CO> emissions. Moreover, = .-

Gholipour Fereidouni and Ariffin Masron (2013) explored the impact of foreign
investment in real estate sector on CO> emissions in 31-emerging economies during 2000-
2008. This study applies fixed effect and GMM test to examine the relationship between
the proposed variables. The results suggest that foreign investment in real estate sector
does not have any relationship with CO» emissions. The study of Chandran and Tang
(2013) accepted the impact of FDI and transport energy consumption on COz emissions
in ASEAN-35 countries namnely Malaysia. Thailand, Indonesia, Singapore and Philippine.
The study uses Johansen cointegration and Granger causality from the period 1971-2008
to examine the relationship. The results suggest that energy used in transport sector
contributes to the CO2 emissions but there is no evideice that FDI leads to increase COz

emissions in ASEAN-5 countries.

Similarly, Atici (2012) also conducted a study in ASEAN countries to explore the
interaction between international trade and CO> emissions. The results suggest that
exports of ASEAN countries are main contributors of CO2 emissions in the whole ASEAN
region. Besides, the study finds no. evidence for the FDI deteriorating impact on CO;

emissions during 1970-2006 in ASEAN region.
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234  Population Growth and CO; Emissions

Three different measurement of population growth like population size, urbanization and
population density are used ¢ explore the impact of these activities on CO; emissions. In
the following section, this study presented the previous studies on the relationship between

population size, urbanization, population density and CO- emissions.

2.3.4.1 Population Size and CO; Emissions

Population size can stimulate envirenment both in negative-and positive ways. According
to Dietz and Rosa (1997), population size is one of the major driving forces behind the
rapid increase of global CO: emissions. According to Mailthus and Hollingsworth
(1973),the impact of population size on enviroumental guality is evident. Each person
creates some demands on energy for the necessities of life, food, shelter, clothing, water,
and so on. Ceteris paribus, the higher is the number of people, the greater will be the
energy demanded, is the Malthusian theory. The study of Bidsall (1992) specified two
mechanisms through which population size could contribute to €Oz emissions, First, a
larger population could result in an increased demand for energy for power, industry, and
trapsportation, consequently increasing fossil fuel emissions. Second, rapid population
size can cause deforestation, as well as other changes in land use and burning of wood for
fuel These might contribute to the Pollutant emissions extensively (Fan et al,, 2006; Hang
& Yuan-sheng, 2011; Knapp & Mookerjee, 1996; Lantz & Feng, 2006; Brantley Liddle,
2013, 2015; van Ypersele & Bartiaux, 1995; You et al, 2015). On the contrary,

Boserupian perspective {Boserup, 1965b, 1981) claimed that a population increase
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stimulates the appearance of technological innovations, which leads the protection of
environment. Similarly, several studies argued that the higher is the population size, the
more dynamic shall be the development of science and technological innovation, and the
- improved human’s capability to présent technological solutions to decrease environmental

probiems (P. Dasgupta, 2000; Ravallion, Heil, & Jalan, 2000; Urry, 20113 -~

~Evidently, You et al. (2015) applied Quantile regression method and. simple OLS to
examine the relationship between population size and COz emissions in the global panel
- -The results indicate that higher population size leads to higher level of CG2 emissions all
- over the world during 1935 - 2005, In addition, Brantley Liddle (2013} investigated the -
impact of population size en the CO: emissions in different panels of low income
countries, middle income countries and high income countries. The results of FMOLS
testing approach suggested that population size hurting the quality of environngnt ihicugh
high deimand of transpertation, housing, food and energy consumption. Similarly, Haug
and Yuan-sheng {2011) attempted to identify the underlying driving forces which affect
C0O- emissions. Based on the known IPAT equation, population size i3 the mam
determinant of COz emissions in China during 1980 - 2006 "Additionally, Jorgenson ana
Clark (2010) investigated that one percent increase in population size increases CO;
emissions by 1.52 percent and 1.62 percent in developed and less developed countries,
respectively. Stmilar results have been found by Menz and Welsch (2012) in 26 OECD

countries over the period 1960 - 2003,

Puliafito, Puliafite, and Grand (2008) explained that population size closely related to CO:»

emissions in global panel over the time period 1830 — 2150. In addition, Fan et al, (2006}
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analyzed the impact factors of CO; emissions for the time period 1975 - 2000 in global,
low income countries, middle income countries and high income countries panels. This

-study utilized Partial Least Squares (PLS) estimation method to estimate the STRIPAT

mode] and confirm the contribution of population size on the environmental degradation, .. -

The results of the study support the Malthusian hypothesis, and explain that population
size leads to CO: emissions. Lantz and Feng (2006) investigated that the driving
macreecononiic and demographic forces stimulate CO2 emissions in Canada. This study
utilized provincial level panel data covering the time period 1970 — 2000, Besides other
results, this study found that population size build pressure on CO; emissions in Canada.
In another study A. Shi (2003) examined the impact of population size on global CO:
emissions for the period 1975 - 1996, The study divided global panel into low income,
lower middle income, upper middle income and high-income countrics and applied GLS
estimation approach to investigate the relationship between population size and CQ;
emissions, The estimation results also suggest that one percent raise in population size
increases Oz emissions by 1.58 percent, 1.97 percent, 1.42 percent and 0.83 percent in
low income, lower middle income, upper middle mcome and high-income countries,

respectively.

In addition, Dietz and Rosa (1997) explored the effects of population and affluence on
COz emissions m 111 countries by applying linear, quadratic and cubic functions for the
period 1990 -2025. The results indicate that one percent increase in population size will
raise CQO; emissions by 1.42 percent. This study argues that there is a need to decrease the
level of population size to minimize the tmpact on environment and gain an increase in

achieving the goal of sustainable development. Similarly, Knapp and Maookerjee (1996)
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investigated the relationship between population size and CO2 emissions during 1980 —
1989. This study used Granger causality, error correction model (ECM) for cointegration
and IPAT framework. The results of Granger causality and VECM indicate that
population size causes COz emissions and it can be controlled by slowing down population
size. Further, van Ypersele and Bartiaux (1995) study the roler of population size in global
CO2 emissions during time period 1950 — 1990. Similar to the previous studies this study
also utilized classical equation I = P*A*T and explore that-population size has a positive

an? significant impact on CO: emissions

On the other hand, there is a little evidence of having no relationship bewween population
size and CO2 emissions. Evidently, Brantley Liddle (2015) examined the CO- emissions
elasticity for income and population size by using STRIPAT model. This study utilized
panel data of 26-OECD and 54 non-OECD countries for the tiine period 1971 -- 2061 L. The
results of FMOLS testing approach indicate that the impact of population size on C0O»
emissions is not significant. This means that population size is not a determinant of
pollutant emissions on most of OECD and non-OECT} countries. Similarly. Begum,
Sohag, Abdullah, and Jaafar {2015a) explored the impact of population size on CO:
- emissions in Malaysia during 1980 — 2009. The results of ARDL testing approach and
DOLS indicate that population size does not have significant impact on CO2 emissions.
Furthermore, the study did not find any evidence of relationship between population size

and CO- emissions in low income, middle income and high-income. countries.

84



[

2.3.4.2 Urbanization and CQ; Emissions

Urbanization is a phenomenon of economic and social modernization. It is not only the

“.~process of transforming rural labor from agricultural-based economy.to urbanrareas where

industiiai and service sectors prevail, but also the process of the structural transformation -

of rural areas into urban areas. Additionally, numerous researchers such as' Al-mulali,
Fereidouni, Lee, and Sab {2013), Ghosh and Kanjilal (2014) and B. Li and Yao (2009)
argiied that demographic factors including urbanization, population size and population

densily also contribute to COz emissions.

A rapid urbanization Lias been recorded in last two decades. The population in urban areas
has increased from 746 million in 1950 to 3.9 billion in 2014 (UN, 2014). The growing
urban populaiion needs additional resources of consumption, thus building more pressuic
onthe already fragile ecosystem. In 2014, more than 66 percent energy has been consuimed
and approximately 70 percent pollutants are emitted by urban cities (IEA, 2014).
However, theories of ecological modernization and urban environmental transition bath
recognize that urbanization can have positive or negative impact on the environmental
quality but it is difficult to conclude at so early stage (Sadorsky, 2014). On the basis of
abovementioned arguments, if urbanization is found to be significantly hurting the

environment then it can affect predicting models and climate change policies.

In addition, several studies have been conducted on the relationship between urbanization,
energy consumption and CO» emissions (Al-mulali, Fereidouni, et al., 2013; Chikaraishi

et al., 2015; Gholipour Fereidouni, 2013; Kasman & Duman, 2015; Parikh & Shukla,
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1995; C. Zhang & Lin, 2012a). These previous studies have found different results by

applying variety of econometric techniques. For example, Kasman and Duman (2015)

explored the impact of urbanization on environmental degradation in case of 15 EU
members and candidate countries for the period 1992-2010. The different panelunit root, .
cointegration and causality tests are utilized to explore the relationship. According 1o
resulis of fully modified OLS, on the one side urbanization contributes to economic
growth but on the other hand it increases the COs emissions in these countries. The study
of B. Yuan, Ren, and Chen (2015) argued that urbanization boost domestic demand of
food. education, clothing, transportation and cultural entertainment in China. Evidently,
with the change in structure and ratic of consumption demand of ¢nergy, the CO»
emissions have also increased. Similarly, Chikarzishi et al (2013) argue that growing
urbanization is a burden for environment in 140 different countries. Sadorsky (2014}
explored the impact of urbanization on C0O: emissions for the panel of 16 emerging
countries covering the period 1971 - 2009, The study utilized fixed effects model (FEM}
and random effects model (REM) to investigate the relationship between both variables.
The results of the study suggest that the increasing urbanization in emerging economies is

one of the sources of CO7 emissions.

In addition, Shahbaz, Shia, et al. (2014) examined the relationship between urbanization
and environmental degradation in United Arab Emirates (UAE} covering period 1975 -
2011. The study vsed VECM granger causality to confirm the direction of causality and
ARDL testing approach to investigate the long run relationship between urbanization and
COn emissions. The empirical results confirm the existence of cointegration and long run

positive relationship between urbanization and COzemissions. This means that
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urbanization should be re-planned otherwise urbanization will hurt the environmental
quality by emitting CO: emissions. In another study, Shafiei and Salim (2014) investigated
the impact of urbanization on COz emissions in OECD countries. for the period 1980 —
2011. The study applies VECM to confirm the relationship in-the STRIPAT framework
and results suggest that urbanization is the key indicator or a source of ©O; emissions in
OFECD countries. In this regard, urban planners should take serious action on
environmental changes during improving public transportation systems; improving the
energy efficiency of buildings and increasing the share of renewable energy sources in

energy supplies.

S. Wang, Fang. Guan, Pang, and Ma (2014) have conducted a study on 20 provinces ot
China to explore the determinants of CO;z emissions during 1995 — 2011, The results or
the study suggest that there is bidirectional positive relationship beiween urbanizanon and
COy emissions in 30 provinces of China. Almulali, Fereidouni, et al. (2613) also found
positive and significant relationship between urbanization and CO> emissions in case of
MENA region. The results of the study argue that the rapid increase in urbanization boost
the energy demand which leads to increase CO2 emissions in MENA cownries, The
findings of the study also suggest that there is a need to slow down the process of
urbanization in order to reduce the CQO; emissions and achieve ultimate goal of sustainable
development. Gholipour Fereidouni (2013) alse investigated the potential determinants of
COny emissions in 31 emerging economies during the period 2000 — 2008. The results of
FEM and RIIM show that the urbanization is a key factor of CO;z emissions in these 31

emerging economies,
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Furthermore, the study of Al-mulali, Binti Che Sab, and Fereidouni (2012) have
conducted a comprehensive study on this issue in seven different region for the time
period 1980 — 2008, The study utilized ADF unit root test to confirm the stationarity level
- and FMOLS testing approach to explore the bidirectional relationship among proposed
-variables. The results from 184 countries show that there is a positive significant long run -
relationship in 84 percent countries and only 16 percent have mixed results. The findings
of this study suggest that overall there is a need to initiate energy saving, efficiency and
conservation projects to minimize their impact on environment. Similar results have been
found by Sharma (201 1) in case of 69 low, middle and high income countries during 1985
— 2003, Poumanyvong and Kaneko (2010a) also explored the impact of urbanization on
COr emissions in 99 different countries over the period 1975 — 2005. The study utilized
balance panel data from the different income fevel countries such as low incamf:, middle
income and high income in STRIPAT framework. The results show that the impact of
urbanization on CO3 emissions is positive and significant especiaily in the middle-income
countries. Alam, Fatima, and Butt (2007) aim to explore the impact of urbanization on
COs emissions during 1971 - 2005 in Pakistan. The ADF unit root test and VECM have
been applied Lo confirm the stationarity and cointegration among the proposed variables.
The results indicate that one percent increase in urbanization in the long run will lead to
increase in CO: emissions by 0.81 percent. Additionally, Cole and Neumayer (2004)
utilized STRIPAT model and argue that urbanization contributes to CO; emissions in 86
different countries from 1975 — 1998, Another study of Ehrhardt-Martinez, Crenshaw, and
Jenkins (2002} utilized parel data of less developed countries for the period 1980 - [995

and found similar results.
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The abovementioned studies argue that the rapid urbanization is an important determinate
of pollutant emissions and hurts the environment in different countries. On the other hand,
a few studies such as Chikaraishi et al. (2013), Shafiei and Salim (2014), Sharma (201 1)
and Xu and Lin (2015¢). investigated that urbanization helps to proteet environment. These
studies argue that urban citics generally have improved infiastruciure that may assist the
energy consumption as compared to rural areas, hence less CO; emissions. Furthermore,
alloeation of urban population:is more contemplated than rural population, hence urban
areas can obtain the benefits of increasing returns fo scale in energy consumption, like
cenicalized heating supply. Further; urban area household may alse use cleaner energy

fuels like natural gas, which emit less CG2 emissions.

Chikaraishi et al. (2013) have explored to find out whether urbanization has positive or
negative relationship with CO; emissions in 140 different countries covering period 1980
- 2008. By using STRIPAT framework, the study eoncluded that, the progress of
urbanization could make countries more environmentally friendly when country’s GDP
per capita and percentage share of service industries in GDP are sufficiently high,
Simitarly, Xu and Lin (2015¢) investigated the impact of urbanization on CG; emissions
in different regions of China. This study used panel data covering fime period 1990 - 2011
and shows that urbanization helps 1o reduce the CO2 emissions in Central, Western and

Eastern Regions of China.

Shafiei and Salim (2014) have used the STRIPAT framework to examine the impact of
urbanization on COz emissions in OECD countries during 1980 — 2011, The results of

panel VECM show that the higher is the level of urbanization the lower is the impact on
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CO: emissions. The findings of this study suggest that somehow COz emissions can be
controlled by increasing urbanization. Generally, congestion and spatial density reduce
personal vehicle use and promote less mortised travel.. If quality of public transport
-improves, it will help to decrease the dependency on own vehicle use and consequently it
- Isa cause to energy efficiency and fewer CO; emissions. In another study,. Sharma (2011}
. explores the determinants of CO2 emissions in 69 different countries during 1985 — 2005
by applying GMM testing approach. The study divided 69 countries into: different panels
to make the panel data analysis more homogeneous. These panels are based on income
levels such as low income, middle income and high-income countries.- The results of the
- study indicate that urbanization have negative relationship with COz emissions in global
panel and all three sub-panels during the period of study. Fan et al. (2006) explored that
urbanization has hegative relationship with CO; emissions in global panel and high-

income countries panel during 1975 — 2000,

Furthermore, studies investigated positive and negative relationship between urbanization
and CO;, emissions. However, a few studies like Du, Wej, and Cai (2012), Sharif Hossain
(2011), Brant Liddle and Lung (2010) and H.-M. Zhu, You, and Zeng (20121} argued that
there is no or insignificant relationship between urbanization and CO2 emissions, Du et
al. (2012) also investigated the factors of CO; emissions in 30 provinces of China during
-the period 1995 — 2009. The results suggested that the impact of urbanization on the CO;
emissions is insignificant in all provinces of China during the period of study. In another
study, H.-M. Zhu et al. (2012a) applied semi-parametric FEM on the panel data of 20 most

emerging countries for the time period 1992 — 2008. The results suggested that there is o
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evidence of relationship between urbanization and CO; emissions in panel of 20 different

countries,

- Sharif Hossain (2011) used panel data of rewly industrialized countries for the period -~ oo

1971 — 2007 to explore the impact of urbanization on CO; emissions. This study applies: . .
different econometric techniques like panel unit root to confirm stationarity level,
Johansen Fisher panel cointegration test to examine cointegration and Granger causality

to investigate the causality between urbanization and CO; emissions. Similar to H.-M.

Zhu et al. (2012a), this study also found no evidence of relationship between urbanization - -~ -

and COz emissions. Additionally, Brant Liddle and Lung (2010) used STRIPAT model to
confirm the impact of urbanization on environmental degradation. This study applied OLS
on the panei of 17 developed countries during the time pericd 1960 — 2003 and confirms

that there is Insignificant relationship between urbanization and CO: emissions.

It is concluded that all abovementioned studies explore different results such as
urbanization contributes to CO: emissions {Al-mulali, Fereidouni, et al, 2013;
Chikaraishi et al., 2015; Gholipour Fereidouni, 2013; Kasman & Duman, 2015, Parikh &
Shukla, 1995; C. Zhang & Lin, 2012a), or urbanization helps to protect the environment
(Chikaraishi et al., 2015; Fan et al., 2006; Shafiei & Salim, 2014; Xu & Lin, 2015¢) and
finally there is no evidence of the relationship between urbanization and environmental
degradation (Du et al,, 2012; Brant Liddle & Lung, 2010; Sharif Hossain, 2011; H.-M.
Zhu et al., 2012a). This means that the impact of urbanization on CO; emissions is stitl
not determined and there is a need to reinvestigate the relationship to formulate proper

urban planning, protect environment and consequently sustainable development.
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2.5  Underpinning Theories

Existing literature in this field has used several theories and econometric took to study
- the role of energy consumption;.economic growth, population onthe COz emissions, This

study proposes several theories to achieve the established rescarch objectives.

2.5.1 Economic Growth and CO: Emissions

This seetion presented the theories related fo affluence and environmental degradation.
The theories and hypothesis such as EKC, pollution halo and heaven hypothesis and scale

effect, technique effect and composite effect are discussed i this section.

2.5.1.1 Environmenial Kuznets Curve

Historically there have been different opinions about the economic and social cost of
economic grewth. Meadows, Meadows, Randers, and Behrens (1972) concluded that the
economy of the world would reach to its physical limits of growth very scon due to
ecological damages of economic growth, One year later to this report the first oil erises
took place that led to the sense that world is going to face the dearth of natural and energy
resources and this crisis also raised the issue of sustainability of economic growth In
literature, two conflicting views appeared that time. On one side, economists like Kiaassen
and Opschoor (1991) argued that substitution and technical progress can make up of the

depleting of natural resources, so high level of consumption in future can be sustained.
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Their key concern was to investigate the institutional arrargements for technical progress

that will lead to sustainability of economic growth.

- On-the other side, environmental cconomists argued that substitution: possibilities are
constrained by physical laws even if there are continuous technological changes, the
environmental degradation would limit the process of economic growth on both
production and consumption side Tahvonen (2000). In the 1970s, the notion of sustainable
development replaces the concept of “Limits to growth”. Sustainability is a growth
process that fulfills the desires of the current generation without compromising over the
capabiiitics ot upcomung generations to fulfill their requirements. Sustainability includes
three cotponents, the environinental, economic and sociopolitical sustainability (Ekins,
1993). But {or the serious commentator of economics, pollution remained a consequernce
»b market failures and they did not consider the scarcity of natural resources in econon.
growat model as pointed out by Dawvid 1. Stern (2004). He stated that “there s sl an
inﬁui]l bias in mainstream production and growih theory te downplay the role of resources
. in the economy, though there is nothing inherent in economics that restricts the potential
role of rescwees in the economy”™ World Development Report {1992) concluded that
certain environmental problems are aggravated by economic growth and are linked with
the deficiency of economic development. The Report recommended that accelerated
equitable income growth as a mean to realize more world output and an improved
environment. This suggestion placed the basis of the so-called EKC literature, which

appears at the early 1990s,
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Kuznets (1955b) postulated that income inequality first rises and then falls with economic
growth, Named after him, the EKC is a hypothesized relationship between environmental
degradation and income per capita. The basic idea is simple and intuitive. In the early
stages. of econoinic growth, environmental degradation and polintion tend to increase. .
After a certain level of income has been achieved, economic growth declines as well as
the environmental degradation and pollution, Hence, the mode!l is specified in quadratic
form of income. Environmental degradation under this approach is a monotonically rising
function in income with an “income elasticity” less than unity. The possibility to explain
inverted U-shaped relationship between economic growth and environmental degradation

is based on three different channels that have been explored by Stern (2004).

First, if there were no change in the structure or technology of the economy, pure growth
in the scale of the economy would result in a proportional growth in pollutien and other
environmental impacts cailed Scalc effect. 1t can be illustrated here that scale effect has a
negatively impact on environment. At the second stage, composition of economy
transformed from agriculture production to resource intensive heavy manufacturing
industries. Itowever, in the later stages of development, pollution decreases as the
composition of the economy shifts towards service and light manufacturing industries.
Finalty, the channel of technique (or technology) effect suggests that with the economic
growth having become outdated and obsolete, technolegies are replaced by new and
cleaner ones which have improved environmental quality. Based on EKC, the negative
impacts of Scale effect on the environment fends to dominate in the initial stages of
economic growth. However, the positive impacts of composition and technigue cffects

tend fc decrease emission levels that prevail at the declning stage. Through the
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understanding of EKC hypothesis, economic growth has direct relationship with the

environmental degradation.

2.5.1.2 Pollution Halo and Haven Hypothesis

The complex relationship between FDI and the environment has been thoroughly
investigated in recent years often with differing conclusions. No-doubt, FDI] promotes
econcmic growth but also impacts environment negatively (He, 2006). Environmental
regulations are essential means of internalizing the external environmental cost of firms’
economic activity, Therefore, to attract FDI, the governments: of developing conntries
have a tendency to undermine environment concerns through relaxed or non-enforced
regulation which is termed as pollution haven hypothesis (PHH} in economi theoty. As
a vewti, companies like to shifi thei0dr operations to these developng couniries w take
advantage of lower production cost which is known as indusirial flight hypothesis. Boti
of'these hypotheses lead to excessive pollution and degradation in environmental standard
of ihe Lost covntries. Due to the close correlation between a conntry’s per capita incorree
and environmental stringency (Somnath Dasgupta & Sengupta, 1995), the PHH argues
that developing couatries will become pollution havens whilst the developed world will

specialize in clean production.

The PHH focuses on the cost effect of environmental regulations on firms, and presumes
that production cost differentials are a sufficient stimulus for firms to relocate their
production facilities. Rationalizations for this view generally come from the notion that

stricter regulatory regime for environmental standards will add to the costs of production
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through requirements for new equipment, the need to find alternative methods for disposal
of waste due to rules against landfill, and restrictions on inputs and outputs. In the absence
of any other factors, it is in a firms’ interest to relocate their production activities to

countries with less stringeni environmental regulations. -

Incontrast, it is also believed that foreign companies use better management practices and
- more advanced technologies that result in clean environment in host countries: (Zarsky;

1999a). This is known as poilution haloes hypothesis. This implies that trends in

- environmental damage due to FI31 are unsustainable, It is generally believed that FIM can -

have positive effect an host conntry’s development efforts. In addition to be the main -
source of external capital, the inflow of foreign investment also helps in filling the
resouree gap between the targeted investment and locally mobllized savings as well as the
gap hetween argeted Toreign exchange requirements and those generated by nei expon
earnings. FDI also helps to develop managerial and specialized technological skiils,
innovations in the techniques of production, by means of training programmes and the
process of learning by coing in the host country. Furthermore, FDI inflows also encourage
the Jocal enterprises to increase invest in the development projects and provides

employment opportunities for both skilled and unskilled labor in the recipient country.

Explanations as to why foreign owned firms might be cleaner than domestically owned
firm generally fall inte two categories. Firstly, this cleanliness may be driven by factors
which are external to the firm. For example, it has been argued that developed countries’
based multinationals will typically utilize cleaner technology and possess more

saphisticated environmental management system than many domestic firms in developing
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countries, often due to the more stringent regulatory environment that exists in the
developed countries (Zarsky, 1999). Pressure to continue to use such technologies in their
affiliates in developing countries may arise because such muitinationals may have large-
export markets in developed eountries” where they must meet the requirements of
environmentally aware consumers. Such technologies may also be indirectly passed on tc
domestic firms, for example, via backward or torward linkages. Secondly, foreign owned
firins may be cleaner than domestically owned firms for reasons that are internal to the

furm, for example due to the firms® management practices.

2.5.1.3 Scale Effect, Technique Effect ana Composite Effect

International trade entails movement of goods produced in one country for either
consumption or further processing to oihier country. Production of those goods is not
possible without effective use of energy. International trade affects energy demand via
scale effect, technique effect and composite effect. Other things.being same, international
trade increases economic activities thus stimulating domestic production aud hence
economic growth. A surge in domestic production reshapes energy demand because of
expansion in domestic production is commonly referred as scale effect. Such scale effect
is caused by trade openness. Hence, due to international trade, the higher is the production,

the greater shall be the energy consumption.

Stmilarly, another group of economisis suggested that international trade enables
developing economies to import advance technologies from developed economies. The

adoption of advanced technology lowers energy intensity. The economic consequences of
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advance technologies implementations consume less energy and produce more output that
is usually referred as technique effect (Arrow, 1962). Composite effect reveals that with
the use energy intensive production as economic development for example, shift from
agriculture io inaustry. In initial stages of economic development, since economy is based
largel, on agriculture sector, thus the use o energy consumption.is relatively less, A
econcmy starts shifting from agriculture to industry, the use of energy consumplion
inereases. Arrow (1962) calls it positive composite effect.-Finally;, following maturity
stage of economic development. shifts in industry to service sectorconsume less cnergy

consumption which implies that energy intensity is lowered because of composite ~flect

2.5.2 Population and CO; Emissions

Tuis section provided the theoretical suppert to the relationship bewween 1 onumiion anu

£ Cinissions.

2.5.2.1 Malthus and Boserupian School of Thoughts

Generally, there are two different perceptions of the impact of population growth on tne
environmental quality like Malthus (1967) and Boserup (1965). First. Malthus (1967)
argues that pressure of population on the resources cause environmental degiadation.
Malthus {1967) argued that the impact of population growth on environmental quality is
evident. Each person creates some demands on energy for the necessities of life, Tood,
shelter, clothing, water, and so on. Ceteris paribus, the higher is the number of people, the

greater will be the energy demanded, is the Malthusian theory. The study of Bidsall

58



(1992) specified two mechanisms through which population growth could contribute to
COn emissions. First, a larger population could result in an increased demand for energy
for power, industry, and transportation, consequently increasing fossil fuel emissions.
Second, rapid population growth can cause deforestation, as well as other changss'in land - .
use and burning of wood for fuel. Hence, these all activities can increase the CO-
emissions. Some recent studies like Begum, Sohag, Abdullah, and Jaafar (2015b) and M.
M. Alam, Murad, Noman, and Ozturk (2016) have explained the relationship between - .-

population growth and COz emissions.

The second perception is Boserup’s claim that an increase in population encourages the
emergence of technological innovations, which leads to a negative impact of population
growth on the environment (Boserup, 1965b, 1981). Boserup deems a high population
density to be a prerequisite for technological progress in agriculture. Accordingly,
Malthusian scholars predict that the impact of population on greenhouse gases is more
than proportional, while Boserupian academics state that this relationship does not exist

or, if it does, it has a negative elasticity.

2.5.3 Energy Consumption and CO; Emissions

2.5.3.1 Neoclassical Growth Model

The energy consumption is a fundamental driver of output and plays a significant role in
economic growth and development. It is a vital component in economic growth either
directly or as a complement to other factors of production. The traditional neo-classical

growth model, treats energy inputs as intermediate factors whereas land, labor and capital
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as basic factors and the role of energy in production as neutrality factor. On the other hand,
the biophysical and ecelogical view is that energy plays a kev role in income
determination. Although, there are several facters of production, but the significant role
ofenergy consumption cannot be ignored. Thus, the economies heavily dependent on
energy use will be significantly affectéd by changes in enérgy consumption (L-H. Yuan

et al., 2008).

2.6 Conclusion

Nowadays many counfries, especially developing ones are facing 3 major challenge of
muitt ~ directional links between economic, social and environmentai aspects of
development. The impact of energy consumption, economic growth, population on ihe
envitonmental degradation are still controversaal subjects of study. For exanple, the
review of previous studies shows that the economic activities like GDP growth,
international trade, financial development, FDI and industrial production help to protect
the environment by emitting less CO» emissions and vice versa in other countries. The
review of previous studies concludes that the effects of energy consumption, economic
growth and population growth on environmental degradation are varying from one
country t¢ another. In this regard, It is not possible to generalize the results. Hence, this
study creates four different panels such as high-income countries, upper middle-income
countries, lower middie-income countries and low-income countries on the basis of

mcome level,
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Similarly, there are several studies that have investigated the STRIPAT model by
incorperating population size, GDP per capita and technology as a factor of environment
quality (I = P*A*T). According to York et al. (2003), additional factors can be entered the
basic STRIPAT model as components of the technology. It can be disaggregated to study
the impact per unit of consumption or production and the impact per unit of economic
activity. However, there are several other factors also which can influence the

environmental quality and which can be tested within the STRIPAT model,

For example, Shi (2003), Poumanyvong and Kaneko (2010) utilized the share of industry
- aad services in GDP as proxy for influence (GDP per capita) in an investigation on
pollution emissions. Furthermore, Martinex-Zarzoso et al (2007) uses the share of
industry i GDP and energy mtensity as a proxy. In a study of national coergy
consumption, York (2007) employs urbanization to express population size. In aduition,
Shafiei and Salim (2014) added industrial production and population density as a proxy

of GDP and population size in the basic STRIPAT micdel To the best of knowledge of

the researcher, this is gne of the first studies that include renewable and non-renewable -

energy as a proxy of technology and international trade, FDI and financial developmeri
as proxy of affluence in the three different models for the selected countries over the time

1990 - 2015,
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CHAPTER 3

RESEARCH METHODOLOGY

3l Introduction

This chapter commences with the elaboration of model specification based on STRIPAT
maodel. The chapter continues further with the justification of all variables. Furthermore.

method of data cellection and data analysis technique are also a part of this chapter.

3.2  Mbodel Specification

The core ohiective of this study is to explore the impact of population, affluence and
technology on the environmental degradation. The different proxies of population such as
population size, population density, urban population are selected. Similarly, GDP
growth, international trade, financial development and FDI is selected as proxies of
affluence and total energy cénsumption, renewable energy consumption and non-
renewable energy consumptie;z as proxies of technology. On the other side, CO:z emissions
is represented environmental degradation. To avoid any diagnostic issues such as
heteroscedasticity, autocorrelation and serial correlation this study divide explanatory

variables into three different models.
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3.2.1 Selection of Variables

Selection of variables for each model is based on general - tol - specific (GETS) modeling.
According w Clark (2014) GETS provides a prescriptive and defendable way of selecting
a few relevant variables from a large list of poténtially important variables when fitting a
regression model. GETS handle several issues in panel data, specifically, how such an
algorithm can be applied to estimations based upon panel data. A command is presented,
writtent in Stata and Mata, that implements this algorithm for various data types In a
ilexible way. This command is based on Stata’s regress or xtreg command, 5o it is suitable
for researchers in the broad range of field where regression analysis is used. Finally, the
genspec command s Hlustrated using data from applied studies of GETS medeling with

Monte Carlo simulation.
The formulation of three different models are basically based on STRIPAT framework

introduced by Dietz and Rosa {1994, 1997). The STRIPAT model has the basic form as

sttown by Equation [3.1]
B §=aP 4T e
Taking the natural logarithm of both sides, Equation [3.2] is developed.

(3.2] W/, =lng+bln(P)+ech(d)+dIn7,) +Ine,

where
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Additional factors are included into basic STRIPAT framework followed by York et al.
{2003). In Model I the impact of population growth, GDP per capita, international trade
and total energy consumption on the CO: emissions are investigated. The Model | is

represented by Equation [3.3]

(331 In(CO,,) = Ina, + & I POP,) + ¢, (Y, ) + e, (TR + a, I(TEC,) + In g,

where

COn = Carbon dioxide (MT)
POP = Total' population (million)

Y = GDP growth (%)
TR = International trade {($billion)
TEC = Total energy consumption (Kg of oil equivalent per capita)
&, = Constant
.. m,0, = Coefficients

In Model 11, the effects of the population density (used as a proxy of population growth),
FDI, FD and renewablie energy consumption are examined. Thus, Model 11 is given by

Equation [3.4]:

{(3.4] W(CO,,)=Tnb, +b (PO +b, (FDI)+ b, (FD,)+ b, n(NEC,) + 1 &,
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where

PD = Population density (Persons/seq.km)

FDI = Foreign direct investment ($billions)

FD- = Financial development (domestic credit to private sector, % of GDP)
NEC = Non-renewable energy consumption (Kg of oil equivalent per capita)
b, = Constant

b,b,,b,.b, = Coefficients

The purpose of Model III is to examine the relationship between COa2 emissions,
urbanization, industrial production and renewable energy consumption. The Model Il s

represented in Equation [3.5]:

13.5]  1(CO,,) =Inc, +c, In(UB,) 1-¢c; n(IND,) +¢, In(REC, ) + £,
where
UB = Total population living in urban area (% of total population)
IND = Industrial Production (% ot GDP)
REC = Renewable energy consumption (quadrillion British thermal units
(Btu)
Cy = Constant
b,b,,b,b, = Coefficients

3.3 Definitions of Variables

3.3.1 Carbon Dioxide Emissions

CO: emissions are those elements that stem from the burning of fossil fuels and the

manufacturing of cement, It includes CQ2 emissions during consumption of solid, liquid,

and gas fuels and gas flaring (World Bank, 2016).
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3.3.2 Total Energy Consumption

Total energy consumption (TEC) refers to use of priﬁlary energy before transformation to
other end-use fuels, which is equal to indigenous p_roductibh plus imports and stock
changes, minus exports and fuels supplied to ships and aircraft engaged in international

transport (World Bank, 2016). It is measured in Kg of oil equivalent per capita.
3.3.3 Renewable Energy Consumption

Renewable energy (REC) is energy that is not depleted when used and naturally
replenished on human timescale. It comes from various sources such as biomass, wood,
tide, wave, solar and wind. The REC is environment friendiy, safe and unlimited as

compare to fossil fuels cnergy. It is measured in quadrillion Btu {World Baonk, 2016)
3.3.4 Non-Renewable Energy Consumption

Non-renewable energy (NEC) comes from sources that will run out or will not be
replenished in our life time. Energy comes from fossil fuels such as oil, coal and gas are
commonly known as NEC. It measured in Kg of oil equivalent per capita (World Bank,

2016).
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3.3.5 Economic Growth

_Economic growth (Y) is an increase in the capacity of an economy to produce goods and
services, compared from cone period ta another. Traditionally, aggregate economic
growth is measured in terms of GNP or GDP, although alternative metrics are sometimes
used. This study used GDP growth as proxy of economic growth and measured in

percentage change from one year to another.

3.3.6 Imternational Trade

International trade (TR)is the exchange of capital, goods, and services
across tnternational borders or {erritories, which could involve the activities of the
gevernment and individual. In most countries, such trade represents a significant share of

GDP. TR is usually measured in local currency or USD (World Bank, 2016).

3..7 Foreign Direct Invesiment

FDI refers to direct investment equity flows in the reporting econormy. It is the sum of
equity capital, reinvestment of earnings, and other capital. FDI is a category of cross-
border investment associated with a resident in one economy having control or a
significant degree of influence on the management of an enterprise that is resident in
another economy. Ownership of 10 percent or more of the ordinary shares of voting stock
is the criterion for determining the existence of a direct investment relationship (World

Bank, 2016).
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3.3.8 Financial Development

Financial development (FD) can be defined as the policies, factors, and the institutions
+ that lead to the efficient intermediation and effective financial markets. A strong financial
system offers risk diversification and effective capital allocation (Adnan, 2011), There are
several measurements of F i};yhewever, the study used domestic credit to private sector (%

of GDP} as proxy of FD.

139 [Industrial Production

Industry aise comprises value added in sectors like mining, manufacturing (also reported
as 4 separate subgroup), construction, electricity, water, and pas. Value added is the net
output of a scctor afier adding up all cuspuiz and subtracting intermediate inputs. It is
calculated without making deductions for depreciation of fabricated assets or depletion
and degradation of natural resources. It is measured as an industry value added percentage

of GDP (World Bank, 2016).

3.3.10 Population Size

Population size (POP) is based on the de facto definition of population, which counts all
residents regardless of legal status or citizenship (World Bank, 2016). In this study POP

is measured in million.
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3.3.12 Urbanization

Generally, urbanization (UB) is an interconnected development of environmental,
demographic, economic, technological, cuitural, economic and_‘socia[ changes, which
- entails the absorption of economic activities and population inurban areas along with land
use change (McCarthy & Knox, 2005), In contrast, UB can also be narrowly defined as
- -the physical growth of cities, urbanized territories and population size (Hutchison, 2009).

The UB is calculated as the percentage of total population living in the urban area.

35 Data Souree

Annual time series secondary data of all proposed variables are collected over the period
1980 - 2015 from different sources. TEC and NEC are calculated in kilo tons (K1) of oil
gquivalent per capita where REC is caleulated in quadrillion Btu and daia are collected
from online database of International Energy Agency (IEA). FDI, TR are cakulated in $
billion, FIJ is measured in domestic credit to private sector, percent of GDP. Furthermore,
IND evaluates as the value of the GDP created in the industrial sector, GDP growth (YY)
measured in percentage change and CO> measured in miflions of metric tons (MT). The
data of all these variables are collected from online database of World Development

Indicators (WDI).

In addition, POP contracted as total population of a country PD is defined as a

measurement of population per sq.km, UB guantified as a percentage of tota! population
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living in urban areas. The data of demographic variables are obtained from United Nation

Statics Division (unstats.un.org).
3.5  Method of Analysis

The core objective of this research study is to test whether there is long run relationship
between environmental degradation, population, affluence and technology. This study
selected top ten highly CO; emitted countries from each income level including high
income countries, upper middle income, lower middle income and low-income countries.
Hence this study analyzed four different paneis. The strategy of analysis mentioned in the

following sections.
3.5.1 Panel Data Aualysis

The panel data analysis consists of the four steps. First, the stationarity properties of the
time series variables are examined using alternative panel unit root tests. If proposed
variables are non-stationary, the second step is to test whether there is cointegration
relationship between the series, using appropriate panel cointegration techniques. The
presence of cointegration in first three models will lead to estimate the long run eiasticities
by utilizing FMOLS. Finally, causal effect between the proposed variables was

investigated using Granger causality test approach.
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3.5.1.1 Pane! Unit Roots

Testing stationarity of time series variables is an important pre-requisite for traditional
cointegration analysis, The urit root téstis neceéssary in the FMOLS test to confirm that

all the variables must remain either stationary at level | (0) or at first difference [(1).

A stationary time series variable is defined-as one that comprises statistical properties like
mean, median, variance, and autocorrelation constant and, does not depend over a time
period. [n other words, data in this time series fluctuate arcund 2 constant mean and it is
independent of time; its variance of the fluctuation always remaining constant over time.
The mear: and varianee of the data series during & year will be diflerent from another year
1t the initial time series is not stationary, there is a need for some transformation to make
it stationary. In order to determine the stationarity of the variables, traditionat unii root
tests were too limited, so new unit root tests were developed for the purpose (Martin ot al.

201 3; Shahbaz et al, 2013).

There are several panel unit root iests such as Im, K. 5., Pesaran, M. H., and Shin, ¥.
(2003) test called IPS; Levin, Lin, and James Chu (2002) known as LL.C and Maddala and
Wu (1999) brieflv called MW to check the stationarity properties of the variables. These
tests apply to a balanced panel, but the LLC can be considered a pooled panel unit root
test, [PS represents as a heterogeneous panel test and MW panel unit root test is non-
parametric test. Although, there are several panel unit root tests, but this study applied IPS

unit root test suggested by Im, K. S., Pesaran, M. H., and Shin, Y. (2003). This test
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explored a panel unit root test in the context of a heterogeneous panei. Since this study

consists of four heterogeneous panels, hence, this study applied IPS unit root test.

The 1PS test is not s restrictive as the LLC test. It allows for heterogeneous eoefficient
and proposed an alternative testing procedure based on averaging individual unit root iest
statistics. IPS suggested an average of the ADF tests when g, is serially correlated with
different serial correlation properties across cross-sectional units. The nul! hypothesis {Ho)
is that each series in the panel contains a unit root Tike H,: p, = Cfor all i and the
alternative hypothesis (H;} allows for some {but not all) of the individual series to have

unit root;

[3.6] H, :{p <jfori=L2.... . Noand p,=0fori=N1+1,.. N

Formally, it requires the fraction of the individual time series that are stationary 1o ve

nonzero, likelim _ (nl/n)=08 where 0 <d <1. This condition is necessary for the

R =

consistency of the panel unit root test, The IPS t-bar statistic {7} is defined as the average

of the individual ADF statistics as mentioned in the Equation [3.7].

T
[3,7_] f o Kf: Z::; I‘a.
where, is the individual t-statisties for testing the null hypothesis: p; =0 for all i. IPS

provides simulated critical values for ¢ different number of cross-section n, serics length

T and Dickey-Fuller regressions containing intercepts only or intercepts and liner trends.
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3.5.1.2 Panel Cointegration Tests

The cointegration approach tests the rglagionghip betwgen lopg-run cquiliblfium and the
non-stationary economic variables. Let us consider, X, be a vector of variables integrated
of order one [I(1) }. Then the variables of X, are deemed cointegrated if and only if, the
linear combination /X, (with /1= 0) is stationary ( X, ~ I{0)) or the equilibrium error
process is stationary (U, =Y, #X,). The equilibrium is meaningful when the
equitibrium error process is stationary (Engle & Granger, ;987). There are a varicty of

ecorometric methodologies that have been offered in the literature 1o evaluate long-run

equilibrium relationship between non-stationary time series variables.

The residual-based cointegration test proposed by Engle-Granger (1987} and Johansen
and Juselius (1995) comntegration methods have been frequently used to examine ihie lonyg-
run relationship between variables. Before running any estimation, it is a pre - requisite
for all the variables to follow the same order of the above methods. In addition, traditional
cointegration inethods provide unreliable results for small sampling (Johansen, 2002).
However, panel ceintegration tests like Kao (1999), Maddala and Wu (1999), Pedroni
(1999, 2004) and Westerlund (2007) are provided reliable results. Though, this study
applied Kao (1999} and Pedroni (1999, 2004) cointegration tests because of varicus

advantages.

Kao (1999) presented two types of cointegration tests in panel data, the DF and ADF types

tests. Consider the following panel regression mode! which shows by Equation [3.11].
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311 p,=xf+zv+e,
where y, andx, are I (1) and non-cointegrated. For, z, = {z} Kao (1999) proposed DF
and ADF-type unit root tests for £, as a test for the null of no cointegration. The DF-type

tests can be calculated from the fixed effects residuals which shows by Equation [3.12]

[3.12] & =pé, , +»v
where ¢, =3, ¥4 and ¥, =y, — ¥, ¥, =x,~ 5. Totestthe null hypothesis of no
=c‘uinﬁgegra§'ic:n._ the nuil hypothesis can be writtenas H,:p=1. The OLS estimate of o

and the t-siatistic are given as

3 Y,
[(3.03] pe=-ctim
2.

du g

f'm

and

(,Dm” Z ZE ei;l
[3.14] [, = S‘_ 2
Where

I A— T o~ -~ 3
[3.15) 33 ““““_"Z Z (e, — €, )

Kao proposed the foliowing four types of ADF tests which are shown by Equation [3.16]

to Equation [3.19]
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The null hypothesis for cointegration tests are: H, : p, = LH, 1 p, = p <1 (i=12,..,N)

and Hy:p =LH,:p <1 (i=12,.;N).

. To study-the distribution properties of above tests, Pedroni described the DGP in terms of

the partitioned vector Z = (¥,;.X, ) suchthat the true process Z. is generated as

#

Zr‘; = Zu--% + é’x fOl' é::f = (éz}fé:;:} *

Pedroni’s tests can be classified into two categories. The first set (within dimension) is
similar to the tests discussed above, and involves uveraging test statistics for cointegration
in the time series across cross-section. For the second set (between dimension}, the
averaging is done in pieces so that the iimuing distributions are based on limits of
piecewise nuineratoy and denominator terms. The basic approach in both cases is to first
estimate the hypothesized cointegration relationship separateiy for each meinber of the
panel and then pool the resulting residuais when constructing the panel tests for the null
of no cointegration. Specifically, in the firsi step, one can estimate the proposed
cointegration regression for each indrvidual member of the panel in the form of Equation
[3.11]. including idiosyncratic intercepts or trends as the particular model warrants, to

obtain the corresponding residual &, . In the second step, the way in which the estimated

residuals are pooled will differ among the various statistics, which are defined as follows,

Panel variance ratio statistics:
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i #=loasl

. - ﬁz'Nrj"
25y ~h D) B3 2]
Panel- rho statistic:

Z, m{g%@}t&%(gﬁ 1?%)3

[3.26] et vt 4
- [gze;ﬂl] [zz(aégé;;_l -i)]
P2 e =i g

Panel-t statistic:

N L2y ..
Z i w(ﬁiﬁ“zgﬁ:) [z%{‘fzh“ré }]

[3.27] = -
¥ T Nl Bl .
{a@%g&;} {;Z{ﬁ%éz.ﬂ'—}fﬂ

Group-rho Statistic:

§ ' Al
[3.28] zawwi 5 ;Af;ﬁf (‘421; 'ij) =2

i=] =]

{rzr]z(ww)J

Group-t statistic:

| i " Hra-uz,- o T
(3291 Z;M-mé{[wzﬁ"‘] [Zd‘”"e‘”"‘f)JJ

=]

" mm ~ L . ,
where i, =&, — p.&,, ., 4 = T W, g Z 11, for some choice of lag window
w) =gl

TN CJRES 3 R Ty P SR o TR L P
siF }“}‘K’ H ?;ﬂ ] V i (E i N;=; i (3] N£51 i

E

where 2, = (€}, -2, 007,02, such that £}, is consistent.

El

The first three statistics are based on pooling the data across the within group ofthe panel;

the next two statistics are constructed by pooling the data along the between group of the
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panel. Pedroni (1999) derived asymptotic disiribuiions and critical values for several
residual-based tests of the null of no cointegration in panels where there are multiple

regressors. Let consider Equation [3.30].

[3.30] 2~ MV

N = N(0.1) (a5 T.N =)

where

L

;.;“—..(T’NS"ZZ TVNZ, .2, INTZ, N mmé?m-)

_‘;”r?

for each of the K=1. .., statistics of X, the values of g, and Vi can be found from the table

in Pedroni (1999), which depends on whether the model includes estimates fixed effects
estimated fixed effects and estimated trends. Thus, to test the nuli hypothesis of no
cointegration, one simple computes the values of the statistic so that it is in the form of

Equation [3.11] above based on the value of g, and Vi from the Table I in Pedroni (1999)

and compares these to thc appropriate tails of the normal distribution, Under the
alternative hypothesis, the panel variance statistic diverges to po-sitive -infinity, and
consequently the right tail of the normal distribution is used to reject the null hypothesis.
Consequently, for the panel variance statistic, large positive values imply that the null
hypothesis of no cointegration is rejected. For each of the other four test statistics, these
diverge to negative infinity under the alternative hyputhesis, and consequently the left tail
of the norma! distribution is used to reject the null hypothesis. Thus, for any of these latter

tests, large negative values imply the null of no cointegration is rejected.
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3.5.1.3 Panel Fully Modify Ordinary Least Square Estimation

Having . established the existence of cointegrating relationship among the time series

variables, this stgéy continues to estimate Model I, Model I, and Model 111 using FMOLS o

method proposed by Pedroni (2001} which allows for estimating heterogeneous
cointegrated vector for panels members. The main advantage of this method is that #
comrects for both serial correlation and simultaneity bias. Another reason why OLS is not
appropriate is that its estimation produces biased results since the repressors are
endogenously 36’;&@5&&{? 'inl the I{1) case. Pedroni (2001) considers the following

cointegrated system for paﬁei data;
[331] ¥, =¢,+pX, +8,

where Y and X are cointegrated. Pedroni (2001} proposed another equation that augments
the cointegration regression with lead and lagged differences of the repressors to control

the endogenous feedback effect. Hence, Equation [3.31] is specified as:

Ki
{332] yr’: :-”‘{z:‘ +15st +Z}/:£AX +g§: -

o B
Pedroni (2001) also defines g, = (5,,A%,) and let €, = lm E[L/ TS ¢, )3T 6,31
be the long run covariance for this process, This long run covariance matrix can be

!
decomposed as ), = QF + T, + I, where (3%is the contemporaneous covariance and I’ is

a weighted sum of auto covariance. Hence, the panel FMOLS estimator is specified as

follows:
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B33 Praws =75 2 (XK =T (X, =X, =)

i=1 =1

where K: =Y, - ?(ﬁz.u /ﬁz.z,f ),AXfr_a’?‘_i?},[ = fz,l.f + ﬂg,l,i - (ﬁz,u fﬁz,z; )(f‘z,z,j + ﬁz,z,;)
3.5.1.4 Panel Granger Causality

The cointegration relationship indicates the existence-of causal relationship among the
variables, at least in one direction. However, it does not provide information on the
direction of causality. To investigate the difect-ionrof short-run and long-run causal
relationship among the variables, this study will specify a: panel-based ECM with a
dynamic error correction representation. Basically, this study will follow the Engle and
Granger (1987) two step approach. In the first step, the long-run parameters presented in
Model I, Model II and Model III (Equation 3, Equation 4 and Equation 5) are estimated,
using the FMOLS procedure, to obtain the residuals. Incorporating the residuals as a right-
-hand side variable, the short-run error correction model is estimated in the second step.

The Granger causality test involving error correction term (ECT) is specified as follows:

Model 1:
i-p

[3.34] ACO,, =, + zal 1ipAC02i:—p + Zal?.ipAPOPpr + Zals.ipAY +
P ’ P P

i it—p

ZampATRn—p + Zal.SipATECir—p + ¢1'ECT' +&;
P F

[3.35] APOP, =a,, + 3 0, ACOy,_, + ¥ @y, APOP,_, + 3 a3, AY,  +
P P P

Z 2y, ATR,_, + Zazs,.pATEC,.,_p + ¢, ECT,  +é&,,
P P

it-p
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[3.36] AY, =a,, + 20.3 WwACO,, %»EQ}Z,FAPOPM + Zam, ey +

Zama p Zaﬂ,ﬂa?ﬁc + @y ECT,_, + &y,

Fo g

[3.37) ATR, =a,, + Z 24, ACO,, , + Zamgafo ey + Za“,p

Eaﬁﬁp it p Zaﬁrpé?’ECuﬂp + ¢4;EC?:Y -5 + 54,',

it— p

[3.38] ATEC, =@, + Zgzmacoh.,up + Zasm&POB, o+ Eam op F

Zas‘t;p"ﬁ it + zaﬁﬁlpﬁTE - + gé&'gc H-p + ES:‘?
Model IT;
[3.38] ACO,, =« + Zax lf'?ACOZt‘I-p + Z“u:}aép D,., + ZQIM&F DI, ,+

+ ¢l EC ir—~1 + glir

Zal w.&FEQ,p + Zal HANEC,

it—p

+ Zam AFDI, , +

H—p

[3.40] APD = o, + Zawémgm + Zamapﬁ

Zaz-%ipAFD;hp + Za2§¢:MECJA —p + ¢2 ECT, it * 5251

it

[3.41] AFDI, =a, + Za%acoz,.,,ﬁ + Y 0, APD,  + Y o AFDI, +Z @, AFD,
: A A

+}:amAAEC +d ECT, | + &y,

it

[3.42] AFD, =a, + Y a,,ACO,,  + Zamaappw + Z%FMMM
p

Za“waﬁ’ D,., + Za“S@ANEC + G ECT,  + 84y
2 »

iy + Z sy APD,, + Z am AFE;{M +

[3.43] AFDI, =@, + Y a5,ACO
I

DGy, AFD, , + Zawwﬁc oy + B ECT,
P

[3.44] ANEC, =a,+ ) a, pACO,,_, + Zaﬁbpamw + Z oy AFDI, o+
i

p +6’ ECT,

gagmﬁFD”_‘U + ;aésébANEC‘
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Modelll:
[3.45] ACO,, =a), + Zai WACOy,_, +Za, 25 AUR,_, + ngmma,_p +
P » P

> %, AREC, , +$,ECT, |
B .

[3.46) AUR, =a, + 2.0, ACO,,  + D e AUR,_ + D oy AIND, . +
F o F

ZaﬁérpARECi{m;; + ¢, ECT,,
P

[3.47] AIND, =ay, + 3, ACO,,  + Sy, AUR,., + 3, AIND,_ , +
P F ?

Za34ip ARECB;? + %,,-ECT,-,MI
F e

[3.48] AREC, =« +Za4§ipAC02ffm§ + ZadﬁpAURﬂwp +Za4:;npAWDﬁmp +
7 7 , 7

i

Za‘i‘upmcigw + 4’54 UECT I
P

where A, ECT, and p denote the first difference of the variable, the erfor-correction term,
and the lag length, respectively. The optimal lag length was determined using Akaike's
information criterion (AIC). In the above models, the causélity runs from AGDP 10ACO3
(AEC) if the joint null hypothesis a3ip = ai4ip = 0 V ip (u23ip = casip = 0 V¥ ip) is rejected.
The presence of two variables measuring real national income in the system requires
cross-equation restrictions to determine causality from emissions, energy consumption,
trade openness and urbanization to real income using a likelihood ratio test. For instance,
causality. from ACO2t0 AGDP is  supported if the null  hypothesis

aa1ip = 0 ¥ ip andaaiip = 0 V ip is rejected.
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3.6 Conclusion

. This chapter details the research methodology that is; A#pp}ied in this stzz(fy. The STRIPAT
maodel has been discussed in the section.of théa%eté&téi framework. In the next section three
different models are elaborated to exploré the impact of téchnok}é}g affluence and
population on the environmental degradation. In addition, all the variables are justified
with respect to research framework and previous %iterg_h.;re along with expected
similarities. Similarly, time duration, collection, saarce;;; aﬁ& types of data are mentioned .
in the next section. Finally, in the section of ;m‘ihed of %%i?s%s; }z;stiﬁczitien and details
. of panel unit root tests, panel cointegration tests-and panel \Io'ng'run relationship test likes

FMOLS and panel Granger causality test are discussed.
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CHAPTER 4

RESULTS AND DISCUSSI()N
4.1 Introd.uction

This section presents and discusses the empirical results, thereby answering the research
ﬁl;cst»ions. ‘of the study in a compréhensive way, Three different moaels are tested to
investigate tﬁe relationsh_ip‘ between energy consumption, economic growth and COz
é]’néssid ns. The Lhreé models are iiﬁresl'igated on four diverse groups of countries namely,
highvincém)e; ﬁppe'r middle income, lower middle income and low-income couﬁtries. First,
the stﬁdy explains the describtive statistics of each variable, To cdnﬁrriz the level of
stationarity, this study applied IPS unit root test suggested hy Im, K. S, Pesaran, M. H.,
and Shin, Y. (2003). Furthermore, panel cointegration tests like Pedroni cointegration test
and Kao coinlegration test was applied to confirm the cointegration relationship. After
using rclevant and suitable tests for checking data properties, this study has applied
FMOLS 1o test the long run relationship among proposed variables. Finally, study applied

the Granger causality test to examine the causal effects among the variables.
4.2  Descriptive Statistics

The descriptive statistics such as, minimum, maximum, mean and standard deviation are
tabulated in Table 4.1, The reported results show that high income countries are the

biggest contributors of the COzemissions with average rate of 1035.42MT and low-
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income countries have least contribution in COz emissions on average during 1980-2015.
In term of average total energy consumption, group of high income countries is ranked
the first, followed by upper middle, lower middle and low-income countries. Similarly, in
term of renewable and non-renewable energy consumption, high income countries are
leading contributors followed'by upﬁer mi;id‘lé,- iower middle and low-income countries.
The reported statistics shows that the CO: ernissions, energy consumptions, financial
development, international trade, FDI, industrial production are simultaneously increasing

with the similar pattern.

When look at the demographic character, ‘a;lpper middle-income countries are the largest
with an average 287.34 million populétion. On the contrary, lower middle-income
countries and high-income countries stand second and third largest population with an
average of 178,56 million and 78.44 millior, rerpectively. However, low income countries
have fairly low population with an average of 17.48 million. On the other hand, an average
75.63 percent population of high income countries is living in urban area. Similarly, an
average 56.61 percent populatiqn of upper middle-income countries, 37.07 percent of
lower middle-income countries and only 26.25 percent of low income countries are living
in urban area. However, with an average of 178.56 persons per sq.km lower middle-
income countries are leading, followed by high income countries with an average of
176.46 person per sq.km, upper middle-income countries with an average of 65.33 person

per sq.km and low-income countries 52.58 person per sq.km.

Large values of standard deviation specify higher dispersion in time series data. The

patterns of average total energy consumption, non-renewable energy consumption,
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renewable energy consumption and CO2 emissions are similar. For example, high income
countries are largest consumers of total energy consumption, non-renewable energy
consumption and renewable energy consumption and also emit highest amount of CO:
emissions with an average of 1035.42 MT, Similarly, upper middle income is the second
largest in ali three types of energy consumption and also the second largest i CO»
emissions with an average of 640.96 MT. Finally, low income countries are least in total,
non-renewable and renewable energy consumption and aggravate minimum CO:

emissions.

The reported statistics presented in Table 4.7 show that lower middle-income countries
have highest GDP growth rate with an average of 4.95 percent, followed by upper middle-
mncorme countries, low meome countries and low-income countries with average growin
rates of 4.61 percent, 3.78 percent and 2.59 percent respectively. In casc of all othe
selected economic variables such as financial development, mternational trade, FDI and
industrial production, high income countrics are leading, followed by upper middle-

income countries, lower middle-income countries and low-income countries, respectively.
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Tables.1

Summary of Descriptive Statistics

High Income Countries

Upper Middle-Income Countries

Yariable Mini Maxi Mean SD Mini Maxi Mean 8D
CO; . 13476 611644 103542 147535 | 27.97  9679.82  640.96 1462.20
TEC lod6.4; 836320 444985 183454 | 41170 33368 164197 68503
NEC - 26323 726129 0 124734 175196 | .00 202678 140835 716.69
REC 2534 5027.46  1202.51 139234 | 00 622.64 22225 130.59
FD 12.89 227.75 99.12 49.33 7.0% 166,50 58,91 43.24
TR 00 S194.73 84161 R84.00 | 1100 478600 23327 54947
FDI <2509 35007 3181 5858 100 25100 13.26 17.38
IND - 20.00 39.00 29.74 . 4.73 7387 6056 3677 8.08
Gov ~10.00 13.24 259 2.88 2160 237 4.61 3.40
POP 14.80 319.13 7%.44 71.23 13.89 {167.82 287.34 466,97
POD 1.9 517.33 176.46 144.46 1462 14532 63533 37,79
UR 56.72 93.02 75.63 7.68 1936 8894 36.61 19.9%
Lower Middle-lIncome Countries T Low Income Conntries

Variable  Mini Maxi Mean  SD Mini  Maxi Mean SD
oy 7.63 259671 193.87 38040 41 17.63 3.46 1,58
TEC 102.56 1165.51  307.83 22332 11421 9234% 39342 160.65
NEC 00 114802 33100 246.01 522 43736 70.82 85,96
REC 00 645 67 175.34 15522 | 8658 583188 322,59 112.34
FD 330 11472 2802 17.53 20 103.63 17.74 12.46
TR 328 1027.77 7782 134.42 46 28.42 4.82 4.81
Dl ~4.,35 43.41 2.56 376 -42 6.70 23 64
IND 18.84 33.00 30.73 6.91 6.30 40.86 20.39 6.44
GDFP -13.13 13.25 4.93 21.13 -16.80  26.80 1.78 5.39
POP 9.13 127502 178.56 27902 160 8835 17.48 17.66
POD 43.57 132208 23693 258,40 4,71 196.54 52.58 41.06
UR 14.85 59,76 37.07 11.23 6.09 43.51 262595 10.15

The descriptive statistics shows that the low-income countries are on the bottom in all

variables. They have least contribution in CO» emissions with least energy consumption,

financial development, internationa! trade, FDI, GDP growth and total population.

Whereas, high income countries remain feading in most of the cases, such as CO:

emissions, energy consumption, FDI, financial development and urban population.
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4.3 Panel Unit Root Test Results

The results of panel unit root test are report;ed in Tabie 4.2 indicate that the null hypothesis
afl the exaslence of a unit root}éﬁnot b’ci’ejt}:cted for all the variables at the five percent
and 10 percent level of significance. Hb’wever, the 4unit root null hypothesis for the
variables at the first difference can almost be completely rejected at the five percent level.

The study concludes that all selected variables are cointegrated of order I (1).

Tabled.2
Panel Unit Root Test Results
Yariables High Income Countries : __ Upper Middle Countries
Levei First Difference Level First Difference
Stat p-value  Staf p-value Stat  p-value Stat p-vaiue
CO: 1875 0.96% <1250 0.000%* 5971 1000 1504 G O00*
POP 0.610 0.729 2,442 0.007* L1453 0.873 3,041 0.001**
Y «1.605  1.000 «14.924  0.000** 26.245  0.159 ~18.136 0.006**
TR 5.430 1,000 ~13.805  0.000** 6,474 1,000 -8.327 (.000%*
TEC 2221 0,986 ~12.590  0.000%* 3.923 i.000 -11.343 0.000**
PD 3339 0.9%9 -1.594  0.055%* 16594 0451 -1.913 0.027+%
FD3i 0.333 0369 -13.386  0.0049%~ 4,274 1.000 -11.257 0.000*+
FD 0.773 0.780 «12.425  0.000** 2.002 0.977 ~[0.749 0.000*+
NEC 1.707 0.93¢ ~-11.350  0.000** 2.1535 0.983 -10.008 0.000*#
UR 3.208 0.999 -1.280  0.09974+* 1,239 0.892 0.652 0.074%**
IND 0.792 0.785 -15.221  0.000** -0.624 (.264 ~-11431 0.000*+
REC 0,195 0422 -7.986 D000+ 0.273 0.608 -4.754 0.000**
Variables Lower Middie-Income Countries Low Income Countries
Stat  p-value  Stat p-value Stat p- Stat  p-value
Yalue
COa 10,371 1000 -6.763 0.000*+ 6,710 §.000 -14.805  0.000+*
POP 7.796 1000 -1.834 0.033*+ 1143 0.873 G401 0.000%*
Y 26,343 (.148 -5.328 0.000**  -4,827 0.973 ~-16.436  0.000**
TR 5.125 1.000 11,347 0.000**  15.732 1.000 ~1.624  0.032=%+
TEC 0.433 0.667  -3.971 0.000*=* 0.389 0.722 -8.341  0.000+*+
FD 2.919 0898 1418  0.078**% 11144 1.000 -3.818  0.001**
FDi} 4.132 l.oco  -B.100 Q.000+* 2.503 0.993 ~-15.425  0.000**
FD 1.726 0957  -5736 0.000** 0.935 0.823 -10.992  0.00n*#
NEC 1.877 0969  -2.R48 0.002** 0.621 0,732 -2.263  0.000**
LR 4.803 1.000 2465 0.099"* 17.563 1000 ~6.193  0.000**
IND ~(.2713 0.352 17408  0.000™  -0.709 0.239 ~16.373  0.000**
REC 4.007 1.000 -4, 823 0.000** 0.420 0.663 -2, 848 0.002*+*

Note: **, #** denote significance ai the 5 percent and 10 percent level, respectivel
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4.4  Panel Cointegration Test

In the next step, this study examines a long-run equilibrium relationship between the
- variables. The results are presented in Table 4.3 for high Aincome,i Table 4.4 for upper
smiddie income, Table 4.5 for lower middle income and Table 46 for low income
countries. Cut of seven test statistics, most of them confirm the presence of cointegration
among the variables. Therefore, following the Pedroni (1999) test in the series, this study
concludes that all three models in high income panel, upper middle income panel, lewer
- middle income panel and low income pane! serfes have a long-run equilibrium

telationship.
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Tabie 4.3
Pedroni Residual Cointegration Test Results (High Income Countries)

Model I1(CO, = f(POP,Y, TR, TEC)
Alternative hypothesis: common AR coefficients (within-dimension)

Test Statistic Prob. Weighted Statistic Prob.
.Panel v-Statistic 1.424 0.077x** 0.202 0419
Panel rho-~5tatistic 1,117 0.131 €.107 0.542
Panel PP-Statistic . -3.080 0.001** -1.352 0.060***
Panel ADF-Statistic  -3.834 0.001%* -2.474 0.006**
Alternative hypothesis: individual AR coefficients (between-dimension)

Group tho-Statistic  1.176 0.880 '

Group PP-Statistic  -1.357  0.087

Group ADF-Statistic  -2.031° 0021+

Model H{CO, = f{PD,FDI, FD,NEC)
Alternative hvpothesis: common AR ceefficients (within-dimension)

Test Statistic Prob.  Weighted Statistic  Prob.
Panel v-Statistic -0.291 0.614 -2.556 0.994
Panel rho-Statistic 0.954 0.830 2.192 0.098* %+
Panel PP-Statistic -2.051 0.02(** 0.423 0.663
Panel ADF-Statistic  -3.161 0.008** -2.001 0.022%*
Alternative hypothesis: individual AR coefhicients (between-dimension) .
Group rho-Statistic 1930 0.973

Group PP-Siatistic -1.499 0.066%+*
Group ADF-Statistic  -3.643 0.001**

Model HI{CO, = j (UR,IND, REC))
Alternative hypothesis: common AR coefficients (within-dimension}

Test Statistic Prob, Weighted Statistic  Prob.
Panel v-Statistic 2.087 0.018** 1.693 0.045**
Panel rho-Statistic 0.111 (.054**% 0.184 0.573
Panel PP-Statistic -1.313 0.094%** -1.168 0121
Panel ADF-Statistic  -1.326 0.092%%* -1.094 0.136
Alternative hypothesis: individual AR coetficients (between-dimension)

Group rho-Statistic  0.924 (.822

Group PP-Statistic -1.082 0.139
Group ADF-Statistic  -1.643 0.050**
Note: ¥, #** denote significance at the 5 percent and 10 percent level, respective
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Table 4.4
Pedroni Residual Cointegration Test Results (Upper Middle-Income Countries)

Model 1(CO, = f(POP,Y, TR, TEC)

Alternative hypothesis: common AR coefficients {(within-dimension)

Test Statistic Prob. Weighted Statistic  Prob.
Panel v-Statistic 5611 . 0.000%* -0.960 0.831
Panel tho-Statistie ~ -0.193 : . 0423 .. -2.649 0.004**
Panel PP-Statistic -3.394 . 0.003** -1.809 - 0.000**
Panel ADF-Statistic  -4.487 0.000%* -5,197 0.000**
Alternative hypothesis: individual AR coefficients (between-dimension}

Group rho-Statistic  -0.379 0.352 ‘ '

Group PP-Statistic -2.033 0.021%*

Group ADF-Statistic  -3.098 0.001**
Model I{CO, = {(PD,FDI,FD,NEC)
Alternative hypothesis: common AR coetficients (within-dimension)

Test Statistic Prob. Weighted Statistic  Prob.
Panel v-Statistic 5745 - 0.000** -1.326 0.907
Panel rho-Statistic -4.568 0.000%* -2.037 : 0.020**
Panel PP-Statistic -7.082 0.000** -5.031 0.000**
Panel ADF-Statistic  -0.819 0.000** -5.499 0.000**
Alternative hypothesis: individual AR coefficients (between-dimension)

Group rho-Statistic  -0.487 0.313

Group PP-Statistic  -3.213 0.007**

Group ADF-Statistic  -3.705 0.00[**

 Model Il (CO, = [ {UR,IND, REC})
Alternative hypothesis: common AR coefficients (within-dimension)

Test Statistic Prob. Weighted Statistic  Prob.
Panel v-Statistic 2.396 0.008*** -1.753 0.096***
Panel rho-Statistic 1.241 0.892 ~0.523 0.300
Panel PP-Statistic -0.284 0.388 -3.713 0.000**
Panel ADF-Statistic  -1.523 0.063**+ 4,694 0.000**
Alternative hypothesis: individual AR coefficients (between-dimension}

Group rho-Statistic  0.916 0.820

Group PP-Statistic  -1.887 0.029**

Group ADF-Statistic  -2.689 0.003**

Note: ™*, *** denate significance at the 5 percent and 10 percent level, respectively
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Table 4.3
Pedroni Residual Cointegration Test Results (Lower Middle-Income Countries)

Model 1(CO, = f{POP,Y , TR, TEC)
Alternative hypothesis; common AR coefficients (within-dimension)

Test Statistic Prob. Weighted Statistic Prob,

Panel v-Statistic 6.411 0.000%* -£.901 . - 0.816
o Panel rho-Statistic -0.981 0.163 =481 00 L 0.0609%%

. Panel PP-Statistic -0.916 0.179 -4,079 © 0.000%*

Panel ADF-Statistic -1.386 (0.082%** -5.092 0.000** -

Alternative hypothesis: individual AR coefficients (between-dimension) -

Group rho-Statistic -0.122 0.451

Group PP-Statistic -2.630 0.004%*

Group ADF-Staristic -4,784 0.000%*
Model H(CO, = f(PD,FDI, FD,NEC)
-Alternative hypothesis: common AR coefficients (within-dimension)

- Test Statistic Prob, Weighted Statistic Prob. .

Panel v-Statistic -0.358 0.640 -1.074 . - 0.858
Panel rho-Statistic -1.306 0.095%** -2.521 0.005%*
Panel PP-Statistic ~3.402 0.000** -6.088 0.000**
Panel ADF-Statistic -3.137 0.000%* -5.949 0.000**
Alternative hypothesis: individual AR coefficients (between-dimension)

Group rho-Statistic -0.483 0313

Group PP-Statistic -3.835 0.000**

Group ADF-Statistic  -2.669 0.003%*

Model HI{CO, = f (UR, IND, REC))

Alternative hypothesis: common AR coefficients {within-dimensicn)

Test Statistic Prob, Weighted Statistic Prob.
Panel v-Statistic 1.368 0.085 0.179 0.428
Panel rho-Statistic -0.414 0.339 -0.236 0.406
Panel PP-Statistic -1.662 0.048*+ -1.676 - 0046
Pancl ADF-Statistic  -2.591 0.004** -1.852 0.03]%*
Alternative hypothesis: individual AR coefficients {(between-dimension)

Group rho-Statistic 0.947 0.828

Group PP-Statistic -1.290 0.098%**

Group ADF-Statistic -0.767 0.021%*

Note: **, *** denote significance at the 5 percent and 10 percent level, respectively
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Table 4.6
Pedroni Residual Cointegration Test Results {(Low Income Countries)

Model 1{CO, = f(POP,Y,TR,TEC)

Alternative hypothesis: common AR coefficients (within-dimension)

Test -~ Statistic Prob. Weighted Statistic  Prob,
Panel v-Statistic 0.441~ " - 0329 . 0.221 - . 0412
. Panel rho-Statistic -0.532 - - 0.020%* 0.010 -~ -0.504
Panel PP-Statistic -3.427 0 0.000%* -1.449 0.073#%%*
- Pane! ADF-Statistic  -1.592 .. 0.055%**  -(,984 0.001**
Alternative hypothesis: individual AR coefficients (bétween-dimension)
Group rho-Statistic 1,397 . 0918

Group PP-Statistic 22,645 . 0.004**
Group ADF-Statistic  -1.086 - - 0.138

Model II{CO, = f{PD,FDI,FD, NEC)

Alternative hypothesis: common AR ceefficients (within-dimension). -

Test : Statistic - Prob., Weighted Statistic  Prob.
Panel v-Statistic 22387 - .0.012%* -0.358 - 0.639
Panel rho-Statistic -0.423 -+ 0335 0.161 0.564
Panel PP-Statistic ~ -3.447 - 0.000%% -2.228 0.012%*
Panel ADF-Statistic  -4.871 0.000** - -2.913 0.001**
Alternative hypothesis: individual AR coefficients (between-dimension)

Group rho~Statistic ~ 0.898 0.815

Group PP-Statistic  -3.467  ~ 0.000**
Group ADF-Statistic -3.722 0.000**

Model I (CO, = f (UR,IND, REC))

Alternative hypothesis: common AR coefficients (within-dimension) .

Test Statistic Prob. Weighted Statistic Prob.
Panel v-Statistic 1.642 0.050%* -1.260 (.896
Panel rho-Statistic -0.962 0.168 -0.462 .322

© Panel PP-Statistic -3.168 . - 0.000%* -3.541 - 0.000%x

_Panel ADF-Statistic  -3.330 - 0.000** - -4.151 0.000**

Alternative hypothesis: individual AR coefficients (between-dimension) |
Group rho-Statistic 0.570 0713
Group PP-Statistic -2.377 . 0.008*
Group ADF-Statistic  -2.393 0.008*

Note: **, *** denote significance at the 5 percent and 10 percent level, respectively

For robustness, this study also applied cointegration relationships among the variables

using another panel cointegration technigue proposed by Kao (1999), The results of Kao's

- cointegration test presented in Table 4.7 also confirmed the existence of long-run
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equilibrium relationship among the variables. Therefore, the study continued towards

panel long-run relationship between the variables by using pane! FMOLS.

Table 4.7

Kao Residual Cointegration Test _ :
Madel High Income Countries ADF
Test

t-statistic Probability
1 CO, = f(POP,Y,TR, TEC) -2.318 . 0.012%*

Tl. €O, = f(PD,FDI,FD), NEC) 2249 . 0.012%+
Il CO, = f(UR,IND,REC)) 13.138 0.008%*

- Upper Middle Countries ' 7 ‘

I Co,=f(POP,Y, TR TEC) . TTasu 70.002%*
11 CO, = {(PD,FDI, FD,NEC) -1.540 0.061%%*
O £o,= f(UR,IND, REC)) 0722 0.023%+
Lower Middle Countries ' .

1 €O, = f(POP,Y,TR,TEC) -2.5127 0.006**
Il CO, = f(PD,FDI, FD, NEC) -1.374 0.084**
Ul co,= f(URIND,REC)) 2.390 0.008**
Low Income Countries niver: ;

I CO, = f(POP,Y,IR,TECY . . ‘ 2318 | 0.012**
I €O, = f(PD,FDI,FD,NEC) -3.454 0.003**
Ul ©o,= f(UR,IND,REC)) -0.093 0.046%*

Note: **, *** denote significance at the 5 percent and 10 percent level, respectively

4,5  Long Run Relationship Results
The long run estimation results of high income, upper middle, lower middle and low-

income countries are reported in Table 4.8, Table 4.9, Table 4.10 and Table 4.11,

respectively.
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4.5.1 High Income Countries

The long run estimation results of the selected variables are reported in Table 4.8, The
estimated coefficients of population size are positive and statistic5§§y. :S‘;i_gpiﬁchnce at 5
percent. level in the panel of 'lﬁgh income countries arici Sing§e countriés“su:h ‘as US;
Canada, Polz;nd' and Aust‘rzi]ia. It is found that, one million increases i the population of
- group-of high income countries, US, Canada, Poland and Australia leads to increasa in
- €Oy emfssmns by 23 48 MT, 25.27 MT, 13.95 MT, 16.28MT and [8.08 MT, respect;vely
“The' results are in hne w1th Dietz and Rosa (1997). This study argued that population-" ;
growth is one of the major driving forces behind the rapid increase of -global COQ';
emissions. According to Malthus and Hollingsworth (1973) the impact of population
growth on environmental quaﬁity is evident. Each person creates some demands oﬁ enetgy
for the necessities of Iife like food, shelter, clothing, water, and so on. According to
Malthusian tradition, the higher is the number of people, the greater is the energy
demanded. The study of Bidsall (1992) suggested two mechanisms through which
population growth could contribute to COz emissions. First, a larger population could
result n mcreased the energy demand for power, industry, and transportanon, which
- consequently increase GHGs emissions. Second, rapid population growth can cause the
deforestation, other changes in fand use, and burning of wood for fi.lel_ This might
contribute to the pollutant emissions extensively (Fan et al, 2006; Hang & Yuan-sheng,
2011; Knapp & Mookerjee, 1996} Lantz & Feng, 2006; Brantiey Liddle, 2013, 2015; van

Ypersele & Bartiaux, 1995; You et al,, 2015).
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Table 4.8

Estimation Results (High Income Countries)

Mopdeal 2

Model { Model 3
POP Y TR TEC R | FD FDI POD NEC R* 1T IND UR REC k2

Group B 0.000* 0.408 0.000* 0.000% 0.9 | 0,008%  0.003*  0.000*  0.000* 059 0.003* 0.007* 0,873 (.98
123 4861 frras [-0.1401 111 00701 [0012]  [0.166]  [0.847] [-19.52} {17.013] {0.014)

Individual B )

Us 0.000* 2.712 0.033%* 0.000* 098} 0.213 0.536 0.0604%  Q.004% (.94 | Q0764 {.455 0,264 .79
£25.274] {-2.783] [-0.109] [0.953] [0.1877  [-0.01]  [0.150]  [0.002) [-101.54] [-9G.3D07 [-2.517]

Japan 0.253 0.043%* 0.002* 0.000*  0.96 | D.0a% 0.365 .495 GO0 096 | 0.024% 0.528 {1140 071
[-1.366] [-0.0318]  [0.170] {1.000] [0.082]  [-0.09  [0.146]  [1.172] [-0.570) [-0.565] {0088

Germany 0.000* 0.237 {.000* 0003 0.95 | .87 6.372 0.694 0.000% 00710198 0.001* 0.002+ .82
{-10.714) {2.357 -0.0411  [0.119) 0051 [-0031 [00031 [oseR) [0.193] [-5.48% -0.18)

UK 0.002% 0127 0.034%* 8.002¢ 090 0.007* D614 0.056* | 0.018* 0921 00165 00D* 0.724 0.78
[-19.840)  [-2.480]  [0.056) 0.0571 [0.341] [0.028) [-2.68) - {0077 [-7.742] [48.21) [-0.071

Canada 0.013% 0.885 0.750 D.000* 095 0.254 0.02**  0.000* - 0.000* 0.94 | D.035** G000+ 0.622 0.88
[13.938] 10.280] [0.0151  [0.074] [0.058] 10.121] [1534] " [0.078] [18.658) [28.826] [0.021]

Ttaly 0.000* - 0.351 0.002* 0.000% 097 6250 0.508 0.100 ° 0.000% 098 | 0.000* 0.048**  (0.015%* 0.58
[-34.720] {-0.9701 D072} 0.112] [0.074) [-004] [-1.26] - [0.831] [-32.801] [-90.34] [-0.54]

France 0.004* $.452 0.171 0.038* 048 | 0.215 0193 0.034%*  0.000% 091 | 0.023** - 0.012%* (.03 0.80
{~10.50%9] {-2.638]  [0.022} [0.042] [0.315] [0.145]. [1.609] [0.174] [-1.5157  [-7.529] (-0.243

South Korea | 0.430 0.244 0.009* 0.000* 0,95 | 0.06%* 0.380 . 0.001* . 0.000* 0.95] 0.005* 0.003* 0.892 0.93
(.4 6687 [0.834] [0.627) 0.1 [-0.06] [0.008] T[2.927] {9.523] [-3.051] [5.024 [-0.08]

Poland 0.006* ©0.277 0.000% 0.000% 098 | 0.896 0.005*  G.030** 0.000* 097 | 0386 0,113 0071+ 033
116.280] £0.5277  [-0.072]1  [0.124) [0.0251  {-1.03) [57351]  [0.24) {~3.5073 [-17.07] -0.28]

Australia 0.000* 0,827 G082+ G.000*  0.98 | 0.000* 07506 (048 . 003" 098 0001+ 4,000* 0.002% (.58
{18.008) [0.230} [-0.0611  [0.066] [2.367] 10041 [-790] . 0182 L3007 [23.662] D050

Note:*, *¥*, *** denote significance at the 1 percent, 5 percent and 10 percent level, respectively. In parentheses t-statistics are mentioned.
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On the contrary, the estimated coefficients of population size are negative and statistically
significant at five percent level in Germany, UK, Italy and France. Ihe results reported in
Table 4.8 shows that if there are one miflion 'in;:i'é-a}s'és‘-ih'_"‘tﬁ"éf}ao_}jﬁla,t'io,n size the CO;
emissions Wig decrease by 10.71 MT, 19.84 MT, 34,30 MT and 1'0.90 MT: in Germany,
UK, Italy and France, respectively. It is dﬁe to popula-tion.;gmwthr can encourage the
manifestation and development of technological innovaiion& aﬁd irnprove human
capability to present technological solutions to decrease énvir'on’mentai problems. The
i'résults are’ iﬁconsistehl with You et al, (20135). However, the total population of Japan and
-South Korea is statistically msignificant even at 10 percentr.rHenc'e-, ‘there-is no long run -

relationship between population and COz emissions in the case of South Korea.

The coefficient of GDP growth of Japan is negative and statistically significant at five
percent level. The reported results show that one percent ii'u:rae'lse= in the GIDP growth leads
to decrease in CO4 emissions by 0.019MT. These results are in line with C. F. Tang and
B. W, Tan'(2015) and Al-mulali (2012) who also found negative. relationship between
"GDP gkrowth and CO; emissions. Similarly, results contradict with _Aéshehry and Belloumi
(2015) and Zeb et al. (2014) who found positive relationship. The studies of Alshehry and
Belloumi (2015) and Zeb et al. (2014) suggested that GDP growth have signiﬁcam
positive and negative impact on energy consumption and C-Oz.emissions depends on the
stages of development, At the first stage, pure growth in the sconomy scale would result
in a proportional growth in poilution and other negative environmenta.l impacts. The
second stage shows that the transformation of the economy change composition from

agriculiure production to more resource intensive heavy manufacturing industries leads to
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more pollutant emissions. In the later stages of development, pollution decreases as the
composition of the economy shifts towards service and light manufacturing industries.

Japan is a high-income country and its economy has already shifted towards service and

- light manufacturing industries. Hence, GDP growth of Japan helps to reduce the level of - -

CO> emissions. The coetficients of . GDP growth are statistically insignificant even at 10
percent level of significance in most of the selected high-income countries. The
coefficients of GDP growth are insignificant in the pane! of high income countries and
individual countries such as US, Germany, Canada, Italy, France, South Korea, Poland
and Australia. These results are in line with studies by Wendy N Cowan, Tsangyao Chang,

Roula Inglesi-Lotz, and Rangan Gupta (2014).

The coefficients oi international trade are positive and statistically significant at five
percent level in Japan, Italy, South Koiea and at 10 percent level in UUK. The resuits
suggest that $1 billior increase in international trade of these couniries will leads to
increase in COz emissions by 0.170MT, 0.072MT, 0.027MT and 0.056MT in Japan, [taly,
South Korea and ! 'K respectively. These positive results are supported by the studies like
faiz-Ur-Rehman, Ali, and Nasii (2007) and Farhani, Chaibi, and Rault (2014). where
results are contrary with the studies like B. Lin and Sun (2010) who found negative
relationship. It is argued that the rapid increase in international trade can boost the energy
use especially through transportation, which is the main source of CO2> emissions. On the
contrary, international trade coefficients are negative and statistically significance in
group of high income countries like the US, Germany, Poland and Australia at 10 percent
significance level. The results are consistent with Kohler (2013b) and inconsistent with

Farhani et al. (2014) who are also found similar results. These results support the argument
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that international trade can play a fundamental role in the “greening” of the energy sector,
in particuiar, by facilitating the technology transfer for renewable energy and by
responding to demand for sustainably energy sources. This demand has led to severaltrade
opportunities, including exports of raw materials and components for renewable energy
supply products and finished products, hence reduction in pollutant ernissions. Fially,
international trade coefficients of Canada and France are statistically insignificant even at
10 percent level, The results are. consistent with the study of Sharma (2011) in 69
countries and Kohler (2013b) in case of South African perspective who also found

insignificant relationship.

The coefficients of energy consumption are positive and statisticaily significant ai one
percent level in all countries. The reported results show that if there is [KT increase in
energy consumption will lead to increase in COx emussions by G.11IMT 0.9353M7,
1,Q§GMT, 0.110MT, 0.657MT, 0.074MT, 0.112MT, 0.642MT, 0. 11IMT, 0.124MT and
0.066MT in the panel of high income countries, the US, Japan, Germany, UK, Canada,
haly, France, South Korea, Poland and Australia, respectively. These results sre 14 line
“with many recent studies like Alshehry and Belloumi (2015) in the Saudi Arabia, C F.
Tang and B. W. Tan (2015) in the Vietnam and Dogan and Turkekul (2016) in the case of
the US who also found positive relationship between energy consumption and CO;
emissions. Whereas, resulls are inconsistent with Ozturk and Acaravel (20106 in case of
Turkey. It is suggested that energy is a key factor of production and used in commercial
and non-commercial activities, which leads to economic growth of a country. Most of the
energy comes from fossil fuels and non-renewable sources such as oil, coal and gas, which

consequently leads to increase in CO: emissions.
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The coefficients of financial development are positive and significant at one percent level
in the panel of high income countries, Japan, UK and Austraiia. The reported results show
that one percent increase in financial development will lead to-increase COz emissions by
0.070MT, 0.052M7T, 0.341MT and 2.567MT in the panel of high income countries, fapan,
UK .and Australia, respectively. These positive relationship results are supported by the
studies such as M. M. Alam et al. (2016) and Shahbaz, Hye, et al. (2013b). K is argued
that financial development contributes to CO; emissions through the aiding manufacturing
-activities. Due to financial development, it is easy to borrow funds to purchase energy
consurnabie products, get access to financial capital in order to develop existing business
or start a new one which increase the cnergy consumption and consequently increase COz

emissions.

In contrast, coefficients of financial development are negative and statisticaliy siguificant
in Austraiia and South Korea at five percent significance level. If there is one percent
increase in financial development, it will help to decrease CO» emissions by 0.05 MT in
Australia and 0.06 MT in South Africa. These studies argue that financial development
provides with the motive and opportunity to use new technologies with clean and
environment friendly production processes. Consequently, such technologies also
improve the global environment by lowering the CO» It is also suggested that financial
development may also play a significant role in improving the environment. Greater
financial sector development can facilitaic Fnancing at lower cosis investrment in

environmental projecis. Since much of environmental protection will be a public-sector

activity, the ability to raise such financing is especially important for governments at the

142



local, state, and national levels. At last, coefficient of financial development in the US,

Germany, Canada, Italy, France and Poland are found statistically insignificant.

.. The effect of FDI on'the natural environment of the host country is controversial subject. .
The coefficients of FDI are positive and significant at oné percent level in the panel of
high income countries and in Canada at five percent level. The resuits show that $1 billion
increase in the FDI of selected panel of high income couﬁtries and Canada will increase
the COz emissions by 0.012MT and 0.121MT, respectively. These results support the
hypothesis of scale effect and composition effect. The scale effect suggested that the
environmental quality would decrease with the incrense in economic growth due to FDI,
and vice versa. Similarly, in composition effcet pollution cmissioins would change as a
result of the structural changes in the economy specifically owing to FDI. This means a

move toward poliution intensive production would generate more pollution and vice versa,

The coefficient of FDI is negative and statistically significant at the five percent level in
Poland. The reported results show that $1 billion increase in the FDI of Poland will lead
to decrease in COz emissions by i.03MT. These results support the hypothesis of
technique effect of globalization. The technique effect of globalization entails that if scale
and structure of economic growth remains the same, innovative technology introduced
due to FDI will alter the amount of pollutant emissions per unit of output and
consequently, reduce the total emissions. However, coefficients of FDI are insignificant
even at 10 percent level of significance in most of the countries like the US, Japan,
(Germany, UK, Italy, France, South Korea and Australia. The results are in line with Atici

(2012} and contrary to Dean et al. (2009),

143



In addition, in majority of cases, coefficients of population density are positive and
statically significant at five percent level such as pane! of high income countries, US,
Canada, South Korea, France and Poland. The results argue that one percent increase in
the population density of these countries. will lead to increase in the CQ; emissions by
0.166MT, 0.150MT, [53.4MT, 2.927MT, 1.609MT and 5.75IMT, respectively. These
positive relationship results are in line with Q. Zhu and Peng (2012) and contrary to S.
Alam et al. (2007} who found insignificant relationship between population density and
Oz emissions. It is argued that the more is the population density, the higher is the

demand of energy which may cause increase in.the pollution emissions.

Meanwhile, the coefficients of population density are negative and statistically
significance at five percent only in UK and Australia. The results reveal that one percent
increase in the population density of UK and Australia can help to reduce the CO»
emissions by 2.68MT and 75.1MT in both countries. It is suggested that the population
density may reduce the CO; emissions, since energy demand depends on per capita energy
.consumption and population density has a negative impact on the per capita road
transportation energy consumption. This implies that populous and highly urban cities
have less demand for personal iransport, therefore, it lowers the amount oTCQO; emissions.
Finally, coefiicients of population density are insignificant even at 10 percent level in case
. of Japan and Italy. Therefore, there is no relationship between population density of Japan
and [taly and CO- emissions. The results are in line with Begum et al. (2013b) and contrary

with the studies like Fan et al. (2006).
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All coefficients of non-renewable energy consumption are positive and statistically
significant at five percent significance fevel. The results are evident that KT increase in
the non-renewable energy can increase the COy emissions by 0.847MT, 0.002MT,
oL T2ZMT, 0.908MT, 0.077MT, 0.078MT, 0.831MT, 0.174MT, 0.525MT, 0:124MT and
0. 182MT in the panel of hizh countries, the US, Japan, Germany, UK, Canada, Italy,
France, South Korea, Poland and Australia, respectively. These positive results are
‘supported by the studies such as Bslik and Mert (2014} and Farhani and Shahbaz (2014)
" but are inconsistent with Apergis and Payne (2012) who found insignificant réfationship.
-The results are very much logical since 80 percent energy comes from the fossil fugls -
which are consumed for production, transportation and construction purpose. It 1s reported -
in Table 4.1 that high-income countries are one of the highest consumers of non-renewable

energy consumption and emitting highest amount of CO2 emissions.

The coetficient of industrial production (IND) is positive and statistically significaul at
five percent level only in Canada. It is suggested that one percent increase in the IND wiil
leads to increase in CO2 emissions by 18.658MT. The results are consistent with u &t
al. (2012) who also found positive relatianship between IND and C(Oz emissions and
inconsistent with Gregg, Andres, and Marland (2008) who found negative refationship.
Canada is one of the high-income countries that have massive IND and which are using
_non-renewable energy. Hence, Canada’s industrial production hurts the environment by
emitting high CO:z emissions. On the other side, coefficient of IND is negative and
statistically significant at five percent fevel in the panel of high income countries such as,
the US, Japan, UK, Haly, France, South Korea and Australia. The resuits suggest that one

percent jncrease in the IND of these countries will lead 1o decrease of CO1 emissions by
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19.51MT, 100L.54MT, 0.97MT, 7.742MT, 52.80MT, I.31MT, 3.03MT, 3.07MT,
respectively. The study suggests that while IND js at initial stage, pollution emissions
increase due to lack of environmental policies and old machinery. At a later stage pollution
relatively decreases due 10 improvément in polices and replacement of old machinery with
the latest. Since, US, Japan, UK, Haly, France, South Africa and Australia are high income
countries and using latest technology. Hence, there is less pollution emissions during the
industrial production in these countries. Finally, coefficients of IND are insignificant in
case of Germany and Poland even at 10 percent significance level. Therefore, there is no
relationship found between industriat production of Germany and Poland with the CO;
couissions. The results are in line with the studies like Heede (2014) who alse found

insignificant relationship.

Population living in the urkan area is another suspected culprit of C); emissions. The
reported results in Table 4.8 show that the coefficients of urbanization are positive and
statistically significant at five percent level in the panel of high.income countries, South
Korea and Australia and Canada. The reporied results argue that if there is one percent
increase in the urbanization, it will lead to increase in CO3z emissions by [7.01MT,
5.02MT and 23.71MT in the panel of high income countries, South Korea and Australia,
respeetively. These are surprising result because it is expected that greater urbanization
leads to more public transport use and thus to lower emissions. In different studies, it can
be observed that the relationship between urbanization and emissions is complex, even in
countries with the same levels of income and development. However, developed and
largely urbanized countries are in a better position to achieve low carbon intensity by

adopting new energy technologies. Hence, it seems that the relationship between
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urbanization and emissions can be better explained by the EKC hypothesis in developed

cauntries.

It is argued that urbanization and environment are the interconnected processes between
the physical growth of cities and human activities, which increase the use of moiot vehicle,
ptoduction and consumption of other goods. These activities required energy, which

consequently increase the pollutant emissions ke COx emissions. - .

The coefficients of urbanization (UB) are negative and significant in the US, Germany
and UK Itaiy and France at five percent significance level. The results recommended that
one percent increase in the urbanization of the US, Germany, UK, Italy and France
consequently will decrease in the CO2 emissions by 90.30MT, 5.48MT and 48.2IMT,
0.048MT and 0.012MT, respectively. These results indicate that at 5 higher level of
urbanization, CO»emissions decrease. fn other words, when a certain level of urbanization
is achieved, emissions tend to decline in these high-income countries. This finding
confirms-the ecological modernization theory, which argues that if the environment and
the economy are properly managed through structural changes or modernization,
emissions can be curbed. Therefore, as urbanization is a key indicator of modernization,
it is expected that at higher levels of urbanization, the environmental impact decreases. In
addition, Ehrhardt-Martinez (1998) explains this phenomenon by . stating that the
urbanization process in its initial stages depends more on resource extraction. However,
advanced urbanization is accompanied by largely complete urban infrastructure as well as

increased use of less-polluting fuels.
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The similar results are found by Sharma (2011) and different results found by Sadorsky
(2014). It iz investigated that urbanization can increase in the efficiency of public
transporiation that will decrease the negative impact on the envirenment. On the other
.side, voetficients of urbanization are insignificant in the US, Japan and Poland evenat 10 -

percent level of significance. .

The coefficients of renewable energy are negative and statistically significant at one
percent fevel in Germany and Australia, at five percent level in the US, ltaly and France,
and.at 10 percent level of significance in Poland. These results argue that [KT increase in .
the renewable energy consumption of the US, Germany, Italy, France, Poland and
Australia can decrease the U emissions by 0.028MT, 0.002MT, 0.015MT, 0.013MT,
0.071MT, respectively. The sinilar results are found by Bolik and Mert (2014) and
Robalino-Lopez et al. (2014) and different results by Farhani and Shahbaz (2014). It is
argued that the renewable energy consumption positively affects the economic growth but
alse helps to reduce pollutant emissions in the host countries. On the other side,
coefficients of renewable energy consumnmption are insignificant even at 10 percent leve!
of significance in case of high income countries panel, Japan, UK, Canada and South

Korea,

According to results reported in Table 4.8, it is summarized that both total energy
consumption and non-renewable energy consumption are the mam culprit of CO:
emissions in the high-income countries. The coefficients of both variables are positive and

statistically significant at different level of significance. Similarly, population density
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followed by population growth, financial development and urbanization are a few other

major reasons cf high CO: emissions in these countries.

However, industrial production, renewable energy consumption and international trade
are found to be environmental friendly and mainly: help to reduce the CO; emissions in
these high-income countries. It might be due to an increase in the trends of renewable
energy consumption and improved technology used for transportation in international
trade and in industrial production by high income countries. Finally, results show that
GDF growth does not have any couttribution it the CQO» emissions of selected high-income
countries. Similarly, financial developmeni and ¥D1 are also insignificant with respect to

(01 emissions in the most of countries,

4.5.2 Upper Middle Income Countries

The results of long run estimates are reported in the Table 4.9. The results show that the
coefficients of population growth are positive and statistically significant at one percent
level in the panel of upper middle-income countries and individual countries Tike China,
Mexico, South Africa, Iran, Brazil, Venezuela and Romania. It is evident that, if there is
an increase of one million popuiation in these countries, it will lead to increase in the CO»
emissions by 0.95MT, 4.26MT, 0.282MT, 5.857MT, 4.502MT, 2.866MT, 8.898MT and
9.895MT, respectively. These results support the arguments of Malthus and
Hollingsworth (1973), which reveal that each person creates some dermand on energy for
the necessities of life, food, shelier, clothing, water, and so on. Hence, the greater is the

population growth, the higher is the demand of energy and consequently, it increases the
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CO> emissions. The world population 7238.18 million was recorded in 2014 and
cumulative population of selected upper middle-income countries was 2078.69 million
which is the one fourth (28.72 percent) of the world’s total population. Therefore, this
2078.69 million population creates the higher demand of energy, which consequently

causes a high level of CO2 emissions.

On the other hand, coefficients of population growth are insignificant in Turkey, Thatland
and Romania even at 10 percent level of significance. It means that there is no long run
relationship found between population growth and CO2 emissions in-these countries.
These resuits are consistent with the results of Begum et al. (2015b) and-inconsistent with

Brantley Liddle (2613).

The coefficient of GDP growth is positive and significant at 10 percent levei only in China.
The reported results in Table 4.9 show that if there is one percent increase in the GDP
growth of China, it will lead to the increase of CO» emissions by 26.93MT. According to
results among selected upper middle-income courtiers, only China’s GPP growth
contributes to the (COz emissions. The results are consistcnt with Wendy N. Cowan,
Tsangyao Chang, Roula Inglesi-Lotz, and Rangan Gupta (2014) and Lotfalipour, Falahi,
and Ashena (2010a) who also found positive relationship between GDP growth and CO;
emissions, whereas inconsistent with Kasman and Duman (2015) who found negative
relationship. It is investigated that GDP growth have significant positive and negative

impact on energy consumption and CO-» emissions depends on the stages of development.

150



Table 4.9
Estimation Results (Upper Middle-Income Countries)

Model | Model 2 Model 3 )

pPOP Y TR TEC RI|FD FDI POD NEC R? IND UR REC R?

Group p 0.000* 0.359 0.001*  0.000*  0.95 | 0.070* 0.000* 0.145  0.050* 0.96{ 0.012* 0.000* 0.010* 095
[.953] [-0.008]  [0.035] [1.097] 125017 [24.24]  [-6.33]1 {0.154] [0.467] {2.834] [-0.22]

Individual B -

China 0.000%  0.052%**  0.000*  0.000* 0.96 | 0.414 0.003%%* 0453 0,000 0.90 | 0.894 0.000* 0.001* 086
[4261] [26.938] [0.773] [2.264] [-0.09] [0.035]  [0.473] [0.971) [10.077 [1.5277  [-1.209]

Mexico 0.000* 0.424 0.004*  0.004* 0.96 | 0.006* 0.928 0.000%  0.000* 097 | 0.349 0.000* 0.039*  0.93
[0.282] [-0.716] [0.074] [0.265) [-1.31] [-0.04] [6.784] [0.238] {1.727 [18.162]  [-0.53]

South Africa | 0.000*  0.049**  0.004*  0.002* 0.94 | 0.635 0.733 0.001*  0.000* 0.92 | 0.019** 0.000* 0183  0.95
[5.857] [-2.746] [0.331] [0.066] [0.047] [-0.06) [0.752] [0.883] [4.636] . [29.267]  [0.085]

Tran 0.008* 0.388 0.202 0.000* 095 | 0.001* 0.877 0.000*%  0.019* 098 0.019%* ~ 0.000* 0.348 0.92
[4.502] [-1.081] [L.759] [0.156] [3.797] [-1.09}  [11.83] [0.064]. [0.154] [4.458] [-0.01]

Brazil 0.000% 0,745 0.003* 0.693  0.85 | 0.836 0.000*  0.000* 0.001* 0.90]| 0.163 0.027** 0.007*  0.90
[2.866] [-0.531] [0.187] [-0.03] [-0.01] [0.870] [16.67] [0.255] [-3.154] - [8.128] 10.350]

Turkey 0.412 0.828 0.009*  0.008* 0.97 | 0.000* 0.000%  0.000%  0.007* 0.99 0.000* - 0.000* 0.005* 055
[1.706] [-0.180]  [77.40] [-84.5] [0.886)  [1.175] . [5.074] [0.031] [-10.08]  [1L0%]  [-0.542]

Thailand 0.252 0.072%**  0.007*  0.000* 0.97 | 0.804 0.035**  0.016* 0.000% 097 0.047%* 0.651 0.000*  0.89
[1.126]  [-0.567] [-0.075) [0.203] [0.012]  [0.959] [0.951] [0.178] [0.196) [-0.040]  {-1.085]

Venezucla 0.000* 0.001* 0.605 0.7%3  0.95 | 0.005* 0.163 0.000% 0,760 0.76 | 0.427 0.000* 0.001*  0.87
[8.808] [-1.044]  [-0.040] [-0.04] [-0.14] [0.044]  [1.565] [0.156] [-0.542]  [16.650]  [-0.32]

Romania 0.005* 0.405 0.182 0.000% 098 | 0.139 0.007* 0.841  0.000* 0.93 | 0.009* 0.434 0.001*  0.86
[9.895]  [0.164] [0.091] [0.079] [-0.07] [0.042) [0.137] [0.676] [8.520] [3.213] {-0.16]

Malaysia 0.846 0.918 0.004* 0.127  0.85 | 0.113 0.018*%  0.01** (.03** 0970001  0.000* 0.109 097
[-0.09] [-0.003] [0.527] [0.529] [-0.15] [2.111] {24831 [0.045] [-4.064] [7.391] [-0.60]

Note:*, ** *** denote significance at the | percent, 5 percent and 10 percent level, respectively. In parentheses t-statistics are mentioned.
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At the first stage pure growth in the scale of the economy would resuit in a proportional
growth in pollution and other negative environmental impacts. The second stage shows
that composition of the econorﬁy has mainly been transformed f{fom agriculture
production to more resource intensive heavy. manu‘faclurlin g industries which lead to more
pollutant emissioﬁs. In the later stages of Aevelapme;lt, pbiihtimz decreases as the
composition of the economy shifts towards service and light manufacturing industries.
Hence. China is still in the first slagc‘of production where he.r heavy manufacturing

industries lead to more CO1 emissions.

Furthermore, coefficients of GDP growth are negative and statistically significant at one
percent fevel in Venezuela, at five percent in South Africa and at i(j ﬁercem in Thailand.
The results show that, one percent increase in the GDFP growth of Venezuela, South Aﬁ‘iaa
and Thailand will lead to decrease in the CC: emissions by 1L.O44MYT, 2. 745MT ana
0.567TMT, respectively. The countries like Venezuela South Afiica and Thailand ace
upper middle-income countries and the composition of the economy shiited towards
service and light manufacturing industries. Hence, GDT growth of these countriex irelps
- decrease the level of COz emissions. On the other hand, coefficients of GDP arcwth are
insignificant in group of upper middle-income countries, Mexico, Iran, Brazil, Turkey,

Romania and Malaysia even at 10 percent level of significance.

Simitarly, coefficients of international trade are positive and statistically significant at one
percent level in group of upper middle-income countries, Mexico, South Africa, Brazil,
Turkey and Malaysia. The obtained results suggest that $t billion increase in the

international trade of these countries will lead to increase in the CO; emissions by
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0.773MT, 0.074MT, 0.331MT, 0.187MT, 77.40MT and 0.527MT, respectively, The
results are in line with the studies like McCarney and Adamowicz (2005) and Al-mulali
and Sheau-Ting (2014) who also found positive relationship between international trade
-and CO3 emissions but different results found in Kohler (2013a). There are two scheols
of thought about the impact of international trade on CO; emissions. The first school of
thought argues that trade openness provides an offer to each country o have access to
international markets which enhances the market share among countries (Shahbaz et al.,
2012). This leads to competition between countries and increases the efficiency of using
searce resources and encourages importing cleaner technologies in order to lower the
C7 emissions (Ford Runge & Davis, 1995; Helpman, 1998). Another group proposes
that natural resources are depleted due to international trade. This depletion of natural
resources increases CO: emissions and causes a decrease in environmental quality (Brian
R Copeland & Taylor, 2001; Schmalensee, Stoker, & Judson, 1998). The resuiis of this
study support the arguments of second group where they argue that the “natural resouices

are depleted due to international trade.

On the other side, the coefficients ot international trade are negative and' statistically
significant at one percent level in China and Thailand. It is due to the governments of
China and Thailand has undertaken many measures to curb pollution in China and
improve the country’s environmental situation. Those measures included cleaner energy,
green technology, carbon taxing and so on. The results suggest that $1billion increase in
the international trade of China and Thailand cause a decrease in the COz emissions by
0.035MT and 0,075MT. It is argued that the international trade is beneficial 1o

environmental quality through environmental regulations and capital-fabor channels. It 1s
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argued that the impact of international trade on environmental quality. They introduced
composition, scale and technological effects by decomposing the international trade

model. Their study concluded that internationa! trade is beneficial to the environment if.

‘the technological effect is greater than the composition effect and scale effect. The . .

international trade will improve the income level of developing nations and induce them
to import less polluted techniques to enhance production. The authors documented that
free trade decreases CO» emissions because international trade will shift the production of
poliution-intensive goods from developing countries to the developed nations.
Furthermore, quality of the gnvironment is improved if the envircamental regulatory
effect is stronger than the capital-labor effect. It is suggested that the international trade
improves environmental quality depending on government pelicies. The local government

can reduce CO; emissions through their environmental policies.

Finally, coefficients of international trade are insignificant in Iran, Venezuela and
Romania even at {0 percent level of significance. Hence, international trade of these
countries doesn’t have any relationship with CO2 emissions in the long run. The results
are in line with B, Lin and Sun (201} in case of China who also found msignificant

relationship between international trade and CO:2 emissions,

The coefficients of total energy consumption are positive and statistically significant at
ong percert level in group of upper middle-income countries, China, Mexico, South
Africa, Iran, Turkey, Thailand and Romania. The results suggest that | KT increase in the
consumption of total energy by these countries can increase COz emissions by LO9TMT,

2264MT, 0265MT, 0.066MT, O.156MT, SO005MT, 0.203MT and 0.077MT,
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respectively. The results are consistent with many studies like Halictogha (2009b), Chang
(2010) and Menyah and Wolde-Rufael (2010b) who also found positive relationship
between energy consumption and COz emissions and inconsistent with the studies like
(Qdhiambo (2012) who found different results. On the contrary, the coefficients of total
energy consumption are insignificant in Brazil, Veneczuela, Romania and Malaysia. It
means that there is no long run relationship between energy censumption of these
countries and COx1 emissions. The results are similar to the study of Odhiambo (2012) and

different from the results of Sovtas et al. (2007b).

According to the resulis reported in the Table 4.9 the coefficients-of {tnancial development
are positive and statistically significant at one percent leve! in the panel of upper middle-
income countries, {ran and Turkey. The results suggest that if there is one percent increase
in the financial development of these countries, it will lead to an increase in CCz emissions
by 2.50IMY, 3.797TMT and 0.886MT, respectively. It is srgued that the financiai
development causes the environmental degradation by emitting CO: emissions due to
inefficient allocation of financial resources to enterprises. Similarly, Ozturk and Acaravei
{2013) conclude that financial development increases the demand of energy which
ultimately contributes to the COz emissions. On the other side, the coefficients of energy
consumption are negative and statistically significant at one percent level only in two
countries like Mexico and Venezuela. The results sugpest that if there is one percent
increase in the financial development of Mexico and Venezuela, it will Tead to a decrease
in COz emissions by 1.31MT and (. 14MT. The same results have been found by Yuxiang
and Chen (2011) andAl-Mulali and Sab (2012¢) Yuxiang and Chen (2011) who argue that

financial sector policies enable the firms to utilize advanced technology which emits less
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CO2 emissions and enhances domestic production. They aisc claim that financial
development promotes capitalization and financial repulations that favor environmental
qualitv. Likewise, Al-Mulali and Sab (2012¢) reported that energy consumption spurs
economic growth. A rise in economic growth and energy consumption adds to'the demand
of financial services and hence financial development increases the improvément in.
environmental quality by controliing COz emissions through the implementation of well-
organized and transparent financial policies. These results are inconsistent with Tamazian
et al. (2009} in case of BRICS countries. At last, coefticients of financial development are
insignificant even at 10 percent level in most of countries like China, South Africa, Brazil;:
‘Thailand, Romania and Malaysia. The similar results have been found by Tamazian and.

‘Rao (2010) in case of transactional economies.

The cimpirical studies like J. W. Lee {20132) explore that FDI is considered as one of the
major factors ithar could lead to environmental degradation. According to resulis reported
iﬁ the Takle 4.9 the coefficients of FB)! are positive and significant at one percent level in
the pancl of uvpper middle-income countries, Turkey and Romania, at five percent
significance level in Thailand and Malaysia and at 10 percent significance level in China.
The reported results show that if there is $1 billion increase in the FDI of upper middie-
income countries, China, Brazil, Turkey, Thailand and Malaysia, it will lead to an increase
in CO2 emissions by 24.24MT, 0.035MT. 0.870MT, 1.175MT, D.959MT, 1.565MT, and
2.483MT, respectively. It is documented that FDI has a positive effect on C(» emissions
where, pollution-intensive industries are more likely to move from developed to less
developed countries because the environmental rules and reguiat‘ions in the less developed

countries are relatively weak. Consequently, the impact of FDI on pollutant emissions will
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be positive, commonly known as pollution haven hypothesis. It is evident that, most of
developing countries like China, Turkey and Thailand has attracted the FDI in the past
years by lax the environmental laws. These studies suggest that FDI flows may have-
resuited in pollution havens and that lowering the environmental regulations may help to.

attract and retain foreign investments..

On the contrary, the coefficients of FDI are statistically insignificant even at 10 percent in
Mexico, South Africa, Iran and Venezuela. The results reported in the Table 4.9 document
that there is no long run relationship between FDI inflow of these countrics and CO2

emissions. The similar results have been found by Atici (2012) and Merican (2007).

The studies suggest that there is a strong relationship between population density and CO,
emissions. In this regard, the reported iesults show that the coefficients of population
density are positive and statisticaily significant at one percent level in Mexico, South
Africa, Iran, Brazil, Turkey, Thailand and Venezuela and at five percent in Malaysia. The
results document that if there is one peicent increase in the population density these
countries can contribute to COz emissions by 6.784MT, 0.752MT, 11.83MT, 16.67MT,
5.074MT, 0.951MT, 1.565MT and 2.483MT, respectively. It is argued that energy use
these countries with respect to the population is close to the unity. As the living standard
rises and population continues to grow, energy use and CO2 emissions in city areas do the
same. Similarly, Brant Liddle (2004} found that urbanization and population density have
a negative impact on the per capita road transportation energy use. This implies that
populous, highly urban cities have less demand for personal transport. The coefficients of

population density are insignificant in group of upper middle-income countries, China and
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Romania. It means that there is no long run relationship between population density of
these countries and ©0» emissions. The results are consistent with Heres-Del-Valle and

Niemeier (2011) and C. Liu and Shen (2011).

The empirical studies suggest that non-renewable energy consumption is:one of the wain
contributors in CO» emissions. The results presented in. the Table 4.9 show that the
coefficients ofnon-renewable energy consumption are positive.and statistically significant
at one percent in the pane!l of upper middle-income cournitries and individual countries like
China, Mexico, South Africa, Iran, Brazil, Turkey, Thailand :and Romania and at five
percent i Malaysia. it means that IKT increase in the non-renewabie energy consumption
in the groun of upper middle-income countries, China, Mexico, South Africa, lcan, Brazil,
‘turkey, Thailand, Romanta and Malaysia will lead 1o increase in the COz emissions by
0.154MT, 0.971MT, 0.238MT, 0.883MT 0.064MT, 0.255MT 0.031MT, 0 178M7V
0.676MT and 0.045MT, respectively. It is argued ‘that CO-: emissiuns from energy
consumption have significantly increased in newly industrialized countries since the
19605 as compated to industrialized countries. Energy consumption is essential to all
cconomic activities and to human well-being. Lack of access to reliable and affordable
modern encrgy represents a constraint to economic and social development in many parts
of the world, Unfortunately, most of the energy comes from the fossi! fuels and non-
renewable resources like oil, coal and gas. Its endowment in fossil fuel resources has
caused over-use of energy and high levels of CO; emissions. The coefficients of non-
renewahle energy are insignificant in Venezuela even at 10 percent level of significance.

The comparable results have not been found by any other study previously.
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The empirical studies documented that there is a recent threat of climate change in many
developing or newly industrialized countries due to poor industrialization. The results of
this study partially support these arguments, The reported results in Table4.9 show that
the coefficients of industrial production are positive and significant at one percent level in
group of upper middle-income countriés and Romania, at five percent level of significance
in Brazil, South Africa, Iran and Thailand. It shows that one percent increase in the
industrial production of upper middle-income countries, Brazil, South Africa, Iran,
‘Thailand and Romania leads to increase in CQO: emissions by 0.467MT, 0.870MT,
4.636MT, 0.154MT, 0.196MT and 8.520MT, respectively. It is evident that industriai
- production in the upper middle-income countries is polluting the environment by emitting
CO- emissions. It might be because of non-renewable and fossil fuels energy used in the
process of industrial production. [t appears ihat indusirialization, through the extraction
and consumption of raw materials, the emission of industrial pollutants and increased

energy demand, can intensify CO» emissions.

On the other side, in Turkey and Malaysia the coefficients of industrial production are
negative and statistically significant at one percent level. It means that one percent
increase in the industrial production of Turkey and Malaysia decreased the CO» emissions
by 10.07MT and 4.064MT. These negative results are supported by the study of Paul and
Uddin (2011} in case of Bangladesh and contrary to Hasanbeigi, Morrow, Sathaye,
Masanet, and Xu (2013} in case of China. In addition, coefficients of industrial production
are insignificant in four countries like China, Mexico, Brazil and Venezuela. Hence, there

is no long run relationship between industrial production of these countries and CO-
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emissions, Similar results have been found by Benhelal, Zahedi, Shamsaei, and Bahadori

(2013).

The role of urbanization is still unresolved as it may either reduce or accelerate emission
level of a country. The reported: results in the Tabled,9 show that the coefficients of
urbanization are positive and significant at one percent level in almost all the countries.
It is evident that if there is one percent increase in the-urban population o f upper middle-
income countries (panel), China, -Mexico, South Africa, lran, Turkey, Venezuela and
Malaysia, it can increase CQO» emissions by 2.834MT, 1.527MT, 18.162MT, 29.267MT,
4 458MT, 11.091MT, 16.650MT and 7.391MT, respectively. Although the coefficients
of urbanizaticn are positive but the magnitude is bigger in South Africa and Mexico and
smallest in China. It is argued that urban areas typically have better infrastructural
facilities and networks that ease the use of energy than rural areas, therefore emitting
more CO-. Conversely, the distribution of urban population is more concentrated
relative to the rural population; therefore, urban areas can earn the advantage of
increasing return to scale in energy consumption iicluding a centralized heating systens.
Morecver, urban citizens are more likely to adopt cleaner fuels. which may reduce
CO: emissions too. Contrary, coefficient of urbanization is negative at 1 percent in case
of Brazil. Brazil experienced a great success over the last decade at shielding its forests
and averting deforestation. More startiing, even with these regulations to improve
environmental degradation, Brazif has had a dramatic increase in food output. Thus, Brazil

is an exampie that a country can attain envirenmenta! and economic gains simultaneously.
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On the contrary, the coefficients of urbanization are insignificant in two countries such
as Thailand and Romania even at 10 percent level of significance. Hence, thi$ study did
not find any long run relationship between urban population of Thailand and Romania
and CO» emissions. Similar results have been found by studies like>Xu and Lin (2015a)

in case of western region of China.

Although fossil fuels are still the primary energy source worlkdwide, renewahle energy is
the world's fastest growing energy source, projected to increase. by 2.5 ‘percent per
year (Qutlook, 2010). The results of this study show that the coeflicients of renewable
energy consumption are negative and statistically significant at one percent level in the
panel of upper middle-income countries and individual countries like China, Mexico,
Bracil, Furkey, Thaiiand and Venezuela. The results show that one percent increase in the
renewable energy consumption of these counfries will lead to a decrease in the CC:
emissions by 0.220MT, 1.209MT, 0.530MT, 0.350MT, 0.542MT, 1.085MT and
0.320MT, respectively. Renewable energy consumption in these countries is the growing
interest in the world due to environmental friendly behavior and has been supported hy
various government incentive policies such as feed-in tariff, subsidies for renewshle
technologies, tax rebate and s0 on. As a result, the share of renewables in total power

generation has increased.

The coefficients of renewable energy consumption are insignificant even at 10 percent
level in some cases like South Africa, Iran, Romania and Malaysia. It suggests that
renewable energy in these countries does not have any long run relationship with COz

emissions. Simifar results have been found by Payne (2012) and suggested that there is
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no long run relationship between renewable enerpgy consumption and CO; emissions in

US during the period 1949 —2009.

To summarize, this section includes the resulls of upper middie-income countrics founu
by this study. The overali results reveal that the non-renewable energy consumption has
the largest negative impact on the CO: emissions, followed by Urbanization, population
growth, FDI, energy consumption and international trade. Whereas, renewabie energy
consumption has been found most helpful in curbing the COz emissions in most of the -

selected upper middle-income couniries for the year 1980 — 2015,

4.5.3 Lower Middie Income Couniries

The long rua estimations resuit of lower middie-income countries are reported in the
Tabled.10. The results have documented that the coefficients of population giowth are
positive and statistically significant at one percent level of significance in the group of
lower middle-income countries and individual countries like India, Indonesia. Egypt.
Pakistan, Philippines. Morocco and Bangladesh. {i shows that $1 billion increase in the
population of these countries can increase the CO» emission by B.213MT, 3.090MT,
4.61IMT, 3.186MT. 0.941MT 1.086MT, 1.937MT and 2.263MT, respectively. It is
investigated that the population and economic growth is major driving forces behind
increased energy use, and a cause of COa emissions. Contrary, coefficients of population
growth are insignificant at five percent level in three countries like Nigeria, Vietnam and
Syria. This indicates that there is no long run refationship existing between population of

these countries and CO» emissions. Similar results have been found by M. M. Alam et al.
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(2016) in case of China and Indonesia and different resuits have been found by Islam,

Shahbaz, Ahmed, and Alam (2013) in Malaysia.

. Several studies have suggested that there is a strong relationship between GDP growth
and CO; emissions. The reported results in the Table 4.10 indicate that the coefficients of
GDP growth are positive and significant al one percent level in group of lower middle-
inceme countries and Nigeria-and-at five percent significance level in Egypt. It implies
that one percent increase in-the GDP growth of lower middle-income countries and
individual countries like Egypt-and-Nigeria will lead to increase in the CO; emissions by
0.044MT, [.045MT and 6.169MT, respectively. These results are in line with Apergis and
Payne (2009b), Sharma (2010) and Saboori, Sulaiman, and Mohd (2012b) who also found
positive relationship between GDP growth and CO: emissions and contrary with the

studies like (Lau et al. 2014 & Tang and Tan, 2015).

It is suggested that energy is an input in the production process, as it is used in commercia!
(transport) and non-commercial (public sector) activities. This means that energy has a
direct Iink to a country's GDP. The link could effectively be through consumption,
investment or experts and imports, as energy production and consumption affects all these
components of aggregate demand. Hence, high demand of energy for production
negatively impacts the environment and increases the level of CO» emissions. This
imp lies that degradation of the environment has a causal impact on economic growth, and
a persistent decline in environmental quality may exert a negative externality to the
economy. In contrast, coefficients of GDP growth are insignificant in most of countries

like india, Indonesia, Pakistan, Vietnam, Philippines, Syria, Morocco and Bangladesh,
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Table 4,10

Estimation Results {Lower Middle-Income Countries)

Model | Model 2 Model 3
POP Y TR TEC R2 | FD Fi PO NEC R2 | IND UR REC Rz

Group p 0.000* 0,0662% 0,000 0.005* 0.99 | 0.389 0356  0.000*  £.000* 058 ] 0.053+ 0.060* 0.0f4* .93
(0.213]  10.044] [0.099F  [8.310] 0032 00121 [0.8827  [0.948] 04873 [2.760] [-0.49]

Individual 8

India 0.000* G508 0.000* 0,002 (GR 1 G032 0,000%  0.000* 0.727 0986 | 0405 0000 0.000* 485
[3.000]  L3.BR] [1.076} {2.58] (1051 (8.577] [6427} {0.219] {-10.847 [242.74] [-12.18]

Indlisia 0.000" 0,536  D.000*  0.015** D97 07K 0.000%  DO00* 0505 0.57]0.H15 0.000+ 0.04** 081
{4.611]  [0R73] [0.456] [+0.27) i-0.54]  [7.393]) [742¢) [-0.11] [-7.612) 1192097  {-0.89]

Egypt 0.000%  0.09*F  0.000* 0.450 0,98 | 0,185 0.04**  0.000*  0.835 (154 | 0.000% 0.000* 0.471 0.88
{3.i86]  [l.0d46] [0.5607 0001 -D.441  [2.621] [4.0521 [0.009] [9.998} [-50.62]  [0.253]

Pakistan 0.000* 0,182  0.009* 0.002* 0.98 | 0.047** 0.001* 0.000* ©.000* 0990753 0.000* 0,009* 096
09417  [0.6357 [D.0BS]  [D.173] [0.0797  [0.033] [1.644] [0.23%] [0.238} ' [15.9571 [-0.11}

Nigeria 0,200 0.001* Q.00 0.231 0.64 | 0.000*  0.4005* 0.001* 0.000* 071 (0.125 C0.027%% 0.642 .67
[«0.18]  [6.169] [0.175] [0.0917 [0.670]  [-0.20] [L416] [2.168] [-1.012] | {1,700 (00221

Vietnam (.230 0.463 000 0.004* 0.97 | 0.006* 0.152  0.008* .0.668 096 0.016%* | 0.000** 0.888 0.97
[0.22}]  [0.637] [0.364]  [0.267] [1.096]  §1.933] [0.234] [0.029] [-2.180] {14.1501  [-0.06}

Philippines 0,000 0.515  0.003* 0.000* 0.98 | 0.007* 0.499  0.000* 0.001*- 098 | 0658 . 0,289 0.000* 0.RS
[1.086]  [0.102] [0.266)  [0.235] 10249  [.0d67 [0.275} [0.122] [0.715] --[L03¢61 {-0.50%

Syria 0,968 0.345 0323 . 0360 0.87 | 0,356 0766  0.000* 0648 0.87 | D.040*  0.000* 0.008* 085S
[0.105] [0.159] [-1.23}  [0.009] {0401 [0.78], [0.4781 [0.002] [-0.424]  {3.635] [-0.513

Moroecco 0,000 0.809  0.000* 0,997 0.951 0.000*  0.000 0.060* 0229 09710259 ©0.004* 0.002* 096
19377 [-0.01]  [0.2837  [0.223] 102317 {4.0731 [0.644] [0.009) [La2z - [1.8927  {-0.90R]

Bangladesh | 0,000% 0278 0.683 0.003* 0.95 | 0.762 0414 0.103 0.005*° 0.96 | 0.696 . 0.000* 0.000* 095
(22631 |-0.06] [0.0337  [0.902) L0171 I001TY [1.4781 [0919] [0.187] 139431 {-0.799]

Note:*, ¥* *#** denote significance at the § percent, 5 percent and 10 percent level, respectively. In parentheses t- statistics are

menticned,
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The coefficients of international trade are positive and statistically significant at one
percent level in almost all the selected countries except Syria and Bangladesh. It is
revealed that $1 billion increase in the international trade of lower middle-income
countrics (panel), India, Indonesia, Egypt, Pakistan, Nigeria, Vietnam, Philippiﬁeé ahd
M’o’rocco will lead to increase in CO» emissions by 0.099MT,7 1‘.076MT,;'O.456MT,
0.560MT, 0.085MT, 0.175MT, 0.364MT, 0.266MT and 0.283MT, respectively. it is due
to some-of lower middle-income countries like India did not propose to_reducer its CO2
emissions. Thus, proponents speculate CO: emissions would still tr:iple ' by 2030.
According to the BP Statistical Review, India emits third most CO2 emissioﬁs in the world.
In 2014, India emitted 2088 million metric tons of CO-. If India triples its emissions by
2030, it will be emitting 13 percent more COz emissions than the emissions that the EIA
expects the United States to emit in that year. The results are in line with the studies like
McCarney and Adamowicz (2005), Ozturk and Acaravci (2013) and S. Ren et al. (2014)
who also found similar results and contrary with Sebri and Ben-Salha (2014) and Shahbaz
et al. (2012). These studies suggest that natural resources are depleted due to international
trade. This depletion of natural resources increases CO> emissions and causes a decrease
in environmental quality. On the- other side, coefficients of international trade are -
insignificant in only two countries like Syria and Bangladesh. It is revealed that
international trade of Syria and Bangladesh does not have any long run relationship with
. the CO; emissions. The results are similar with the findings of Brian R. Copeland and

Taylor (2005).

Energy consumption is one of the leading factors of high CO> emissions. The results of

lower middle-income countries reported in the Table 4.10 show that the coefficients of
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energy consumption are positive and statistically significant at one percent and five
percent level of significance. The coefficients of countries including panel of lower
middle-income countries, India, Pakistan, Vietnam, Philippines and Morocco are
significant at one.percent level and indonesia is significant at five percent level. [timplies
that 1KT increase in the energy consumption of these countries will lead to increase in
COs emissions by 0.310MT, 2.580MT, 0.173MT, 0.267MT, 0.235MT, 0.902MT and
0.230MT, respectively. It is documented that emissions from the burning of fossil fuels
are the primary cause of rapid and accelerating growth in atmospheric CO:z emissions. In
contrast, the coefficients of energy consumption are insignificant even at 10 percent level
in four countries including Egypt. Nigeria, Syria and Morocco. The results reveal that
there is no long run relationship between energy consumption of these four lower middle
income countries and CO» emissions. The similar results have been found by Ozturk and

Acaravci (2010a) in case of Turkey.

The empirical studies like J. A. Frankel and D. Romer (1999), Claessens and Feijen (2007)
show that financial development can impact environment both in negative and positive
way. The coefficients of financial development are positive and statistically significant at
one percent level in Nigeria, Vietnam, Philippines and Morocco and at five percent level
of significance in India and Pakistan. The results reported in the Table 4.10 show that one
percent increase in the financial development of India, Pakistan, Nigeria, Vietnam,
Philippines and Morocco can lead to increase in the CO: emissions by 10.51MT,
0.079MT, 0.670MT, 1.096MT, 0.249MT, 0.23IMT, respectively. The results. are
consistent with the studies like Kumbaroglu, Karali, and Arikan (2008), Tamazian and

Bhaskara Rao (2010) and Y.-J. Zhang (2011) who also found positive relationship
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between financial development and CO» emissions and inconsistent with Jalil and Feridun
(201 1). It is suggested that financial development can contribute to CQz emissions because
financial development may attract FDI to the transitional cauntries, which in turn can
speed up economic graowth on cne side and increase the enérgy demand on the other side.
The financial development provides motive and opportunity to use new glectronic
appliances and automobiles which can also increase the demand of energy and
cansequently increase CO: emissions. In another study Tamazian and Bhaskara Rae
(201 D)rargue that financial development may stimulate economic growth but it may result
in more industrial pollution and environmental degradation.. Besides, since environmental
controls increase manufacturing costs, pollutant industries and enterprises will he
transferred to underdeveloped areas where environmental standards are relatively tow, and

tuin these areas into pollution slums.

The financial development coefficients of lower middle-income countries and Indonesia
are negative and statistically significant at one percent level. The results suggest that one
percent increase in the financial development can lead to decrease in CO; emissions by
0.032ZMT in the panel of Jower middle-income countries and 0.340MT in Indonesia.
- Finmancial development of these countries may alse play a significant role in improving the
environment. Greater financial sector development can facilitate financing at lower costs
investment in environmental projects. Since much of environmental protection will be a
public-sector activity the ability to raise such financing is especially important for
governments at the Iocal, state, and national levels. This is also important for private
sector's investment in the environment protecting equipment. Finally, coefficients of

financial development are insignificant in three countries including Egypt, Syria and

167



Bangladesh even at 10 percent level of significance. These results indicate that there is no
long run relationship between financial development of Egypt, Syria and Bangladesh and

C0O4: emissions.

The -grawing importance of FDI as an engine for economic growth has caused
considerable debate concerning the effect of FDI on the environment. The results of this
study reported in the Table 4.10 show that the coefficients of FDI are positive and
statistically significant at one percent level in India, Indonesia, Pakistan and Morocco and
- at five percent in Egypt. The results reveal that §1 billion increase in the FDI of India,
Indonesia, Egypt, -Pakistan and Morocco will lead to increase in COa emissions by
8.577MT, 7.393MT, 2.621MT, (L.D33MT and 4.073MT, respectively, It is documented
- that multinational FDI operations would significantly increase economic growth of host
countries and due to the degraded enviconmental results, foreign investors would prefer
to invest in those countries which have relatively lax environmental regulations, This
policy is beneficial for developed countries while detrimentai for developing economies
ofthe globe. Further, multinationals have shifted high poltuted industries from developed
world to developing countries and this has increased pollution and is termed as “Pollution

haven”.

{On the other hand, the coefficient of FDI is only negative and statistically significant in
Nigeria. The results evident that $1 billion increase in the FDI of Nigeria can reduce the
CQO: emissions by 0.20MT. The similar results have been found by (Hzo and Liu (2015);
X. Y. Ren and Yang (2013)) and difterent results by Porter and Van der Linde (1995). It

is concluded that environmental quality is a normal good and hence free movement of
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capital and resulting economic growth are good for environment, For instance, X. Y. Ren
and Yang (2013} concluded that FDI promotes environmental-friendly technology and
products in host countries, It is alse observed that FDI Granger caused carbon emission in
host countries and found that FD1 lowers environmental pollutants. Finally, coefficients
of FDI are insignificant in case of group of  lower middle-income countries, Vietnam,
Philippines, Syria and Bangladesh. It shows that there is no long run relationship between
FDI of these countries and COz emissions, ‘Similar results have been found by Blanco et

al. (2013} and Shaari et al. (2014).

As the living standard rises and population continues to grow, energy use and CO»
emisslons in city arcas show the same trend (Fong, Matsumoto, Lun, & Kimura, 2007).
The results reported in the Table 4.10 indicate that coefficients of population density are
positive and statistically signihicant ai five percent level in almaost all the countries except
Bangladesh. The results imply that one percent increase in the population density of lower
middle-income countries (panel), India, Indonesia, Egypt, Pakistan, Nigeria, Vietnam,
Philippines, Syria and Moroceo can increase the CO2 emissions by 0.882MT, 6.427MT,
T429MT, 4.052MT, Le44MT, 1.416MT, 0.234MT, 0.275MT, 0.478MT and 0.644MT,
respectively. Although population density of almost all selected lower middle-income
countries is contributing in CO; emissions but the magnitde is varying from one country
to another country, Such as, population density of Indonesia is leading contributor in CO»
emissions, whereas population density of Vietnam has least impact on COz emissions. The
results are in line with the studies like Huang, Hwang, and Yang (2008), Shaari, Rahim,
and Rashid (2013) and Islam et al. {2013) who also found positive relationship between

population density and CO; emissions. Similarly, results are inconsistent with the studies
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like Chen, Gong, and Paaswell (2008) and Su (2011). At last, coefficient of population
density is insignificant only in one country namely Bangladesh. It indicates that there is
no long run relationship between population density of Bangladesh and .CO: emissions.

The similar results have been found by Martinez-Zarzose and. Maruotti (201)..

Energy is considered to be the life line of an economy, the most vital instrument of socio
economic development and recognized as one of the most. impertant - strategic
commodities. However, nonrenewable energy consumption negatively relates with
environment and increase the level of COz emissions. The reported results in the Table
4,10 show that the coefficients of non-renewable energy consumption are positive and
statistically significant at one percent level. It means that 1KT increase in.the non
tenewable energy consumption by panel of lower middle-income countries and individual
countries like Pakistan, Nigeria, Philippines and Bangladesh can lead to increase in COa
emissions by 0.948MT, 0. 238MT, 2.168MT, 0.122MT and .919MT, respeciively. These
positive results are supported by the studies like Tiwari (201 1) and Shabbir, Shahbaz, and
Zeshan (2014). According 1o [PCC (2016), the consumption of fossil fuels has been
" increased dramatically since last three decades and the combustion of fossil fuels is the

largest contributer to COa emissions.

On the other hand, coeflicients of non-renewable energy consumption are insignificant in
more than half selected countries like India, Indonesia, Egypt, Vietnam, Syria and
Moroceo. It implies that there is no long run relationship between non-renewable energy
consumption of these countries and CO; emissions, These results are simifar with the

study Lotfalipour, Falahi, and Ashena (2010b) in case of Iran.
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The rapid industrialization has created huge challenges for the environment, especially in
terms of energy consumption COz emissions. According to the reported results in Table
4:10 the coefficients of industrialization are positive and statistically significant. at one
‘percent level in two cases such as panel of fower middle-income countries and Egypt. It
indicates that one percent increase in the industrial production of these countries can lead
to increase COz emissions by 0.487MT and 9.998MT. It is also revealed that among
selected lower middle-income countries, the industrial production of Egypt has the highest
contribution in CO: emissions. The results are in line with the studies like Gurney et al.
© (2009), Y. Liand Xia (2013) and Zhou, Zhang, and Li (2013) who also found similar
results, which are contrary to the studies like Akbostanciet al. (2011} who found opposite
results. It is suggested that financial development and trade openness are the value-added
of a country. These factors are important for industrialized countries like lower middle-.
income countries. In fact, developed economies would specialize in human or physical
capital-intensive activities which would cause less emission in developing countries.

Industrial production therefore may result in increased pollution in developing countries,

The coefficients of industrial production are negative and statistically significant at five
percent level in two countries like Vietnam and Syria. The results unveil that one percent
increase in the industrial production can decrease the COz emissions by 2.180MT and
0.424MT. The similar results have been found by Shahbaz, Uddin, Rehman, and 1mran
(2014b} and Xu and Lin (2015b} who also found negative relationship between industrial
production and CO» emissions and different results found by Ahamad and Islam (2011).

The positive and negative impact of industrial production can be understood with the
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concept of EKC curve. Some empirical studies which found nonlinear influence of
industrialization on COz emisstons show an inverted “U-shaped” pattern in the tail of the
curve. It means that in the early stages of industrialization, the emission intensity of
industrialization would gradually increase. However,. when industrialization level
surpasses a certain point, the carbon intensity of industrialization would gradually decline.
Finally, coefficients of industrial production are. insignificant in most of countries
including India, Indonesia, Pakistan, Nigeria, Philippines, Morocco and Bangladesh. It
shows that there is no long run relationship between industrial production of these

countries and the CO; emissions.

According to results reported in the Table 4,10 the cocfficients of urbanization are-positive
and statistically significant in most of countries, The coefficients are significant at one
percent level in panel of lower middle ~income countries, India, Indonesia, Pakistan, Syria,
Moeroceco and Bangladesh and at five percent leve! in Nigeria and Vietnam. It implies that
one percent increase in the urban population of these countries can increase the COz
emissions by 2.760MT, 242.74MT, 19.209MT, 15.957MT, 3.635MT, '.892MT
3.943MT, L700MT and 14.150MT, respectively. Rapid arbanization of lower middle
income countries has created huge challenges for the environment, especially in terms of
energy consumption and CO» emissions. The human activities involving the combustion
of fossil fuels and the burning of biomass produce GHGs that affect the composition of
the atmosphere and the global climate. These activities constantly increase with the rapid
pace of urbanization in recent decades, which ultimately cause serious damage (o

environment through energy consumption.
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On the other hand, the coefficient of urbanization is negative and statistically significant
at one percent level in Egypt. It is evident that one percent increase in the urban population
of Egypt can help to decrease CO; emissions by 50.62MT. This result is consistent with
the previous studies like Cole and Neumayer (2004), Martinez-Zarzoso, ‘Bengochea-
Moranchn, and Morales-Lage (2007) and H.-M. Zhu, You, and Zeng (2042h). who also
~found similar results, This is because urbanization is extensive at the early stages, leading
to arapid increase in COz emissions. When urbanization surpasses-a certain level, the
pressure of emissions-reduction and increasing environmental awareness prompts to
strengthen the R&D investment in energy-saving, leading to gradual declime-in the
emissions-intensity of urbanization. Finally, coefficient of wurban populatiom is
insignificant at one percent level only in Philippines. It indicates that there is no long run
relationship between the urbanization of Philippines and CO; emissions. The similar

iesults have been found by Xu and Lin (2015b)in westemn region of China.

Renewable energy consumption considered as an environmental friendly and one of the
. contributors for curb the CO2 emissions, The reported results show that the coefficients of
renewable energy consumption are negative and statistically significant at different level
in most of countries. The coefficients are statistically significant at one percent in the panel
of lower middle-income countries, India, Pakistan, Philippines, Syria, Morocco and
Bangladesh and at five percent in Indonesia. The results reveal that | Btu increase in the
rencwable energy consumption by these countries will lead o curb the CO2 emissions by
0.490MT, 12.180MT, 0.1T0MT, 0.500MT, 0.510MT, 0.908MT, 0.795MT and 0.890MT,
respectively. These results are supported by studies like Sadorsky (2009), Duffour (2012)

and Ruhul A. Salim, Hassan, and Shafiei (2014) who found similar results and contrary
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results with the study Payne (2012). These studies suggest that the climate change
intimidation and the increasing threat of globai warming raise worldwide concerns and

impose serious social and political pressure to curb emissions. Therefore, to combat

climate change and to secure and diversify the supply of eneigy mix there has been.:.. -

heightened interest in renewable- energy sources in both developed and developing
countries in recent years. This growing interest has been supported by various government
incentive policies such as feed-in tariff, subsidies for renewable technologies, tax rebate
and so on. As a result, the share of renewables in total power generation has increased

which is helping to curb the COz emissions.

On the contrary, the coefficients of rencwable energy are insignificant even at 10 percent
level of significance in three different lower middle-income countries like Egypt, Nigeria
and Vietnam. The results are evident that there is no long run relationship bhetween
renewable energy consumption of these countries and CO2 emissions. The similar results
have been found by Menyah and Wolde-Rufael (2010b) in case of US and different results
have been found by Apergis, Payne, Menyah, and Wolde-Rufael (2010} for a group of 19

developed and developing countries for the period 1984-2007.

It is concluded that most of the included variables are found positively significant in the
lower middle-income panel. The population density is positively significant in almost all
the countries and implies that increase in the population density of lower middle-income
countries leads to increase in CO2 emissions. The urbanization remains second biggest
contributor of CO> emissions followed by international trade, urbanization, population

growth, total energy consumption, financial development and FDI in the lower middle-
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imncome couniries. On the contrary, renewable energy consumption is found most helpful
to reduce the mitigation of CO2 emissions in the selected lower middle-income countries.
Besides the renewable energy:consumption, none of the variable was found helpful to

reduce the amount of COz emissions in.the lower middle-income countries.

4.5.4 Low Income Countries

The estimation results of low income countries are reported in the Tabled. 11, The resuits
show that the coefficients of populaticn are positive and statistically significant at one
percent  level in Zimbabwe, Senegal, Ethiopia, Tanzania, Nepal, Benin and
Mozambique. {t is implied that 31 billion increase in the population of these countries
can lead to mncrease in COz emissions by 7.554MT, 0.545MT, 0.101MT, 0.085MT,
0.244MT, 2.067MT and 0. 189MT, respectively. Energy demand depends on per capita
encrgy use. As energy consumption rises due to the increase in population, it will lead
to increase in CO;z emissions. On the other hand, coefficients of population growth are
insignificant even at 10 percent level in four countries including panef of low itcome
cauntrigs, Congo, Togo and Wiger. [t implies that there is no long run relationship
between population of these countries and CO: emissions. Similar results have been

found by Davis and Caldeira {2010).

There are several empirical studies that have found both positive and negative
relationship between GDP growth and COz emissions. However, in case of low income
countries all the coefficients of GDP growth are insignificant even at 11} percent level.

These results reveal that there is no long run relationship between the GDP growth of
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all selected low-income countries and COa emissions. It might be due to very small GDP
size of these countries. According to facts in 2014 these selected 10 countries are
contributing only 0.29 percent in the world GDP (Global Economy, 2016).. Hence, it is
not surprising that GDP growth of these countries does not have any.relationship with

COs emissions.

Empirical studies suggest that international trade is another culprit of .pollution

emissions, The results reported in the Table 4.11 document that the coefficients of :

‘international trade are positive and significant in seven different countries, For instance, - -

coefficients are significant at-one percent level in pane! of low income countries, -
Zimbabwe, Tanzania and Togo and at five percent level in Nepal, Mozambique and
Congo. 1t is evident that $1 billion increase in the international trade of these countries
can lead to increase in COa emissions by 0.154MT, 8.356MT, 0.147MT, 0.248MT,
0.192MT, 0.075MT and 0.058MT, respectively. The results are in line with the studies
like Halicioglu (2009b), Nasir and Rehman (2011) and Yuxiang and Chen (2011) who
also found positive relationship between international trade and CO» emissions and
contrary with the studies like Ozturk and Acaravci (2010a) and Jafari, Othman, and Nor
(2012). It is suggested that the environmental effect of international trade depends on
the policies implemented in an economy. They argue that natural resources are depleted
due to international trade. This depletion of natura! resources raises COz2 emissions and
causes a decrease in environmental degradation. In another study Halicioglu (2009b)
argues that international trade is one ofthe main contributors to economic growth while

income raises the level of COz emissions.
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Table 4.11

Estimation Results {Low Income Countries)

Madel | Model 2 Model 3
BOP Y TR TEC RZ2 | P Fry PG NEC R2 | IND IR REC R2

Group 0.000 0721 0.000% 0000 096 0378 0001 0.000*  0.000% 054 4000 0.000° 0,827 (.86
[0.096] [-G.0058] {0.154] [0.007) D008 10.5431  [0,0407  [0.028] {07861 [L.881]  10.114)

Endividoal # .

Zimbabwe D.O0C* 0706 0.000* 0183 0.84 0.94) 0346 0.000%  0.000% 0,89 ] 0.452 0443 Q.003* 013
[7.554] [0.008] [8.356] [-0.04] 0.007]  {-1.221 [0.232)  [0.041] [0.092]  [-0.18]) ° [-0.05)

Senegal D.000%  0.528 D675 D.003*  D.RE 0.ON0 0.03%  0080% 0436 093] 0.833 0.600*% 0,000 0.85
[0.345] [-0.024] [0.037] [0.018 {0.107  [-2.62] [0.164]  [-0.05) [0.0317  [0.855] [-0.046]

Ethiopia 0.000* 087X D456 0.04** 084 0100 0888 0.008%  0.04%% 093] 0.045% Q. 000*  (04¥+ 0.94
[0.101)  [0.002] [-0.041] [0.026} [0.258] [-0.04]  [0.790] [0.751] (0.117]  [0.735]  (-0.017]

Tanzaniz 0.003* 0869  0.001* 0010 096 123 0,432 0.000% 0.000* 0.96 | 0.009*  0.000%  Q.000¢ 8.90
[0.085] {-0.009) [0.147] [0.011) [0.036] [0.2451 [0.096) [0.076] [-0.20]  [0450] [-0.033)

Nepal OO00* 099 0012% 0523 092 | 0.,009%  L002%  0000F  BD0D* 092 GOSEYE LO00* .00 .53
[0.244] JO0H54]  [0.182]  1-0.06] [0.679]  [-30.57 (1231 [l.588) [-0.0841  [0.4507 | [-0.03}

Benin 8.000% 0300 0200 G950 057 | 0.003* 0480 0.002%° DE3R 096 | 0897 - DO 0.854 0,72
(20670 0003} [[0283] [6.037) [0.0817  [0.8807  [.087)  [0.002] [0.0213  [0.270]  [-0.01]

Mozambique | GO0 0911 DO15% 0.000% 092 0270 (0,108 0800% 0 0000* 093 | 0.020% o=+ 0.154 0.25
10891 [L0081] [0.075] 10.012) -0.02)  [01G7T [0.105] [0.072] {0,108 [0.253]  f0.o24)

Congo 0.168 036 0.034% 0411 047 0.664 0.04%F  Q08*** 0248 047 | 0099 fuzn* 45.633 0,25
{0383 [-00I8]  [0.058] 10010 aak] [W0471 0 [0078] [0.021) {-0.0541  [0.128)  [D.O13]

Togo 0182 0740 0.004%  0.05%% 093 0.001F 0855 0.000%  L.04%F 097 | 081 g.005" $.402 0.84
[0.127] -D.00IY  [0.248]  10.007] G020 [-0.05]  T18.020] [2.004] (00w (01627 [-0.04]

Niger 0.271 0644 00M* Q288 0462 0181 0.005* 0,978 0456 07EH| Q000 0000%  0.002¢ 0.75
-0.067 00021 (02367 {-0.01] 0017 0BT [0.0091. [0,004] [0.0407  [0.314]  [-D.062]

Note:¥, #* *** denote significance at the 1 percent, 5 percent and 10 nercent level, respectively. In parentheses t-statistics are

mentioned.
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On the other hand, coefficients of international trade are negative and statistically
significant at one percent level in only two countries including Ethiopia and Niger. The
results show that if there is $1 billion increase Vin.the énterﬁlational trade of Ethiopia and
Niger, it will lead to curb CO; emiss;ons;by 0.041MT and Gi:;iS#SMi:S%mi'iarvresuhs have
becn found by Tamazian et al. (2009} and Shahbaz et al. (2012) and different results
have been found by Jalil and Feridun (2011)andYuxiang and Ché;n (201 §); It is argued
that the financial sector polices enable the firms to utilize advanced technology which
emits less CO2 emissions and enhances the prodUct%on--Tﬁey Z;iSD claim that‘intemationai
trade helps 1o promote capitalization and financial regulations that favor environmental
quality. Furtherraore, international trade provides an Dﬁél’ to each country to-have access
to mternational markets which enhances the market share among cnuntri‘es,l'fh%s leads to
competition between countries and increases the efficiency of using scarce resources ard
encourages imporiing cleaner technologies to lower the CO;emist.ons. Af last,
coefficients of international trade are insignificant even at maximumr: ievel in two {ow

income countries like Senegal and Benin.

The empirical studies have investigated that ¢nergy consumption is one of the main
contributors of CO2 emissions. The results reported in Table 4.11 show ihat the
coefficients of energy consumption are positively significant at one percent Ievel in the
panel of low income countries, Senegal, Tanzania and Mozambique and at five percent
level in Ethiopia and Togo. 1t is evident that 1 Biu increase in the energy consumption
of these countries can impede CO; emissions by 0.007MT, 0.016MT, 0.011MT,
0.012MT, 0.026MT and 0.002MT, respectively. The resuits are consistent with the

studies like Soytas et al, (2007b), Ang (2007k), Chebbi (2010) and Menyah and Wolde-
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Rufael (2010b) who also found positive relationship betwceen energy consumption and
C0O1 emissions, whereas inconsistent with the studies such as M. J. Alam et al. (2012)
and. Odhiambo (2012) who found different results. [t is suggested that energy
consurption is the most significant source of pollution. It is.evidenf that, major portion:
of this energy supply comes from conventional non-renewable sources such as coal, oil
and natural gas. As a result, there is a sharp increase in CO; emissions in the atmosphere

which is the main source of GHGs effect that led to environmental degradation.

On the -other hand, the coefficients of cnergy consumption are insignificant even at
maximum Jevel in case of {ive selected low-income countries like Zimbabwe, Nepal,
Benin, Congo and Niger. [t shows that there is no long run relationship between energy

consumption of these countries and C(: emissions.

The coefficients of financial development are positive and significant at one percent
level only in three selected low-income countries including Nepal, Benin and Togo. The
results reveal that one percent increase in the tinancial development of these countries
can lead to increase in C(» emissions by 0.679MT, 0.051MT and 0.020MT,
respectively. These positive results are supported by studies like Sadorsky (2010},
Komal and Abbas (2015) and Dogan and Turkekul (2016) and contrary to the studies
like Al-Mulali, Tang, and Ozturk (2015) who found different results. It is argued that
financial development may lead to lower financing costs and better and larger financing
networks through whieh enterprises can have higher opportunity to make more
investment and buy new machines and equipment, resulting in more energy consumption

and CO» emissions. Because financial development likely links to cheaper personal loan
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rates, it may trigger consumers to purchase houses, cars, and durable goods Iike
refrigerator and dish washer, which increases output, energy consumption, and CO»
emissions, Furthermore, financial development increases COD:emissions due to

inetficient allocation of financial rescurees to enterprises.

On the contrary, the coefficients of financial development are negative and statistically
significant at five percent level only in Zimbabwe. It shows that one percent increase in
the financial development of Zimbabwe can help to decrease CO: emissions by
G.007MT. The results are consistent with Al-mulali and Che Sab (2012) and Yuxiang
and Chen (2011) who also found pesitive relationship between financial development
and CO2 emissions and inconsisteni with the studies. like Ang {2009) and Farbani et ¢l
(2014) who found different results. It is argued that financial development may duiract
energy consumption and CO» emissions as it can potentially stimulate the efficiency of
business performance as well as energy efficiency. The study of Ang (2009) suggests
that energy consumption spurs economic growth and a rise in economic growth amd
energy consumption adds to the demand of [inancial services and hence financial
development increases the improvements in environmental quality by controlling
CO; emissions through the implementation of well-organized and transparent financial

policies.

Finally, coefficients of financial development are insignificant even at 10 percent leve! in
most of selected low-income countries such as Senegal, Ethiopia, Tanzania, Benin,

Mozambique and Togo. The results indicate that there is no long run relationship between
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financial development of these six countries and CO; emissions. The similar results have

been found by Ozturk and Acaravci (2013).

FDI inflows have been encouraged and welcomed by. LDCs because of the important
‘fole they play in domestic economies as a scurce of growth and Job creation (Barbier &
Hultberg, 2007). However, effect of FDI on environment is still under discussion.
According to resuits reported in the Table 4.11 the coefficients of FDI are positive and
statistically significant in the panel of low income countries and Niger at one percent
level. It implies that $1 billion increase in the FDI of these-countries can lead to increase
in CO; emissions by 0.5343MT and 0.811MT. it is argued that there are concerns that
least developed countries (LDCs) could competitively undercut each other’s
envronmental regulations to attract FDI. This “race to the bottom™ especially in the L.IDCs
may result in these countries becoming “pollution havens”, where MNCs [ocale operations
to save ¢n environment-related costs. In this scenario, the MNCs that have more to gain
from relocating are those in the most pollution-intensive or “dirty” industries. Therefore,
as LIDCs continue to attract significant shares of FDI flows, it s important to assess
whether FDI inflows to 1.DCs are associated with higher levels of pollution. Furthermore,

FDI inflows to LDCs have been prompted by lax environmental regulations.

On the other side, the coetfficients of FIDI are negative and statistically significant in Nepal
at one percent and in Senegal and Congo at 5 percent. 1t implies that $1 billion increase in
the FDI of these countries can help to curb the CO:z emissions by 30.5MT, 2,62MT and
0.47MT, respectively. These negative results are supported by Zeng and Eastin (2007},
Doytch and Ugtum (2011), Blanco et al (2013) and J. W. Lee and Brahmasrene (2013),
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which are inconsistent with the studies like Omri, Nguyen, and Rault (2014b) who found
different results. These studies suggest that the positive environmental spillovers are very
-similar to its positive productivity spiliovers. These positive externalities are largely due
1o the fact-that~FDI has-the potential of transferring superior technologies from more
- developed to less developed-economies. It is also believed that foreign companies use
better management practices and advanced technologies that result in clean environment
in host:countries. ‘It is generally believed that FDI also help to develop managerial and
specialized technological skilis, innevations in the techniques of production, by means of

training programmes and the process of learning by doing in the host country.

The justifications as to why foreign owned ‘firms might be cleaner than domesticaily
owned firm generally fall into two categories. Firstly, this cleanliness may be driven by
factors which are external {0 the firm. For example, it has been argued that multinationals
will typically utilize cleaner technology and possess more sophisticated environmental
management system than many domestic firms in-developing countries, often due to the
more stringent regulatory environment that exists in these countries. Pressure to continue
to use such technologies in their affiliates in developing countries may arise because such
multinationals may have large export markets in these countries where they have t0 meet
the requirements of environmentally awaré consumers. Such technologies may also be
indirectly passed on to domestic firms via, for example, backward or forward hinkages.
, Secnndly,) foreign owned firms may be cleaner than domestically owned firins for reasons
that are internal to the firm, for example due to the firms’ management practic;es. Lastly,

cocfficients of FDI are insignificant even at 10 percent level in most of selected low-
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income countries including Zimbabwe, Ethiopia, Tanzania, Benin, Mozambique and

Togo. Similar resulis have been found by Shofwan and Fong (2011) and Keho (2015).

- In recent years natural environment his badly been affected by demo graphic changes. The
results reported in Table 4.11 shows that the coefficients of»mpuiaiibn‘d;ensity are positive
and statistically significant 1 percent, {ive percent and 10 percent.level of significance.
The coefficients of population density.ace significant at-one percent level in the panel of
low income countries and individual countries like Senegal, Ethiopia, Tanzania, Nepal,
Benin, Mozambique and Togp, at five percent in-Zimbuabwe and-at 10 percent in Congo.
The results reveal that one percent increase in the population density of these countries
van contribute in the C()z emissions by 0:040MT, 0.164MT, 0.790MT, 0.096MT,
F231MT, 0.087MT , 0, 105MT and 0.020MT, respectively. The results are consistent with
‘he results of Heres-Del-Valle and Niemeier (201 1) and C. Liu and Shen (2011} who also
found positive relationship between population density and CO: emissions. It is suggested
Jhat the energy demand depends on per capita energy use. As the living standard zises and -
population continues to grow, energy use and CO; emissions in city areas de.the same. On
the oth;:r hand, coefficient of population density is insignificant at- maximum level only in
case of Niger. It means that there is no long run relationship between popuiation density

of Niger and CO; emissions.

The results reported in the Table 4.11 show that the coefficients of nonrenewable energy
consumption are positive and statistically significant in most of low income countries. The
coefficient of nonrenewable energy consumption is significant at one percent level in the

panet of low income countries, Zimbabwe, Tanzania, Nepal and Mozambique and at five
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percent in Ethiopia and Togo. Similar results have been found by Fei et al, (2011), S.
Wang, D. Zhou, P. Zhou, and Q. Wang (201 1b) and Dogan and Turkekul (2016}, which
are inconsistent with Begum et al. (2015b), These studies indicate that major portion of
this energy supply comes from conventional non-renewable sources such asicoal; oil'and..
natural gas. As aresult, fhcre is a sharp increase in COz emissions.in the atmosphere which -
is considered to be the main source of GHG effect that Jeads to environmental degradation.
-On:the contrary; the coefficients of some low-income countries such as Senegal, Benin,:.
Congo and Niger are insignificant even at 10 percent level. Similar resuits-have been found
by -Ozturk and Acaravci (2010b). It means that there is no long run 'reIatiO'nshié' between

nonrenewable energy cansumption of these countries and CO; emissions.

Moreover, rapid industriaiization has created huge challenges for the -environment,
especially in terms of energy consumption and CO; emissions. According 1o results
reported in the Table 4.11 the coefficients of Industrial production are positive and
statistically significant at one :percent in panel of low income countries and Niger and at
five percent in Ethiopia and Mozambique.-The results reveal that one percent increase in
the i.ndustrﬁ production of these countries can lead to increase in CO; emissions by
0.788MT, 0.314MT, 0.1 17MT and 0.105MT, respectively. The similar results have been
found by C.-q. Hu, Chen, Zhang, Qi, and &in (2006}, Hossain (201 1b) and Zhujun and
Bogiang (2012). These studies conclude that industrialization is one of the most important .
factors affecting C(» emissions. These are attributable to Jow energy efficiency,
consumption of nonrenewable energy consumption, heavy industrialization and absence

of environmental awareness,
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On the other hand, coefficients industrial produciion found negative and statisiically
significant in two low income countries like Tanzania and Nepal. The coefficients are
- significant at one percent level in. Tanzania and at 10 percent in Nepal. The results imply
- that one percent: increase in ifidustrial production of these countries can help.to mitigate .
- COn emissions by 0.201MT and Q.064MT. The results are consistent with the studies like
Shahbaz, Salah -Uddin, et al. (2014) and. Xu and Lin (2015b) who also found negative
relationship between industrial production and CO»-emissions. These studies suggest that
the industrial productioncan help to curb the €02 emissions if the renewable and cleaner
energy will utilize during the production: Finally, coefficients of industrial production are
found insignificant in most of selected low-income countries even at 10 percent level.
These results indicate that there arc no Jong run- refationships between the industrial
production of low income ccuntries like Zimbabwe, Senegal, Benéﬁ, Congo and Togo and

the CO; emissions.

The rapid industrialization has created huge challenges for-the environment, especially in
terms of energy consumption and C0; emissions. According to results reported in the
Table 4.11 the coefficients of indusirial production are positive and statistically significant
at one percent in pane! of low income coumntries and Niger and at five percent in Ethiopia
and Mozambique. The results revea] that one percent increase in the industrial production
of these countries can fead to increase in COz emissions by 0.788MT, 0.314MT, 0.117TMT
and 0.105MT, respectively. Similar results have been found by C.-q. Hu et al. (2006),
Hossain (2011b) and Zhujun and Bogiang (2012). These siudies conclude that
industrialization is one ¢of the most important factors affecting CO2 emissions. These are

attributable to low energy efficiency, consumption of nonrenewable energy consumption,
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heavy industrialization and absence of environmental awareness. Furthermore, human
activities involving the combustion of fossil fuels and the burning of biomass produce
GHGs that affect the composition of the atmosphere and the global climate. These
activities constantly increase- with the rapid.pace.of industsialization. in recent decades,
which uliimately cause serious damage to environment through-energy consumption and

consequently lead to pollutant emnissions.

On the other hand, coefficients of industrial production found negative and statistically
-significant at five percent level in two low. income countries like Tanzania and Nepal. The
coeflicients are significant at one percent level in Tanzania and at 10 percent in Nepal.
The results imply that one percent increase in the industrial production of these countries
can help to mitigate COz emissions by 0.201MT.and 0.064MT. The resulis are consistent
with the studies like Shahbaz, Salah Uddin, et al. (2014) and Xu and Lin (2015b) who also
found negative relationship between industrial production and CO; emissions. It is
suggested .that the industrial production can help to curb the CO: emissions if the :
‘renewable and cleaner energy is utilized during the production. Finally, coefficients of
industrial production are found insignificant in most of selected low-income countries .
even at 10 percent level. These results indicate that there are no long run relationships

between the industrial production of low' income countries like Zimbabwe, Senegal,

. Benin, Congo and Togo and the CO; emissions.

Urbanization is found to be another main cufprit of high CO; emissions. According to the
reported results the coefficients of urbanization are positive and statistically significant in

selected low-income countries except Zimbabwe, The coeffictents of urbanization are
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significant at one percent level in panel of low income countries, Senegal, Ethiopia,
Tanzania, Nepal, Benin, Togo and Niger and at five percent level in Mozambique and
Congo. These results show that one percent increase in the urban population of these
countries will fead to increase in CO:2 emissions by [LEBR3IMT, 0.855MT, 0.735MT,
0450MT, 0.430MT, 0.270MT, 0.162MT, 0.134MT, 0.233MT and 0.126MT,
respectively. Similar results are found by Poumanyvong and Kaneko (2010b), Brant
Liddle and Lung (2010}, C. Zhang and Lin (2012b) and H.-M. Zhu et al. (2012b). They
are inconsistent with the studies like Martinez-Zarzoso and Maruotti (2011) and.-Ruhu! A.
Salim et-¢l.. (2014) who found negative relationship between urbanization and CQO»
emissions. These studies imply that urban population leads to increase in CC; emissions
which is mainly attributed to tne rapid growth of private transport, large scale construction
of public infrastruciure (like; road networks, sanitation and drainage systems) and steei
and cement production caused by urban coustruction, In addition, rapid urbanization and
nising incomes lead w0 urban dwellers exhibiting high energy — consuming features suci
as more household appliances and increasing private car ownership. At last, coefficient of
urban population is insignificant at maximum level only in case of Zimbabwe. &

indicatea that the urban population of Zimbabwe does not have any leng run reladonskip

with the CO» emissions.

Several empirical studies have found that renewable energy is the most helpful to mitigate
amount of CO» emissions in the world. The resuits of low income countries reveal that the
coefficients of renewable energy are negative and statistically significant. The coefticients
are significant at one percent level in case of Zimbabwe, Senegal, Tanzania, Nepal, and

Niger and at five percent in Ethiopia. The results are similar with the study like Sadorsky
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(2009) and Payne (2012) who also found negative relationship between renewable energy
consumption and CO:2 emissions and different results have been found by Ruhul A Salim
and Rafiq (2012). These studies suggest that with the growing concerns over the
environmental consequences.of GHGs emissions from- fossil fuels, high and volatile
energy prices, and the geopolitical climate surrounding fossil fuel production, renewable
energy sources have emerged as.an important compoenent in the world energy consumption
mix. Since the source of renewable energy consumption is environmental friendly, it helps

to reduce the amount of CO2 emissions in the World.

On the other side, the coefficients of renewable energy consurmnption are insignificant in
the selected low-income countries like panel of low income countries, Benin,
Mozambique, Congo and Niger. Similar results have been found by Apergis et al. (2010)
and Menyah and Wolde-Rufael (2010a). The results indicate that there is no long run
relationship between renewable energy consumption of these low-income countries and

CO2 emissions.

[t is summarized that most of the included variables have been found positively significant
in the panel of select low income countries. However, the magnitudes of these coefficients
are very small and which shows small contribution in the CO2 emissions. The urbanization
and population density are positively significant in all selected low-income countries
except Niger and Zimbabwe. The results suggest that the population density and
urbanization of these selected countries contributing in the COz- emissions. Similarly,
population growth, international trade, nonrenewable energy consumption and total

energy consumption are found main contributors of CO: emissions in most of selected
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low-income countries. On the contrary, renewable energy consumption as usual is found
helpful to curb the CO2 emissions in most of selected countries. Similarly, FDI of some
countries is also found to be helpful to reduce the amount of CO:z emissions. Beside
renewable erergy consumption and FDI none of the variable is found helpful to reduce -

the mitigation of CO2 emissions.

The overall results of high income, upper middle income, lower middle income and low-
income countries suggest that population density is the most important culprit of CO»
emissions. Population density is positively and statistically significant in'34 countries out
of 44 selected countries. Similarly, nonrenewable energy consumption has been found
another biggest reason for high amount of CO2 emissions, followed by nonrenewable
energy consumption, urbanization, population growth, international trade and total energy
consumption. The nonrenewable energy consumption is positively significant in 33
countries, urbanization in 32 countries, population growth in 28 countries, international
trade in 27 countries and total energy consumption in 27 counties out of total 44 selected

countries.

On the other side, renewable energy consumption is found to be most helpful to curb the
CO2 emissions in the selected countries. The coefficients of renewable energy
consumption are negative and statistically significant in 28 countries, which.lead to infer
that increase in the renewable energy consumption can help to reduce the amount of CO»
emissions. The industrial production of these selected countries is also found helpful to
lower the amount of CO2 emissions in 14 counties. All other variables are negatively

significant in only few countries. The results matrix is presented in Table 4.12. Finally,
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GDP growth is found most insignificant variable in majority of the selected high income,
upper middle income, lower middie income and low-income countries. The GDP growth
is insignificant in 36 countries out of 44 selected countries. These results imply that GDP
growth does not have long run relationship with CO2 emissions in most of the selected:
countries. Furthermore, FDI dnd financial development -are also insignificant in most of
countries selected high income, upper middle income, lower middle income and low-
income countries. It is noted that all the demographic variables included in this study like
populaticn density, urbanization and population growth lead to increase in the amount of
.CO- emissions in most of selected countries. Whereas, from cconomic variables only -
international trade significantly contributes to the COz emissions in sefected countries, It
can be concluded that policy makers and urban planners should focus more on
demographic side and do efforis to decrease the harmful effects of these factors by
applyiig different eiethod. The details of suggested policies will be discussed in the next

chapter.

130



Table 4.12

Summary of Estimation Results

Panel/ Modei { Mode] H Model 111
Countries
POP Y TR TEC FD FDI POD NEC IND UR REC
High Income + X . + + + + + . ¥ N
us + X -+ X . v + x .
]apaﬂ = m a3 + N N +.,_ -§- x . x - . . x
Germany - x . + x x x + x . N
UK - x o+ + ¥ x - + . .
Canada a = + b5 + + N 4 +
Ttaly - x4+ + x « + . . .
France x X o= T % + " . N -
South Korea X x o+ + - P + + . = x
Peland + N % - + " < x _
Australia + % . + + x . + - + .
Upper Middle Income + x o+ o+ + “+ X = + . -
China + L3 + + x 4- ® o w o+
Mexico ¥ x o+ o - x + + . + .
South Africa + - = x % + + on +
fran + x X L + x - + e i
Brazil x ®x  + ® x + T+ T g + x
Turkey b x o+ - + + + + - + -
Thatland - - - T+ . ® - " e . x
Venezuela 4 - ® » % + x " -
Romaniz + * x + 0 : x o + v
Mataysia = X x ® + + + “ + x
Lower Middle Income i + b + + = + + 4 +
India + ®  + + + 4 - . . ‘
Indlsia 4 ® o+ + - " + « < .
Egypt oI + + " x + k3 * + 7
Pakistan + X ek + + + + 4 x + -
Nigeria % + o+ x + . + + x + %
Yietnam b ® o+ + + = + ® + x
Philippines + x o+ + + x + + X x -
Syria * N x x i + » . + -
Moroceo + x - X x + e x x 4 -
Bangiadesh * 8 = + ® x x n v, n .
Low Income x x o+ + x + + + e + <
Zimbabwe + x o+ x - x + + x x i}
Senegal + x ® + x . + - * + -
Ethiopia + oo + * + + + + -
Tanzania + o * + * + + - + -
Nepal + x * + - + - . + .
Benin + x X % + ® + % % + x
Mozambique  + X+ + x % + + + + x
Congo x x4+ x ® - + x x 5 %
Togo x x o+ ¢ - x + - x + x
Niger x x - % . + x * + + -
Tatal Positive Signifieant 28 4 27 27 16 16 34 3 £3 32 ]
Totai Negative Significant 4 4 8 I 6 5 2 0 id 5 28
Total Insignificant 12 36 9 16 22 23 8 11 17 7 16

Note: sign of +, -, » are denated positive, negative and insignificant relationship. respectively.
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4.6 Granger Causality Tests Results

The present study has also explored causal relationship between the variables using error
correction models based Granger causality tests which mentioned ‘long-rin Granger
causahity models. The results of long~ run Granger causality models of high inconie, upper
middle income, lower middle income and low-income countries are reported in reported

in Table 4,13 to Table 4.17.

4.6.1 High Income Countries

The results of Granger causality tests result for the panel of high income countsies ae
repoited in the Table 4.13. The results can be summarized that there is unidirectional
causality running from population size, GDP growth, total energy consuiaption,
population density, and urbanization to CO; emisstons. In addition, there is bidirectiosal
causality found between FDI and CO: emissions and non-renewable energy consumption
and €O emissions. The bidirectional causality between FDI and COz emissions has
confirmed—-both hypotheses like pollution heaven hypothesis and pollution halo
hypothesis. Similarly, bidirecticnal causality is found between GDP growth and
international trade, GDP growth and total energy consumption, international trade and
total energy consumption and financial development and non-remewable energy
consumption. The results show that the international trade is contributing to the GDP
growth of high income countries on one side and increase the energy consumption on the
other side. Hence, policy makers should focus on the source of energy used during the

shipments of international trade to overcome the negative extermalities of energy
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consumption on the environment. Additionally, results also witnessed that financial
development of high income countries leads to the environmental degradation through

non-renewable energy consumption.

Table 4.13 S :
Granger Causality Test Results {High Income Countries)

Model I: CO2= £{POP, Y, TR, TEC)

Dependent Variables AInCOn AInPOP AlnY AInTR AInTEC
AInCOz CoxX 3.123 4,121 1.340 5.908
{(0.013**  (0.022)** 2.129) (0.000)*
AlnPOP 1.234 x 1.009 5.908 4872
(1.100) (0.051y*¥**  (2.098) (1.230)
AlnY 3.094 1.876 x 2.763 4,321
(2.903) (1.000) (0.000)*  (0,041)%*
AlInTR 0908 4.872 1.983 x 5.009
(2.987) (1.000) (0.081)7** (0.078)**+*
AInTEC 3.987 4.098 5.941 3.876 ~

(1.009) (2.178)  {0.000)*  (0.098)***

Model [1: COz= {(PD, FDI, FD, NEC)

Dependent Variables | ACO»  AlnPD AlnFDI AlED AINEC
AlnCOz x 6.432 43721 3121 3061
(0.0049)* (00511 (4.098)  (D.067)***
AInPD 7.676 x 2.866 3.987 5.195
(0.768) (1.098) (3.091) (2.134)
AlInFDI 1212 3.876 x 4.673 1.285
(0.000)* (0.981) (0.001)* (2987
AlnFD 3.987 2.874 1.009 x 7.512
(3.098) (0.234) {0.897) (0.004)*
AINNEC 6.876 8.654 2390 1.980 x

(0.000)* (1.209) (0.786)  {(0.000)*

Model 111: CO»= [ (UR, IND, REC)

Dependent Variables AlnCOn AlnUR AlnIND AInREC

AlInCO:2 x 5.674 4.564 3212
(0.001)* (0.900) (0.121)
AlnUR 6.897 x 1.009 8321
(1.210) (0.789)  (3.212)
AlnIND 2,121 8.321 x 8.109
(1.211) (0.000)* (0.05)**
AINREC 7.876 4.563 1.234 x

(0.100) (©.121) (1.232)

Note: *, **, and *** denote statistical significance at the 1%, $%. and 10 % levels, respectively
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Finally, unidirectional causality is found running from financial development to FDI,
urbanization to industrialization, and renewable energy consumption to industrialization.
The results suggest that finaneial development simultaneously increase the consumption
of renewable and non-renewable energy consurnption. Hence, policy makers should focus
on the replacement of non-renewable energy consumption products io renewable energy
consumption products to reduce the nonmrenmlvabfeene'r'g}: effects on environmental

degradation.
4.6.2 Upper Middle Income Countries

The results of Granger causality tests and the results of &e paﬁei of upper middle are
presented in Table 4.14. The results suggest that there is unidirectional causality found
running from population size, international trade, total energy consumption. population
density, urbanization and industrial production to CO2 emissions, All three demographic
factors such as population size, population density and urbanization are contributing to
the CO» emissions which endows the arguments of Malthus and Hollingsworth (1973)
. that the impact of population growth on environmental ciuality is evident. Each person
creates some demands on energy for the necessities of life like feod, shelter, clothing,
water, and so on. The unidirectional causality fiom international trade to C(» emissions
suggest that most of energy used during the transportation of international trade comes
from non-renewable sources, Hence, international trade of upper middle-income countries

is creating environmental issues by emitting high amount of C0); emissions.
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Table 4.14
Granger Causality Test Results (Upper Middle-Income Countries)
Model I. CO»= f(POP, Y, TR, TEC)

Dependent Variables AlnCO: AlnPOP AlnY AlnTR AlInTEC
AlnCO: * 2.897 2808 . 6,786 6.008
S (0.010)* (0.990)  (0.056)** (0.012)**
© L AlnPOP 2.564 x 112 . 3:212 0980
. (0.987) (0.001)* (1210 (1.181)
ALY : : 7.908 2.343 b 5432 - 1.232
. (1.000)  (1.231) (0.000*  (0.021)+*
- AInTR 4.121 7.060 0.870 x .. . -7.008

(0.508)  (1.000) (0.881) (0,000)*
AInTEC 2.897 2.098 0122 2.321 X

(LIIL)  (0.999)  (0.090)***  (0.000)*
Model II: CO:= f (PD, FDI, FD, NEC)
“Dependent Variables  AlnCO; _ AlPD AWFDI  AlnFD  AINEC _

AlnCO> - x 2.908 7.897 76,786 5,043
| (00013  (0.000)*  (0.189)  (0.001)*
AlnPD 2,908 x 1.231 7672 2.908
(2.321) ©.900)  (0.000)*  (1.231)
AIREDI 3218 4908 x 5.675 3.900
(0.000y (0390 (6.501)  (0.110}
AIFD 2.908 3.091 3212 s« 5.674
(0.909)  (0.121) (0.765) (0.400}
AWNEC 4564 7,098 3.343 8.908

(0.001)* (2.220) (0.888) (0.786)
Model 111: CO»= £ (UR, IND, REC)

Dependent Variables AInCO;  AInUR AlnIND AmmREC
AlnCO: X 4.786 0.987 7.809
D.000)*  (0.021)** (0.100)
AlnUR 7.908 x 3.098 4.321
(2.321) (0.200} (0.765)
AlnIND 3.432 1.234 x 4.122
(0.110) {0.400) {0.000)*
AINREC 7786 1.098 3.212 X

(0.39%)  (0.010)*  (2.100)

Note: *_ **_and *** denole staristical significance at the 1%, 3%, and 10 % levels, respectively

Correspondingly, bidirectional causality is found between FDI and CO- emissions and
non-renewable energy consumption and CO2 emissions. The bidirectional causality
between FDI and COa emnissions validates the presence of pollution heaven hypothesis

and poHution halo hypothesis. Since both hypotheses are valid in case of upper middie-
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income countries it is suggested that the policy makers of upper middle-income countries
must review the policy related to the environmental law for foreign investors. Similarly,
bidirectional causality is found Sezzwéea‘totaﬁ energy consumption and GDP growth and .
international trade and total éneréy consumption. It shows that energy consumption is the
feading contributor in the‘ ,eco‘nomy of upper middié-income countries. Finally,
unidirectional causality is also found running from GDP growth to population size. The
results show that high GDP growth can help to increase in health expenditure which leads

to higher life expectancy and consequently increases the population size.
4.6.3 Lower Middle Income Countries

The results of Granger causality for lower middle-income countries 3:’% reported in Table
4.15. The reported results found unidirectional causality running irom population size,
population density, urbarzation, GDP growth, financial development. FDI and industrial
production to CO: emissions. Unidirectional causality is running from population size,
population density and urbanization confirm the argument of Malthus and Hollingsworth
(1973). Similarly, causality from FDI to CO: emissions validates the hypothesis of scale
effect which implies that trade liberalization causes emissions due to economic expansion
which is detrimental to environment. In addition, unidirectional causality trom industrial
production to COz emissions confirms the composition effect hypothesis in case of lower

middle~income courniries.

There is a bidirectional causality found between non-renewable energy consumption and

CO» emissions, total energy consumption and CO; emissions and international trade and
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total energy consumption. It implies that most of energy used in the lower middle-income
countries comes from fossil fuels which contribute to the environmental degradation

through emitting CO2 emissions. -

Table 4.15
Granger Causality Test Results (Lower Middle-Income Countries)
Model I: CO»= £ (POP, Y, TR, TEC)

Dependent Variables  AInCO» AlnPOP AlnY AlnTR AInTEC
AInCO- B 6.908 4.323 - 1.212 2.121
{0.000)* (0.091)**+* (0.100) (0.041)**
AlnPOP 5.098 * 1.112 6.765 2.000
{0.560) (0.099)*** -(2.200) (2.987)
AlnY 3.765 5.765 x o 1222 4,777
{2.999) {2.333) - (0.041)** (0.001)*
AInTR 7.121 4.120 0.564 x 1.678
(0.700) (2.121) (1219 0 {0.041)**
AInTEC 5.678 4,121 0.122 7.343 x

(0.001)*%  (0.099)***  (0.090)***  (0,011)**
Model II: CO-= £ (PD, FDI, FD, NEC)

Dependent Variables  AlnCOs AlnPD AlnFDI AlnFD AlnNEC
AInCO» * 2.908 7.897 6.786 9.043
(0.001)* 0.000)*  {0.089)%**  (0.001}*
AInPD 2.340 « 4.111 4.120 0.112
(0.987) (0.412) (1.227) (3 1213
AlnFDI 4.120 3.121 » 3.122 5.121
0.321) (0.432) (0.110) (0.110)
AlnFD 1.211 4.001 1.098 x 0.345
(0.309) (0.987) (0.999) (0.212)
AInNEC 2.121 3.781 5.678 - 2,104 x
(0.000)* (1L111) (0.200) (1.221) B
Model IlI: CO.= f(UR, IND, REC)
Dependent Variables  AlnCQ; AlnUR AlnIND AINREC
AlnCO» x 5.897 7.897 4.908
(0.0007%  (0.099)***  (0.222)
AlnUR 5.121 x 2.122 2.098
(1.222) (0.999) (0.122)
AlnIND 2.908 1.001 x 3.121
(0.330) (0.400) (0.222)*
AINREC 5121 5121 2.121 x
(0.222) (0.332) (0.100)

Note: *, ** and *** denole statistical significance at the 1%, 5%, and 10 % levels, respectively
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Furthermore, unidirectional causality is found running from GDP growth to population
size, international trade to GDP growth and total energy consumption to GDP growth. It
shows that international and energy consumption have positive role in the GDP growth of
lower rniddie-income countries. In this regard, policy maker should focus on alternative -

energy resources to overcome.the environmenta! issues without hurting the GDP growth.

4.6.4 Low Income Countries

The results of {iranger causa!étf tor low income countries are presented in Table 4.16. The
results found unidirectional cauvsality running from population size, GDP growth,
population density and non-renewable energy consumption tc CO: emissions. As
campared to high income, upper middle income and lower middle-income countries only
fevs variables are contributing to CO» emissions in case of low income countries. :t might
be due to less nrbanization, low rate of financial development, less energy consumpticn,
less international trade and FDI in the low-income countries. However, population size,
GDP growih, population density and non-renewable energy consumption are still causing
C2 emissions which showed that energy used in low income countries comes from 5ossi

tuels.

In addition. unidirectional causality is found running from population size, GDP growth
and international to CO:; emissions, renewable energy consumption to FDI and
urbanization to financial development. It implies that energy consumption has a

fisndamentat role in the growth of low income countries. In this regard, policy makers of
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low income countries should focus on exploration of energy resources to fulfill the

required demand.

Table 4.16

Granger Causality Test Results (Low Income Countries)

Model I: COz= £(POP, ¥, TR, TEC)

AlnCO» AlnPOP AlnY AlnTR AITEC

Dependent
Variables
AlnCO2 b 3.540 1.056 3.567 7.098
{0.088)*** ~ (0.000)" {0.456) (0.345)
AInPOP 2.982 % 3.098 2.678 4.098
(1.432) (QLOTH*EE  (1.000) (3.1
AlnY 6.433 0.587 x 4.123 1.000
{2,001y - (0:543) (00000 (0.0 **
AlaTR 3212 3.098 2.342 % 4.209
(0.543) - " (0.987) {0432) {0.601)*
AINTEC 3120 3.098 0.673 3.564 3
{0.200} (0.076)y**% . (0.001)*  (0.011)*% o
Model II: COx=£(PD, FDI, FD, NEC) ~ -
[Dependent AInCOs AlnPD AlnFDI AlnFD AINNEC
Variables | o
AlnCOs x [.543 1.876 3.098 0.043
{0078y~ (0.201y (0.725)  (0.001y*
AlnPD 3.876 X 2.564 6.091 9.876
(0.675) (0,335} (0.987)  (0.100)
AlnFDI 7.456 5.234 % 5.432 3.543
(1.000) (0.321) (0.222)  (0.110)
AlnFD) 2.109 5111 2.543 S 0876
(0.330) (0.654) (1.209} (0.830)
AINNEC 5.675 4.121 4.876 3654 ><
(0.0503** {2543 (0.3123 {0.432)
Meodel 11I: COz= f (UR, IND, REC)
Dependent AInCO: AmMUR AlnIND AlnREC
Variables
AlnCO; x 3.432 4.121 1.222
0.11D (0.199) (0.897)
AlnPD 5.908 x 3.435 5008
0.412) (0.111) (1.000)
AlnFDI 3.675 3.012 % 4.543
(0.171) (0.765) (1.345)*
AlnFD 2343 4.540 5.987 %

(0.987) (1.045)* (3.876)

Note: *, ¥, and *** denote statistical significance at the 1%, 3%, and 13 % levels, respectively.
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4.6 Conclusion

This chapter details the empirical results of this study, First, descriptive statistics such as,
Jminimum, maximwm, mean and standard deviation are reported.-Second, the panel unit
| root test.namely 1PS suggested by Im, K. S., Pesaran, M. H., & Shin, Y;‘-(EOOB) was
applied. The results reveal that the null hypothesis of the existence 'of a-unit root could not
be rejected for afl the variables at level. However, the unit root nuil ﬁypathesis for the
variables at the first difference could almost be compietegy rejected. Third, two differ‘c;li
panel cointegration tests like Pedroni cointegration test introauced by Pédfoni (1999) and
Kao cointegration test proposed by Kao (1999) were apblied. The Pecimnicointegratéan
test has proposed seven test stat.istics‘ Out ¢f seven most of tests confirm the presence of
cointegration among all variables in the panel of high income, upper middle income, lower
middle income and low-income countries. For more robustness, this study also applied
Kao cointegration to confirmi the existence of long run equiiibrium. The results are in the
support of long run relationship among all the proposed variabies. The proposed models
are further empirically tested by using FMOLS proposed by (Pedroni (2004)). The results
show that population, nonrgnewable cnergy consumption, urbanization, population
growth, international trade and total energy eonsumption are the main culprits of CO3
emissions in high income, upper middle income, lower middle income and low-inceme
couontries. Whereas, renewable energy consumption and industrial production are found
helpful to curb the amount of COz emissions. In addition, GDP growth, FDT and financial
development have established insignificant relationship with CO2 emissions. Hence, these
variables do pot have any long run relationship with CQz emissions in most of selected

countries for the year 1980 — 2015. Finally, Granger causality test applied to investigate
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the causal relationship between the proposed variables. The results suggest that the
population size, population density and urbanization are pranger that causes CQO:»

emissions in most of cases.
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CHAPTER 5

CONCLUSION AND POLICY RECOMMENDATION

5.1 Introduction

This chapter summarizes key findings of the study, according to the research questions.
In addition, i gives pelicy recommendations, limitations of the study, and suggestion for

future research,

52  Summary of Findings

This study sets out to determine the effect of energy consumption and economic growth
in the panel of high income, upper middle income, lower middle income and low-income
countries for the year 1980 - 2015. The top ten COs emitted countries were selected from
each income group. Generally, STIRPAT has heen used as a main underpinning theory,
However, EKC has been applied as a supporting theory. For empirical investigation, this
study 1s basically divided into three different models to avoid the statistical issues such as
multicollinearity and heteroscedasticity. Following the recommendations of York et al
(2003} additional factors of technology, affluence and population have been included. The
factors like total energy consumption, non-renewable energy consumption and renewable
energy consumption have been utilized as additional factors of technology. Similarly,
GDP growth, international trade, FDI, financial development and industrial production

are selected as additional factors of affluence. The factors like population size,
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urbanization and population density are used as proxies of population in the STIRPAT

model.

The FMOLS approach to panel cointegration has been used to estimate three different
models from four different panels. Prior to the estimation, mean and the standard deviation
of time series variables are obtained in order to understand the characteristics. Afore to
the FMOLS test, the important time series property of unit root was tested using the IPS -
test. The unit root test confirms that all the variables included in this study are integrated
-at {irst difference 1 (1). In the next -step. this study examine-s whether a long-run
equilibrium exists between all the variables. For this purpose, panel cointegration test
suggested by Pedroni (1999b) was applied and it was concluded that all the three models
in high tncome, upper middle income, lower middle income and low-ineome panei series
shared a long-run equilibrium relationship. For robustness, this study also estimated long-
run selationships among the variables wsing another panel cointegration wechnique
proposed by Kao (1999). The results from Kao’s ceintegration test also confirmed the

existence of long-run equilibrium relationship ameng the variables.

The first objectives of this study were to investigates the effects of technology, atfluence
and population on the CO» emissions in high income, upper middie income, lower middle
income and low-income countries. The results show that total energy censumption and
non-rengwable energy consumption was positively related to CO; emissions in all income
panels. Whereas, renewable energy consumption in the panel of upper middle income and

jower middle income was found negatively related with CO2 emissions. Finally,
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renewable energy consumption in the panel of high income countries and Jow-income

countries found insignificant relationship with CG2 emissions.

Similarly, variables like GDP growth, international trade, FDI, financial development and
industrial production was used-as-additional factors of affluence. Among them GDP
growth was found positively contributing to COz emissions only in the panel of lower
middle-income countries and insignificant in high income, upper middle income and low-
income countries. The international trade- was another factor of affluence included in this
study. The results show that international trade of uppér middle income, lower middie
income and low-income countries are positively contributing to the CO2 emissions.
Whereas, international trade of high income countries is found helpful in curbing the CO2

emissions.

FDI was added as a facter of affluence in the basic STRIPAT model. The resuits show
that FDI of the panel of high income, upper middie income and low-income countries are
positively related with CO» emissions. Whereas, FDI of lower middle-income countries
found insignificant in relationship with CO2 emissions, Financial development is one of
the key indicators of economic development in a country. In this regard, this study
includes financial development as additional factors of affiuence. The results show that
financial development in the panel of high income, upper middle income, lower middle-
income countries show positive relationship with CO2 emissions. While, financial
development of low income countries found insignificant in relationship with CO:z

emissions. Industrial production of upper middle, lower middle and low-income countries
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are positively related with COz emissions. Similarly, industrial production in the pane! of

high income is found helpful in curbing of CO:z emissions.

The population was also the part of STRIPAT model. Thiree different proxies were usud
“such as population size, population density and urban population, The reported results
show that the population in the panel of high income, upper middle income and lower
middle-income countries show positive relationship with: €Oz ‘emissions. In addition,
population of low income countries does not show any relationship with COz emissions.
Similarly, urbanization and population density in all panels show significant pousitive

velationship with CO2 emissions.

The second objective of this study was to examine the effect of technology, affluence,
population on CO2 emissions in the selected heterogeneous single countries. The resulis
show that the total energy consumption of 23 countries {most of high income countnes)
have positive results, only cne country shows negative and 16 countries reported
insigmfican: relationship with CO» emissions, Similarly, non-renewable energy
consumption of 29 individual countries are positively contribuiing to the COz emissions
where 11 countries show insignificant relationship. Renewable energy consumption in 28
countries was found negatively refated with CO: emissions. Correspondingly, renewable
energy consumption in 16 individual countries show insignificant relationship with CO»

2missions.

The variables like GIDP growth, international trade, FDI, financial development and

industrial production was used as additional factors of affluence. GDP growth was found
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positively contributing to CO:z emissions countries like China, Egypt and Nigeria.
Whereas, GDP growth was found helpful to mitigate CO» emissions in countries like
Japan, South Africa, Thailand and Venezuela. Finalily, relationship between GDP growth
-and COs-emissions found insignificant in most of cases like panel of high income, upper

middle, low income countries and 33 individual countries.

- The international tradc was another factor of affluence included in this study. The results
show that international trade of upper middle income, lower middle income, low income
-countries and 24 individual countries are positively contributing to the CO; emissions.
The internaticnal trade of high income countries and seven individual countries are found
helpful in curhing the CO2 cmissions. In addition, international trade of nine individual

countries from all panels found insignificant relationship withCO; emissions.

FDI was adaed as a factor of affluence in the basic STRIPAT model. The results show
that 13 countries are positively related with CO2 emissions. Whereas, FDI of only 5
countries like Poland, Nigeria. Senegal, Nepal and Congo seems helping to mitigale COn
emissions. Finally, FDI in the panel of lower middie-income countries and 22 individual
countries is found insignificant inrelationship with CO- emisstons. Financial development
is one of the key indicators of economic deveiopment in a country. In this regard, this
~ study includes 'fmam:%ai development as additional factors of affluence. The results show
that financial development in 13 countries show pesitive relationship with CO» emissions.
While, financial development of 3 countries like South Korea, Mexico, Venezuela,

Indonesia and Zimbabwe is found helpful to reduce the amount of CO: emissions. At last,
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financial development of 21 countries from all panels is show insignificant relationship

with COs emissions.

Industrial production of ten countries like Canada, South -Africa, Iran, Brazil, Thailand,
Romania. Egypt. Ethiopia, Mozambigue  and Niger are positively related with CO»
emissions. Similarly, industrial production in 13 individual countries is found helpful in
curbing of CQO:z emissions. Finally, there is no relationship found between industrial

production of 17 countries from different panels and CO2 emissions.

The variables like population size, urbanization and population density were used as
additional factors of population. The reported results show that the population in 24
countries show positive relationship with CO2 emissions. Population of only 3countries
like Germany, UK and Italy are found helping -in the reduction of CO> emissions. In
addition, populations of 14 found no relationship with CO: emissions. The urbanization
in the panel of 28 countries is significantly and positively related with CO; emissions.
Whereas, urbanization of 5 countries like Germany, UK, Ttaly, Fs‘anc;e and Egypt show
negative relationship and seven other countries like the US, Japan, Poland, Thailand,

Romania, Philippines and Zimbabwe show insigaificant relationship with CO: emissions.

Fopulation density was another additional factor that is included as proxy of population,
The results have reported that the population density of 31 individual countries have
positive relationship with CO: emissions. Whereas, population density of only two

countries like UK and Austria have negative relationship with COz emissions. Finally,
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population density in the six countries including Japan, Germany, Italy, China, Romania

and Bangladesh found no relationship with CO» emissions.

The third objective of this study was to confirm the causality between technology.
" afiluence, population and CO» emissions in selected heterogenous incoime panels.
population size, GDP growth, total energy consumption, population density, and
urbanization to COn emissions, [n addition, there is bidirectional causality found between
- FDI and CG» emissions and non-renewable energy consumption and €02 emissions. The
- bidirectional causality between FDI and COz emissions has-confirmed both hypotheses
like pollution heaven hypothesis and pollution halo hypothesis. Similarly, bidirectional
causality is found between GDP growth and international trade, GDP growth and total
energy consumption, international trade and total energy consumption and financial
development and non-rencwable energy consumption. The results show that the
international trade is contributing to the GDP growth of high income countries on one side
amd increase the energy consumption on the other side. Additionally, results also
witnessed that financial development of high income countries leads to the environmental
degradation through non-renewable energy consumnption. Finally, unidirectional causality
is found running from financiai development to FDI, urbanization to industrialization, and

renewable energy consumption to industrialization.

The Granger causality of the panel of upper middle suggest that there is unidirectional
causality found running from population size, international trade, total energy
consumption, population density, urbanization and indusirial production to COa

emissions. All three demographic factors such as population size, population density and
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urbanization are contributing to the COs emissions. The unidirectional causality from
international trade to CO: emissions suggest that most of energy used during the
transportation  of  international trade comes from  non-renewable  sources.
~Correspondingly, bidirectional causality is found between FDI and CO:z emissions and -
non-renewable energy corisuniption and CO» emissions. The bidirectional causality
“between FD and CO» emissions. validates the presence of pollution heaven hypothesis
and pollution halo hypothesis. Similarly, bidirectional causality is found between total
energy consumption and GDP growth and international trade and total energy
consumption. Finally, unidirectional causality is also found running from GDP growth to

popuiation size,

The Granger causality for lower middle-income countries found unidirectional causality
running from population size, population densily, urbanization, GIDP growth, financial
development, FII and industrial production to CO: emissions. There 15 a bidirectional
causality found between non-renewable energy consumption and CQ» emissions, total
energy consumption and C(O» emissions and intermational trade and total energy
consunaption. Furthermore, unidirectional ceusality is found running from GIDP growth to
population size, international trade to GDP growth and total energy consumption to GDP
growth. It shows that international and energy consumption have positive role in the GDP

growth of lower middle-income countries.

The results of Granger causality for low income countries found unidirectional causality
running from population size, GDP growth, population density and non-renewable energy

consumption to COh emissions. In addition, unidirectional causality is found running from
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population size, GDP growth and international to CO; emissions, renewable energy

consumption to FDI and urbanization to financial development.

The findings of al! research questions provide several vital contributions to the knowledee
and the existing literature. The COs emissions is onc of the.piain issues of environmental
degradation and climate change. Currently, reduction in the €Oz emissions is one of the
main objectives of United Nations ~ sustainable development goals (UNs - SDGs). It s
important here to highlight that all the objectives of the current study are important
compenents of the UNs — SDGs set to he achieved by 2030 for the smvival of thic planet.
The findings of this study present clear scenario of C: emissinns by technology.
aflluence and population of high income, upper middle income, kewer middle income and
low-income countries, Consequently, the findings of this study will be more usefu! to

solve basic obstacles to achieve the UNs — SGDs,

The major findings of this study show that the overall demographic factors hike population
size. vrbanization and population density are the major culprits behing the high amount of
(202 emissions. However, demographic factors of lower middle-income countries have
most and high-income countries have least contribution in the intensification of CO:
emissions. It might be due to the most populous countries like India, Indonesia, Pakistan,

Nigeria and Bangladesh are in the panel of lower middle-income countries.

The next interesting findings that can be observed from this study are the effects of total,
renewable and non-renewable consumption on CO» emissions. The results show that the

total energy consumption and non-renewable energy consumption are the leading sources
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of CO; emissions. Interestingly, total energy consumption and non-renewable energy
consumpiion in the panel of high income countries and all individual countries are
positively contributing to the CO> emissions, followed by upper middle income, lower
~middle income and low-income countries. Similarly, renéwable energy consuinption in
-the panel of high income countries 1s found mosi helpful in the mitigation of CO:

emissions.

Among the factors that have been included as proxy of affluence is.the international trade
in the pane] of lower middle-income countries and individual coamtries. International trade
13 found a leading ~ulprit behind the rapid increase in the CO» emissions. Whereas, GDP
growth in the all selected panels and selected countries found insignificant refaiionship

with CO» emiss:ons except Japan, South Africa, Thailand and Venezueia.

The vverall results show that the factors of technology, affluence and populativa ir: the
pancl of upper middle income and lower middie-income countries are most and in the
panel of low income countries have least impact on the intensification of CO> emissions
It might be because of development stage of most of countrics in this panel The couni, -
like China, India, South Africa, Iran, Brazil, Turkey, Thailand, Pakistan and Bangiadesh
are having big proportion of world population, rapid industrialization and consuming high
amount of non-renewable energy, which is causing high intensification of CO): emissions
Similarly, most of countries in the panel of low income countries like Tanzania, Nepal.
Benin, Congo, Togo and Niger are having less population, low industrialization and
consuming less amount of encrgy leading to produce less CO2 emissions. Finally,

countrics in the panel of high income countries are haviing moderate effect on the CO:»
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emissions. It might be because of improved technology, adequate papulation size and

increasing trends of renewable energy consumption.

. Finally, -this study has added io existing knowledge and made contribution .to
environmental economics by deep and comprehensive analysis of the jmpact of
technology, affluence and population on the environmental degradation in the panels of
heterogenecus income level countries by employing appropriate underpinning theories

and economelric techniques.

5.3  Policy Implication

This section provides relevant policy recommendation based on the findings for all
research guestions that emerge from the FMOLS approach to cointegration. This study
aims to investigate the effects of technology, affluence and population on environmental
degradation, The first imporant finding of this study shows that the population size,
urbanization and population density of upper middle income and lower middle-income
countries are highly contributing to the intensification of CQO;z emissions. The findings of
this study support the arguments of Maithus and Hollingsworth (1973) where they
mentioned that the impact of population growth on environmental guality is evident. Each
person creates some demands on energy for the necessities of life, food, shelter, clothing,
water, and 50 on, According to Malthusian tradition, the higher is the number of people,
the greater is the energy demanded. In this regard following policies can be adopted to

reduce the adverse environmental effects of population growth.
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First, the government has to make scientific planning for urban development. For instance,
they should asstgn preponderant weightage to energy saving and environmental protection
components in the planning, such as encouraging energy saving infrastructure and
designing a series of developing. indicators ™ for- energy...saving and environmental
protection, Also, they have to balance the development of urban land and population and
to prevent environment poliution and damage resulting from over population beyond

environment capacity.

Second, urban managers should increase environmental awareness among urban residents
in a bid to promote energy conservation. Because efecirical energy in most cities is
produced from coal, saving electricity consumption will indirectly reduce the amount of

() emissions.

Third. transportation plays basic role in the population density «:id urbanization. The clea
-efforts to lower future COz emissions from transport need to focus on vehicle technology
like encouraging the adoption of more fuel-efficient vehicies as well as increasing fuel
efficiency. Furthermore, increasing the entire costs of private transport like registration,
parking and road tolls could lower the energy consumption and CO: emissions. In
addition, governments at all levels should encourage green travel, and cenirol the

excessive growth of private passenger cars,

Fourth, upper and lower middle-income countries are, however, currently on a trajectory
of increasing population, Consequently, a reduction in CO» emissions is going to have to

come from an increase in energy efficiency and a greater effort at fuel switching from

213



fossil fuels to renewables. These upper and lower middle-income countries can become a
low — carbon economies if more stringent regulations and low-carbon technologies that
use renewable energy (a clean and low-carbon energy. source) are developed.
Additionally, a number of more active measuies should also be takento-improve energy

efficiency.

Another interesting finding of this study shows that the international trade in the panel of
lower middle-income countries is contributing to the COz emissions. [ronically, it appears
that although developed - countries may shift emission intensive production to developing
countries through welfare enhancing trade system, still the former shall have better

emission control technology,

As a policy implication, it is advised that policymakers should regulate such policy to
trigger international trade activities as international trade detracts CO» emissions. In this
regard, exploring the alternative energy policies, such as developing energy conservation
strategies, decreasing the energy intensity, increasing the energy efficiency, and
increasing the utilization of cleaner energy sources can be better strategies to handle this
issue. Furthermore, it s also noted that the technology gap between developing and
developed countries is also a reason of high intensification of COz emissions. In this
regard, governments of lower middle-income countries should encourage the import of
cleaner and low carbon technologies to encounter the high COz emissions. Similarly,
transportation have major role in the international trade, especially for countries having
land borders. By promoting the use of more energy efficient vehicles or even hybrid

vehicles will be important to curb the CO> emissions. Reducing the energy intensity of the
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transport sector may also require the government to promote and invest in public transport,
develop clean technelogy, as well as establish regulatory-like emission standards and
vehicle nccupancy or encourage car pool to reduce congestions. New investments in road

uprgrading and maintenance 2re also needed.

Finally, renewable energy consumption in all countries are found most helpful indicators
1o curb the CO; emissions. It is recommended that the policymakers and the respective
governments of all countries pay more attention to replace non-renewable energy with
renewable energy. Hence, various government incentive policies such as feed-in tariff,
subuidies, Incentives, duty exemptions and tax rebate for the import of renewsble

technologies can increase the share of renewable energy in the total power generation.

5.4  Limitations of the Stady

This study provides several contributions in the field of gﬁvirof}memai degradation and
climate change, whieh are highly important to achieve the UN - SI3Gs, However, there
arc some limitations. This sis;éj{ is generally limied to the effect of technology, affluence
and population on the environmental degradation in panel of high income, upper middle
income, lower middle income and low-income countries for the time period 1980 — 20135,
This study faced various issues, The key issues related to this study were the availability
of accurate and reliable data on the selected variables. There was a lot of missing values
especially in case of low income countries. Several countries like Kazakhstan Ukraine,

Uzbekistan, North Korea and Burkina Faso were eliminated from different panels due to
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unavailability of complete data from 1980 -2015. However, few missing values in other

variables were handled using interpolation and extrapolation method.

- The second issue related to this study was the lack- of relevant theories to support this
study. After the in-depth investigation of the literature this study was able to explore only
- Gireen Solow model and EKC hypothesis. However, both theories explain the impact of
economic growth on the environmental degradation. Finally, study could find STRIPAT
model which simultaneously explains the impact of technology, affluence and populatinn

on the environmental degradation.,

Next issue related to this study was the limited selection of prowics {or technology.
atlluence, population and environment due to time consiraints, This study used cnly
selected proxies of technology, atfluence, population and environinental degradaiion in

the STRIPAT mcdel whereas a few other proxies could be inciuded fo: better results,

Finally, considering the time limits and availability of dasa, this study limits the estimatinon
only in the selected top ten CO2 emitted countries fivin high mcoine, upper mmddlc

income, lower middle income and low-income countries from the year 1986 - 2013

5.5  Suggestions aud Further Research

(riven the limitations of the present study, some recommendations are suggested for
further research. This study mainly used international databases for the purpose to collect

data for the empirical investipation. Although, there were numerous problems with the
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data definitions, data coverage and accuracy, but bv employing local countries” databases

in this study made it easy to handle the missing values.

Considering the availability of data, this study has included anly. totalenergy
-consumption, non-renewable .and renewable energy consumption as proxies - of
~technology, GDP growth, international trade, FDI, financial development and industrial
.production selected as proxies of affluence, population size, population density and
urbanization represent population in the STRIPAT model. However, -agricuitural
production, tourism and population ageing are also key factors that extremely affect the
environmenta! degradation. Similarly, CO: emissions were used as proxy of
environmental degradation. However, SO> emissions are also important proxy for
environmensiai degradation. Hence, further studies are suggested to include these factors

for better a::l comprehensive results for the elfective policy implication.

This study generally investigates the effects of energy consumption and econemic growth
on the CO: emissions. Whereas, governmental policies on environment and level of
governance like voice and accountability, political stability and fack of violence,
povernment eflectiveness, regulatory quality, Rule of law and control of corruption are
particularly important for the environmental degradation prospective. Therefore, further
studies are highly recommended to investigate the effects of these factors with the

environmental degradation.

Finally, this study limited to selected top ten (CO- emitted countries from high income,

upper middle income, lower middle income and low-income countries from the years
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1980 — 2015. However, further studies can include more countries and create world panel

with more updated data for the better and lucid empirical results.

5.0 Conclusion .

This chapter details the concéu;_ion and policy recommendation. First, summary of the
findings with respect to ob_i‘eqtivesrgf‘this( study are exp lained. Second, some policies are
recommended for the improvement. Furthermore, ’hurd!‘es faced during this study are
mentioned in the limitation segt;qn: Finally, based on findings some suggestions are given

tor further research.
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