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ABSTRACT 

Efficient utilization of scarce resources is always the prime aim of every state to ensure 
social welfare, while maintaining clean and green environment to sustainable 
development. The growing threats of global warming and climate changes have called for 
more sensible attention of the· policy makers. Therefore, this study is an attempt to 
empirically investigate the lihkages betweerr population, affluence, technology, and 
environmental degradation for selected low, iower middle, upper middle, and high-income 
countries using disaggregate and aggregate panel data over the period 1980-2015. After 
checking the stationary properties of the data, Pedroni ( 1999) tests of co integration were 
implemented for cointegration purposes. The FMOLS was employed for parameters 
estimation. The results show that· population, nonrenewable energy consumption, 
urbanization, population growth, internaticmal trade and total energy con,umption are the 
main culprits of CO2 emissions in all selected panels whereas renewable energy 
coi,sumption is fuund helpful in curbing the amount ofCO1 emissions. In additior1, GDP 
groMh FD! and financial development are found having insignificnnt relationship with 
CO2 emissions. Finally, results of Granger causality suggest that tl!e population size, 
population density and urbanization are usually granger causes of CO2 emissions. The 
findings of the study suggest important policy implications. Thi, s•udy recommends 
scientific planning fur urban development, developing environmental awarenes, among 
urban residents, encouraging the adoption of more fuel-efficient vehkle .. increa.~ing ,t,f' 
entire costs of private transport as a fuw measures to lower the energy consumption and 
CO2 emissions. Furthermore, it is advised that policymakers should regulate such policies 
to trigger international trade activities as international trade detracts CO2 emissions. In 
this regard, exploring the alternative energy policies, such as devek,µing energy 
conservation strategies, decreasing the energy intensity, increasing the energy efficiem.:y. 
and increasing the utilization of cleaner energy sources can prove better strategies to 
hand le this issue. 

Keywords: Population, Affluence, Technology, CO2 emissions. Sustainable 
Development 
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ABSTRAK 

Kecekapan penggunaan daripada sumber yang terhad adalah sentiasa menjadi matlamat 
utama di setiap peringkat bagi memastikan kebajikan sosial, di samping mengekalkan 
persekitaran yang bersih dan hijau untuk pembangunan lestarliAncaman yang semakin 
meningkat daripada pemanasan dan perubahan'iklim globa'i memirtta perhatian yang lebih 
•bijak dari pembuat dasar. Oleh itu, kajian ini mencuba untulnnenyiasat hubungan secara 
empirik antara populasi, afluen, teknologi, dan degradasi alam sekitar bagi negara-rtega,a · 

 berpendapatan rendah, lebih rendah, menengah alas, dan tinggi terpilih • dengan 
menggunakan data panel d isagregat dan agregat sepanjang tempoh l 980-2015. Selepas 
memeriksa ciri-ciri kepegunan data, ujian kointegrasi Pedroni ( 1999) dilaksanakan untuk 
ti.Ijuan kointegrasi. FMOLS d igunakan untuk penganggaran parameter. Keputusan 
menunjukkan bahawa populasi, penggunaan tenaga yang tidak dapat diperbaharui, 
perbandaran, pertumbuhan penduduk, perdagangan antarabangsa dan jumlah penggunaan 

.tenaga merupakan penyebab utama pelepasan CO2 dalam semua panel yang terpilih 
manakala penggunaan tenaga yang dapat diperbaharui · didapati meinbantu dalam 
membendung jumlah pelepasan CO,. Di samping itu, pertumbuhan KDNK, FOi dan 
kemajuan kewangan didapati mempunyai hubungan signifikan dengan pelcpasan CO,. 
Akhimya, keputusan daripada hubungan sebab dan akibat Granger mencadangkan 
bahawa saiz penduduk, kepadatan penduduk dan pembandaran biasanya pcnyeba'1 
pelepasan CO2. Dapatan kajian menunjukkan implikasi dasar yang penting. Ka_iian ,,i 
mencadangkan perancangan saintifik untuk pembangunan bandar, mernbangun;;.ar, 
kesedaran alam sekitar dalam kalangan penduduk bandar, menggalakkan penggunaan 
kenderaan bahan api yang lebih cekap, meningkatkan keseluruhan kos perifangkutail 
swasta sebagai ukuran untuk mengurangkan penggunaan tenaga dai1 ;,depa,an CO•. 
Selanjutnya, pembuat dasar dinasihatkan melaksanakan dasar-dasar untuk mencetuskan 
aktiviti perdagangan antarabangsa sebagai perdagangan antarabangsa yang 
mengurangkan pelepasan CO2. Dalam hal ini, meneroka dasar tenaga alternatif, seperti 
membangunkan strategi pemuliharaan energi, mengurangkan inte,,siti tena?.a, 
meningkatkan kecekapan tenaga, dan meningkatkan penggunaan sumber tenaga v~ng 
lebih bersih membuktikan strategi yang lebih baik untuk menangani isu ini. 

Kata Kunci: Populasi, Afluen, Teknologi, Pelepasan CO2, Pembangunan Lestari 
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CHAPTER! 

INTRODUCTION 

Chapter I begins with the introduetion and background 9f the_ study in Section l. l. The 

problem of the study is stated in Section 1.2. The research questions and objectives are 

provided in Section 1.3 and Section I .4, respectively. The significance of the study is 

 discussed in Section 1.5 followed by the scope of the study under Section 1.6. The 

structure of the study is presented in Section 1.7. Finally, Section 1.8 provides the 

condus1on of the chapter. 

l.l Background of the Study 

The increasing global warming threatens, and climate changes have called fot more 

attention and discussion of global environmental issues. An increase in air and ocean 

temperatures leads to melting of snow and rising of average sea level are unambiguous 

evidences of global warming. Intergovernmental panel on climate chang<' (lPCC) has 

predicted that by the year 2100, there would be a possible increase of 1.1 'C to 6.4°C in 

global temperature and a rise of 16.5cm to 53.8cm in sea level (IPCC, 2013). 

In this context, it will not be an exaggeration to mention that Greenhouse Gases (GHGs) 

emissions is the main cause of global warming and GHGs result primary from the 

combustion of fossil fuels. The fossil fuels come from the non-renewable sources like oil, 

coal and gas and contribute mainly in the CO2 emissions. The world CO2 emissions show 

1 
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increasing trends due to the massive consumption of fossil fuels and non-renewable 

energy consumptions in the rapid urbanization and industrialization. The CO,emissions 

duf'to non-renewable energy consumption are one of the main issues of air pollution and 

global warming (!EA. 2016). 

In recent years, many countries have faced the challenge of producing more energy to 

meet their growing energy demand, while at the same time struggling to reduce the 

CO2 emissions. Energy is at the heart of the problem and should form the core ohhe 

solution therefore, the analysis suggests that continuing to use energy ilS it is done today, 

without a change in policy gov~rnment by the major energy consuming countries would 

be a way to quickly increase dependence. fhe problem of energy security faced by 

energ:;- tmpcrting countries is equally significant (Hedenus, Wirsenius, & Johansson, 

2014), 

l.1.1 Energy Consumption 

Energy which is defined as a key input to produce goods and services has significant role 

in economic growth and development. It is a vital component in economic growth 

functioning either directly or as a complement to other factors of production. rhe 

traditional Neo-classical growth model considers energy as intermediate inputs whereas 

land and labor as basic factors of production. On the other hand, the biophysical and 

ecological view advocates is that energy plays a key role in income determination. Thus, 

the economies heavily dependent on energy use shall be significantly affected by changes 

in energy consumption (J.-11. Yuan, Kang, Zhao, & Hu, 2008). For the past three decades, 

2 
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the world has experienced spectacular increase of energy consumption to sustain its 

growing economy. An increase of 176.38 percent was recorded in the world energy 

consumption during the 1980 - 2013 (World Bank, 2014). The trends of world energy 

consumption arc presented in Figure l.1. It shows that in 1980 the world energy 

consumption was 1452.90kt and after a sh01t decrease it again shows increasing trends in 

1988 with 1467.84kt energy consumption. Finally, the world energy consumption 

1894.27kt was recorded in 2013. · 

------------------·-·---------·-··- - -

~~~·~~~~•~&~&&~~◊ 
~~~~~~~~~~~¥~~~~~ 

Figure I.I 
World Energy Consumption, 1980 - 2014 
Source: World Bank, 2016 

Years 

The energy consumption in the different sectors is the main source of CO2 emissions. 

According to IPCC (2015), CO2 emissions from electricity and heat sector are ranked first, 

transport sector is ranked second, industry sector third and residential sector remained at 

fourth. Figure 1.2 shows the contribution in C01 emissions from different sectors. 

3 



Figure 1.2 

Transport 
23~'o 

Residential 0ther 

Annual CO2 Emissions by Sector, 2015 
Source: IPCC, 2014 

Electricity and Heat 
46% 

· ... , __ ·. 

Furthermore, non--renewable energy comes from sources that will run out 6r will nol be 

replenished in tLc: future. Most of the non-renewable energy consumption comes from 

rnnventional sources such as coa1, oil and nat1ral gas that are also called fossil fuels. An 

extensive increase in non-renewable energy consumption was recorded but the sources of 

t:nergy production differed by regions and income levels. The non-renewable energy 

consumption by sources is presented in Figtire 1.3. The facts show that coal consumption 

is ranked first among all fossil fuels during 1980 - 2015, followed by oil and natural gas 

consumption. 

.,., ... ,, .. , ...... , .. _________ ___ _ 

Figure 1.3 
Non-renewable Energy Consumption by Sources, 1980 - 2015. 
Source: International Energy Agency (IEA), 20 I 5 
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The global trends of total energy consumption, non-renewable energy consumption and 

CO2 emissions for 1990. 2000 and 2010 are presented in Table I. I. It is observed that total 

. energy consumption, non-renewable energy consumption and CO2 emissions are 

simultaneously increasing. Hence, mcreasing total energy and non--renewa_b_le. energy 

consumptions lead to increase in the urnount of CO2 emissions. 

Table I. I 
Global Trends of Energy consumption, Non-renewable Energy Consumption and CO2 
Emissions, 1990, 2000, 2010 

1990 2000 2010 

Energy Consumption (kt) 8574178 9788864 12515722 
Non--renewable Energy Consumptiori (%) 80.82 79.96 80.80 
CO, Emissions (MT) 22,222,874 24,807,25) 33,615.389 

---------------------
Source: World Bank, 2015, 

In addition, energy consumption in different sectors also shows increasing trends. For 

example, energy wnsumption in industry sector reached first with 51. 7 percent 

contribution and transportation sector remained second with 26.6 percent contribution. 

Similarly, residential and commercial sectors utilized 13.9 percent and 7.8 percent energy 

(!EA, 2015) respectively. Figure 1.4 shows the trends of world total energy consumption 

and fossil fuels consumption during 1980 2014. The high consumption of fossil fuels 

energy in different sectors significantly contributed to in the CO2 emissions. 
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Total Energy 
<:onsumption 

World Energy Consumption per year. 1980-2015 
Source: !EA, 20 I 5 

Fossil Fuels 
Consumption 

Recent facts show that most of total energy and fossil fuels energy are utilized by high 

income countries, but the contribution of upper middle income and lower middle-income 

countries cannot be ignored. The top ten total and fossil fuels energy consumption 

countries are listed in Tablel.2. It shows that China is an upper middle income and leading 

energy consumption country whereas, US is a high-income country and ranked second in 

total energy consumption as well as in fossil fuels consumption. Similarly, India is lower 

middle-income country and stands at third highest energy consumer in the world in 2014. 

According to facts, seven highest energy consumption countries are categorized as h1gh 

income, such as, US, Russia, Japan, Germany, South Korea, Canada and France. 
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Tablel.2 
Toe Ten Total and Non-Renewable EnergyConsumetion Countries in 2014 
Country Category Total Energy Fossil Fuels Energy % from 

(Income Consumption Consumption the Total 
Level)* (MT)** (MT2*** 

China Upper Middle 3,013 2660.47 88.3 

us High Income 2,187 1828.33 83.6 

India Lower Middle 819 592.13 72.3 

Russia High Income 730 664.30 91.0 

Japan High Income 455 431.34 94.8 

Germany High Income 323 259.04 80.2 

Brazil Upper Middle 293 159.97 54.6 

Korr,n High Income 267 232.82 87.2 

Canada High Income 254 ]87.19 73.7 

France High Income 253 250.72 99.l 

s,iurce: • World Bank, 2014 Classification. 
** and ***Global Energy Statistical Yearbook, 2015. 

1.1.2 Economic Growth 

En,Hring balance between economic growth and sustainable environment has become ~n 

important pvlicy issue in recent years. Policies aiming at bringing cleaner environment 

without affecting economic growth rates are being put forward with an ambition to reduce 

dependence on non-renewable energy resources, ensuring energy security and eradicating 

poverty. The relationship between sustainable environment and economic growth is 

however linked through the relationship between energy consumption and economic 

growth. Understanding the true nature of relationship between energy consumption and 

economic growth is important for the formulation of optimal energy and environmental 

policies. 
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The studies such as Mimi and Kanwal {2017) suggested that energy consumption in 

economic activities h.ave main contribution in the CO, emissions. The economic activities 

like economic grov.th, financial development, foreign direct investment (FOi), 

industriali7.ation and intematlonal trade consumed massive amount of energy and 

consequently emit high C(k 

Since the seminal work ofKraft and Kraft {1978), it is considered that energy consumption 

and economic grov.1h are related to each other however, there is no consensus among 

ec,,n,,mists on the direction ofcaus3Mv between these two vartables ,Apergis & Payne, 

2009a). The nexus between energ) consumption and economic grov.th has remained 

questionahle across datasets, regior,,, and methodologies, 

Economic growth is an irc,er,,. in the capacity of an cconou,y to pr,)duce 300,ls and 

se1v1ces, compared trom on, µeri< to another. It can be measured in nominal or real 

terms, the latter of which is adjusted for inflation. Traditionally, aggregate economic 

growth is measured in terms of gros- national product {GNP) a11d gross domestic proi:1uct 

(GDP), althm•;,h alte11,utiH metri,., ;,, , :.Jn,,,times used \ World Bank. 2015). Economic 

growth in the world remains lackluster, with little prospects for a tumaround in 2016 (UN, 

2016). The trends of economic growth from 2007 - 2017 are presented in Figure 1.5. The 

world economy is projected to grow by 2.9 percent in 2016 and 3.2 percent in 2017. 

Economic growth is benefiting the society by increase the level of health, education, 

improved technology and infrastructure. Contrary, it is also hurting the environment by 

pollutant emissions. 
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Figure L5 
World Economic Growth 2007-2017 
Source: Global Economy Outlook, 2016 

l.1.2.l Financial Development 

The Financial Development Report (201 l) published by the World Economic Forum 

(WEF) defines financial development as 'the factors, policies, and institutions that lead to 

effective financial intermediation and markets, as well as deep and broad access to mpital 

and financial services' (WEF, 201 I, p. 13). In a similar vein, Beck and Levine (1999) puts 

forward that an ideal measure of financial development would capture 'the ability of the 

financial system to research firms and identify profitable ventures, exert corporate control, 

manage risk, mobilize savings, and ease transactions.' These definitions assign a maJ0r 

role to the effectiveness of financial intermediaries and stock markets. 

A financial system consists of financial institutions, commercial banks and financial 

markets. At a broader level, a robust and efficient financial system promotes growth by 

channeling resources to their most productive uses and fostering a more efficient 

allocation of resources. A stronger and better financial system can also lift grov.th by 

boosting the aggregate savings rate and investment rate, speeding up the accumulation of 
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physical capital. Financial development also promotes growth by strengthening 

competition and stimulating innovative activities that foster dynamic efficiency (Estrada, 

Park. & Ramayandi, 2010). The WEF developed an index to measure the financial 

development in a country. This index formulated based on seven different pillars such as 

institution environment, business environment, financial stability, banking fmancial 

service, non-banking financial services, financial markets and financial access. Top 20 

countries with high score of financial development are presented in Table 1.3. 

Table! .3 
~_Twenti: Countries wit_h High Score of Financial Develo(lment in 2014 

Rank Count!') Score (1-7) Rank Country Score (1-7) 
. 

I Hong Kong 5.31 11 Germany 4.61 
2 us 5.27 12 Denmark 4.53 
3 United Kingdom S.21 u Norway 4.52 
4 Singapme 5.10 14 France 4.43 
5 Australia 5.01 15 Korea Republic 4.42 
6 \~411ada 5.00 16 Belgium 4.30 
7 Jap~r, 4.90 17 Finland 4.24 
8 S w it?.er land 4.78 18 Malaysia 4.24 
9 Netherlands 4.73 19 Spain 4.22 
JO Sweden 4.71 20 Ireland 4.14 

Source: The Financial Development Report, 2014 

Most of the developed countries have elevated level of financial development. For 

example, Hong Kong is ranked first with 5.31 score out of seven and followed by the US, 

Singapore and Australia. 

Financial development increases economic growth and boosts energy consumption but 

impact on environment is another area of concern. There are mainly two points of views 

which are mentioned that financial development either increases the energy consumption 
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and CO2 emissions or introduces energy efficiency and decreases the CO2 emissions. 

Some of the studies suggest that CO2 emissions increase because financial development 

alleviates the credit constraints and helps the economic output to expand which results in 

more energy consumption and higher CO2 emissions. According to Saaorsky (20 l 0), 

efficient financial intermediation encourages the customers to take loans and buy big 

ticket items like automobiles, which increases CO2 emissions. Susmita Dasgupta, 

Laplante, and Mamingi (200 I) suggest that development of stock market results in low 

financing cost, easing the liquidity limitations for listed enterprises, allowing them to 

expand outpl!t, increase energy·consumption and hence, CO2 emissions. 

On the contrary, it is argued that financial sector development boosts investment in 

technologies that are energy efficient and thus reduces CO2 emissions. J. A. Frankel and 

D. Romer (1999) argued that financial development in a cuuntry draws more FD! and 

causes higher level of Research and Development (R&D) that leads to better 

environment. Bello and A bimbo la (2010) found that increase in financial development 

brought technological improvement that led to lower emissions. 

l.l.2,2 Foreign Direct Investment 

FD! refers to direct investment equity flows in the reporting economy. It is the sum of 

equity capital, reinvestment of earnings, and other capital. Direct investment is a category 

of cross-border investment associated with a resident in one economy having control or a 

significant degree of influence on the management of an enterprise that is resident in 

another economy. Ownership of 10 percent or more of the ordinary shares of voting stock 
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is the criterion for determining the existence of a direct investment relationship (World 

Bank, 2016). 

FDI inflows have rapidly increased during the past two decades in almost every region of 

the world Recently, both inward and outward FD] inflows show increasing trends in the 

world. In 2015 the US is ranked first with FOi inflows $92.4 billion. Similarly, the UK 

with $72.2 billion is ranked second, Canada with $53 .9 billion.is ranked third, Australia 

is ranked fourth with $51.9 billion and Netherland with $30.3 billion remains at fifth 

position in the world. These top five FDI inflows host economics have 40.6 percent share 

in the world FD] inflows. Recent inward and outward FDJ flows and stock are presented 

in the Table I .4 

Table 1.4 
The World FDI Inflow and Stock, 2012 2014 -·--

FDI t1ows $Million % of GDP 
Years 2012 2013 2014 2012 2013 2014 
Inward 1,402,887 1,467,233 1,228,263 7,9 8,0 6.5 
Outward 1,283.675 1,305,910 1,354,046 7.3 7. l 7.2 
FDI stock $Million % of GDP 
Inward 22,073,175 26,034,894 26,038,824 30,0 34.4 33.6 
Outward 22,527,186 25,975,000 25,874,757 30,8 34.6 33,7 ----·-·--

Source: World Bank, 2015 

This revitalizes the Jong debate in both academic and policy spheres about th~ advantages 

and related costs of FD!. Indeed, FD! inflows may provide direct capital financing, 

generate positive externalities, and consequently stimulate economic growth through 

technology transfer, spillover effects, productivity gains, and the introduction of new 

processes and managerial skills. FD! is one of the key macroeconomic indicators and 

based on the general perception. FD! promotes the economies of the host country in the 

12 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

developing world and as a result FD! gets a high priority in their development agenda. 

The countries provide subsidies, incentives, relaxation in taxes, local market access and 

duty exemptions to attract more FDls and expect that this will contribute positively to 

·their economie, (Blomstrom & Kokko,• 1998; Javorcik, 2004; Shahbaz, Nasreeo, & 

Ozturk, 2016). On the contrary,. empirical studies like Asghari (2013) and Blanco, 

Gonzalez, and Ruiz (2013) suggested that foreign investors prefer to invest in those 

countrieswhich have relatively lax environmental regulations. Furthermore, multinational 

·companies {MNCs) shift high polluted industries from developed world to developing 

countries and hence, it results in the increase the level of pollutions. 

t.l.2.3 Industrialization 

Indusuialization is the process by which an economy is transformed from primarily 

agricultural to one based on the manufacturing of goods. Individual manual labor is often 

replaced by mechanized mass production, and craftsmen are replaced by assembly lines. 

In the recent yeais, industrialization is rapidly increased and contributing heavily in the 

economies of developing countrie;. The mdustrial revolution propelled industrialization 

as the predominant paths to economic modernization. Global Manufacturing 

Competitiveness Index (GMC!) (2016) argues over the ongoing influence which 

manufacturing has on driving the global economies. From its influence on infrastructure 

development, job creation, and contribution to GDP on both an overall and per capita 

basis, a strong manufacturing sector creates a clear path towards economic prosperity, In 

2015, manufacturing in the US alone generated more jobs than any other sector, 

employing 12.3 million workers. 
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Recently, manufacturing related activities among global nations are rapidly evolving. 

Manufacturing earnings and exports are stimulating economic prosperity causing nations 

to increase their focus on developing advanced manufacturing capabilities by investing in 

high-tech infrastructure and education .. Figure 1.6 shows that the six focus nations like 

US, China, Japan, Germany, South Korea, and.India. eollecti,ely account for 60 percent 

of world's manufacturing GDP, demonstrating the influence these nations have on global 

manufacturing trends. 

2016 (Current) 

Countries 

Pigure l.6 

Countries 

···'=t­-·-f=_ ---

Global l',,Janufacturing Competitiveness Index Raking by Country, 2016, 2020 (Projected). 
Source: Deloitte Touche Tohmatsu Limited and US Council on Competitiveness, 2016. 

On the other side, rap id industrialization in developing countries has led to economic 

growth and an increase in the demand of energy. Energy affects industrial production 

through different channels. First, energy is a fundamental input of production and that 

during the production process energy is required for equipment and machinery. Second, 

energy is also needed as transportation fuel to import and export the manufactures goods 

or raw material. Hence, energy remains an essential requirement in the increase of 
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industrial production as well as in the increase ofa nation's export and import. In addition, 

most of the energy consumption in the industrial production is from non-renewable 

resources which lead pollutant emissions such as CO, emissions. Contrary, it is suggested 

· that during the industrial revolution at initial stage pollution emissions increases due to. 

lack of environmental policies and old machinery. At the later stage, pollution relatively 

decrease due to improvement in polices and replace old machinery with latest. Hence, 

there is less pollution emissions during the industrial production in these countries. 

1.1.2.4 International Trade 

International trade has increased dramatically in the last iO years, rising from $6.5 trillion 

in 2002 to around $12 trillion in 2006 to reach around $18 trillion in 20 I 1 (World Bank, 

2015). Developed countries remain the main destination of international trade flow,;, with 

total imports valued at about $ l O trillion. As of 2011, developing countries' exp01i vulue 

is like that of developed countries (around $9 tritlion). Trade t1ows from and lo developing 

cournries largely involve middle income countries (about half) and high-income countries 

(about o,,e-tlurd). Low income countries account for a small, albeit increasiog share o, 

developing countries' trade; about IO percent of exports and 12 percent of imports in 2011 

Least developed countries (LDCs) only account for a minor, although also increasing, 

fraction of developing country trade (WDI, 2016). According to facts, international trade 

has a major part in the GDP growth. The ten highest GDP and total international trade 

countries from 1980 to 2016 are reported in the Table 1.5. 
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Tablel.5 
Top Ten Countries with Highest GDP and Total Trade from 1980 to 2016 
Countries GDP Imports Exports . Total Trade 

World 
us 
China 
Japan 
Germany 
UK 
France 
Italy 
Brazil 
Canada 
India 

Billions ($) Billions ($) Billions($) Billions ($) 
1,051,368 320,261 315.557 635,818 
223,244 42,350 32,767 75,l 19 
87,969 . 16,565 19,072 35,639 
71,558 14,524 15,819 30344 
49,127 · 23,583 25,843 49,427 
38,109 15,321 14,386 29,708 
37,178 14,487 14,280 28,768 
29,747 10,846 11162 22,009 
24,306 3,587 3,479 7,067 
21,667 9,371 9,713 19,085 
21,605 5,064 4295 9,361 

Source; World Development Indicators, 2016 

On the other side, international trade entails movement of goods produced in one country 

for either consumption or further processing to other country. Production of those goods 

is not possible without efte-.tive use of energy. Other things being same, international 

trade increases economic activities which stimulate domestic production and hence 

economic growth. A surge in domestic production reshapes energy demand because of 

expansion in domestic production. Hence, due to international trade the higher rises the 

production, the greater is the energy consumption (Cole, 2006; Shahbaz, Hye, Tiwari, & 

Leitao, 2013b; Shahbaz, Lean, & Farooq, 2013). Similarly, another group of economist 

suggested that international trade enables developing economies to import advance 

technologies from developed economies. The adoption of advanced technology lowers 

energy intensity. The economic consequences of advance technologies implementations 

consume less energy and produce more output 

16 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

However, the impact of international trade on the pollutant emissions is another 

predicament. As mentioned earlier that the share of international trade to the world GDP 

has increased from 39 percent in 1990 to 59 percent in 2011 (World Bank, 2014). This 

• significant contribution of international trade to the world·economic growth has thus made 

the world economy more dependent on it. But such an. increase in consumption and 

production of goods to boost international trade also becomes a source of pollutant 

emissions since this rapid increase in international trade depends largely on logistics and . 

transportation, which require a large consumption of energy in the form of fossil fuels. 

I. L3 Population 

1.1.3.1 Population Size 

Global population growth accounts to around 75 million annually, or I 1 percent per year. 

The global population has grown from one billion in 1800 to 7 billion in 2012. 1t is 

expected to keep growing and estimated to reached at 8.4 billion by mid - 2030, and 9.6 

billion by mid. 2050 (WPF. 2015). Rapid increases in the population will affect the 

environmental quality through inc,ease the demand of energy. Each person creates some 

demands on energy for the necessities oflife, food, shelter, clothing and water. Hence, the 

greater is the number of people, the higher is the demand of energy and environmental 

degradation. 
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1.1.3.2 Urbanization 

Urbanization is a phenomenon of economic and social modernization. Jt is not only the 

process of transforming rural labor from agricultural-based economy to urban areas where 

industrial and service sectors prevail, but it also involves a process of structural 

transfonnation of rural areas into urban areas. A rapid growth in urbanization has been 

· · recorded during last two decades. The global population in urban areas has increased from 

0:746 billion in 1950 to 3.9 billion in 2014 (UN, 2014). Recently, the world is undergoing 

tht· largest wave of urban growth in history. More than half of the world's population now 

lives in wwns and cities, and by 2030 this number will swell to about 5 billion. Much of 

this urbanization will unfold in Africa and Asia, bringing huge social, economic anu 

~nvironmemal transformations. Since urbanization is a result of economic developmem, 

it can incrc;,.;c tnergy demand. The growing urban population needs additional resources 

rnnsumplion, ,hus building more pressure on the already fragile ecosystem. 

Evidently, in 2014 more than 66 percent energy has been consumed and approximately 

70 percent poHutants were emitted by urban cities (!EA, 2014). However, theories of 

ecological modernization and urban environmental transition recognize the positive an<l 

negative impact of urbanization on the environmental quality but it is difficult to draw any 

early conclusion (Sadorsky, 2014). 
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1. 1.3.3 Population Density 

Population density is midyear population divided by land area in square kilometers. 

Population is based on the de facto definition of population, which counts all residents 

regardless of legal status or citizenship except for .refugees not permanently settled in the 

country of asylum, who are generally considered part of the population of their country of 

origin. Land area is a country's total area, excluding area under inland water bodies. 

national claims to continental shelf, and exclusive economic zones. In most cases the 

definition of inland water bodies includes major rivers and lakes (World Bank, 2016). 

Generally, population density in ·the world shows increasing trends. In 1980 only 34.20 

persons were living per square kilometer which increased to 56.62 persons per square 

kilometer in 2015. Table 1.6 shows the top ten most densely populated countries in 2015 

Tablel.6 
Top Ten Most Densely Populated Countries in 2015 

Country Person/seq .km Country 
Macao SAR china 19.392.93 Bahrain 

Monaco I 8,865.5(! Maldives 

Singapore 7,828.85 Malta 

Hong Kong 6,957.80 Bermuda 

Gibraltar 3,221.70 Bangladesh 

Source: World Bank, 20 I 6 

Person/seq.km 
1788.61 

1363.87 

1347.9] 

1304.70 

1236.81 

The impact of population density on environmental degradation is controversial subject 

of study. The study like Brant Liddle (2004) and Saidi and Hammami (2015} argue that 

energy demand depends on per capita energy consumption and population density have 
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positive impact of per capita energy consumption. The more densely populated a country 

becomes, the higher is the energy demand and consequently results in the increase in the 

CO2 emissions. On the other sic\e, studies suggested that the populous and highly urban 

cities have less demand for personal transpmt, therefore;. the·energy consumption and CO2 

. emissions may show a decrease. 

1.2 Problem Statement 

Based on the report of IPCC (20 l 4), it is estimated that the average global temperature 

would increase between LI °C and 6.4 °C in the next century. Most importantly, .~n 

increase of merely 2 °C would expect to lead to a major change in the natm al ecosystems 

and a rise of sea levels that may threaten the lives of 50 percent of the world population 

who live in coastal areas such as To!:yo, Bombay, Shanghai, New York, Lagos, Jakarta, 

Los Angeles, Buenos Aires, Manila, Rio de Janerio, Karachi, Osaka, Bangkok, Istanbul, 

Penang, Kuala Lumpur and Lima (Lau, Choong, & Eng, 2014). Scientists have also found 

that the major greenhouse gases, for example, CO2 emissions contribute greatly to the 

problem of global warming. Unlike sulfur dioxide (SO1) whose impact is more local, 

whereas CO2 emissions cause problems on a global scale (Fodha & Zaghdoud, 20 l 0). 

There are several reasons behind the rapid increase in CO2 emissions. However, energy 

consumption is one of leading culprits of high CO2 emissions. Energy is considered to be 

the life line of an economy, the most vital instrument of socio economic development and 

recognized as one of the most important strategic commodities. In the era of globalization, 

a rapidly increasing demand for energy and dependency of countries on energy indicates 
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that energy will be one of the major problems in the world in the next century. Traditional 

growth theories focus much on labor and capital as major factors of production and ignore 

the importance of energy in the growth process (David I Stern & Clevelan(j, 2004). There 

are although several factors of production, but the significant role ofener.gy cannot be 

ignored. It is evident that almost 80 percent energy comes from fossil fuels and non­

renewable resources which undoubtedly significantly contribute creating environmental 

pollutant and global warming (Heidari, Turan Katircioglu, & Saeidpour, 2015; Olugbenga 

A. Onafowora & Oluwole Owoye, 2014; Shahbaz, Hye, Tiwari, & Leitao, 2013a). 

Most of energy is consumed in the macroeconomic and demographic activities such as 

international trade, financial development, FD!, industrial production, population growth, 

urbanization and population density. Several prior studies have investigated that these 

factors have though contributed to economic gro,,.,1h, their impact on the energy 

consumption and environment is still a controversial subject of discussion. The empirical 

studies investigated such factors and concluded that the energy demands have been 

decreased owing to technological improvement which has eventually improved the quality 

of environment and lessened the emissions (Shaari, Hussain, Abdullah, & Kami!, 2014· 

Shahbaz, Hye, et aL, 2013a). on the contrary, some studies such as Akbostanc1, Tun9, and 

Tilrilt-¼ik (201 I) and M. J. Alam, Begum, Buysse, and Van Huylenbroeck (2012) argue 

that such factors that increase the energy consumption owing to massive production 

eventually degrade the environmental quality and upsurge emissions. Therefore, extensive 

use of energy to enhance economic growth and development and its impact on 

environment are mutually linked problems. 
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Natural ecosystem is imperative for improving standard of the living organism. Issues like 

CO, emissions due to extensive energy consumption are serious issues of the natural 

environment The issue of global warming due to high CO, emissions got substantial 

attentions from international forums. In a statement UN Secretary.General Ban Ki Moon 

stated that. ... 

If the trillions to be spent are directed towards low-carbon goods, technologies and 
services, we will be well on our way towards a more sustainable, equitable and 
climate-resilient world. But ifwe continue to invest in dirty, fossil fuel-intensive 
development, the consequences for all countries will be dire ...... . 
(UN Climate Change Summit, 23 rd Sep 2014, Page no5). 

Several empirically investigated by several studies. These studies have been performed in 

different countries and with various modeling methods, approaches a,,d findings. These 

studies are dealt with several thcoretica~ empirical and econometric issues The existing 

literature shows mixed results due to the use of a variety of econometric techniques such 

as regression analysis, correlation, univariate causality, panel coin\egration, 

autoregressive distributed lag (ARDL) model, vector error correction model (VECM), 

Innovative accounting approach (!AA), fully modified ordinary least square (FMOLS) 

and generalized method of movement (GMM). 

Furthermore, most of the panel studies frame indefinite group of countries whose 

characteristics are not similar such as panel of Brazil, Russia, India, China and South 

Africa (BRICS) countries, panel of Organization for Economic Co-operation and 

Development (OECD) countries, panel of Association of South and East Asian Nations 

(ASEAN) countries and panel ofSouth Asian Association for Regional 

Cooperation (SAARC) countries. For example, BRICS countries include high income 
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country (Russia), upper middle-income countries (China and South Africa), and lower 

middle-income country (India) and all of the countries have different structures of 

economy. Hence, the selection of indefinite. panels is one of the reasons in getting 

controversial results. 

To summanze, thus CO2 emtss,ons due to extensive . energy consumption 111 

· macroeconomic and demographic activities is the main issue of global climate change and 

sustainable development. Although there are several studies that have discussed this issue 

but provide inconclusive and controversial results due to deficiency of appropriate theory, 

incompatible ecouometric methods and selection of indefinite panel of countries. 

Therefore, inconclusive emph ical evidence cannot help economic policy planners to 

formulate lucid and wide-ranging sustainable economic plans to prolong a long run 

economic growth without polluting the environment. Hence, to investigate the impact of 

macroeconomic and demographic indicators on ihe CO2 emissions by selectinli, definite 

panel of countries using appropriate modeling method is imperative for sustainable 

economic plan, 

1.3 Res ca rch Questions 

In accordance with the background of the study and the problem statement discussed in 

the preceding sections, this study is mainly designed to address following core questions: 

i) Do energy consumption, economic growth and population increase the level of 

CO2 emissions in the selected heterogeneous income panels? 
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ii) 

iii) 

Are energy consumption, economic gro"1h and population responsible for the of 

the CO2 emissions in the selected heterogeneous single countries? 

Is there any causality between CO2 emissions, energy consumption, and 

population in the selected heterogeneous income panels countries? 

1.4 Research Objectives 

Generally objective of this study is to examine the impact of population, affluence and 

technology on the environmental degradation in the heterogeneous income pane! 

countries. Based on the research questions, the study was devoted to achieving the 

following specific research objectives: 

i) To ;nvestigate the effect of energy consumption, economic growth and 

population on CO2 emissions in the selected heterogeneous income panels. 

ii) To examine the effect of energy consumption, economic growth and 

population on CO2 emissions in the selected heterogeneous single countries. 

iii) To confirm the causality between energy consumption, economic growth, 

population and CO2 emissions in selected heterogeneous income panels. 

1.5 Significance of the Study 

The global warming due to high CO2 emissions is a worldwide issue. A considerable 

attention therefore is given by researchers globally to investigate the relationship between 

macroeconomic and demographic indicators and CO2 emissions by using energy 
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consumption as a mediator in different regions and countries by applying advanced 

econometric methodologies. Numerous studies have also dealt with the relationship 

between energy consumption and pollutant emissions. These studies have been performed 

i;, different r;ountries and with various modeling methods, approaches and findings. The 

review of past literature reveals that most of the studies pay attention either Oil the nexus 

of energy consumption and CO2 emissioiis where little effort has been made to test 

whether these two are linked under the same framework. However, only a few ,tudies 

have investigated the relationship between macroeconomic and demographr<: indicators 

and CO2 ,.missions using role of energy cOrisumpti011 as mediator. 

Ille review of previous studies also concludes that most of the studies selected ,ndefinite 

panel of countries, empirical and econometric techniques, which is also a reason "f 

controversial results. Hence, this study selects panels of countries based un income levelr 

such as high income, upper middle income, /owet middle income a,1d low-mcvme 

countries. In addition, the current study is one of the first research studies that have 

extend<cd the S'fRlPAT model by adding GDP growth, financial de;elopmenl, FDI and 

international trade as an additional factor of affluence, urbanizaiion and popuiatien density 

as an additional factor of population and total energy consumption, nonrenewable energy 

consumption and renewable energy consumption as factors of technology. 

Finally, results of this study will help economic and environmental policy planners of the 

selected countries to formulate lucid and wide-ranging energy plans to curb the CO2 

emissions, to improve energy supply, to protect environment and to prolong sustainable 

economic growth and development. 
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1.6 Scope of the Study 

The research questions and objectives of the study were investigated since data collected 

for the duration ben··een 1980 and 2015. World Bank has. classified-:countr-ies lnto four 

· various-cat~guries on the basis of income level such as low income, lower middle income, 

upper middle income and high-income countries. This study is based on the data of top 

·ten CO, emitting countries during 1980 - 20 I 5 selected from each income level. According 

to some facts the US is the highest pollutant emitting country at global level and among 

high ioeorne countrie,. Russian Federation, Japan, Germany and UK; Canada, Italy 

France. South Koren, Poland and Australia are selected as a top ten CO2 emitting cow1tries 

froa1 amor,g high income cotmtrie&. Similarly, China, Mexico, South Africa, Iran, Brazil, 

't'urkey, Thailand, Veaezuela, Romania and Malaysia are selected from upper mictdle­

incor,1e countries. In addition, from lower middle-income countries, India, lndone:,i~ 

Egypt. Pakistan, Nigeria, Vietna1n, Philippines, S1Tia, Morocco and Banglade,li a>, 
selected as they are most top ten polluted countries in this category. From the low-income 

rountries Zimbabwe, Senegal, Ethiopia, Tanzania, Nepal, Benin, Mozambique, Congo. 

Togo and Niger are selected as a top ten CO2 emitted countries during 1980 ·- 2015 

1. 7 Organization ofthe Study 

The contents of this study are divided into five main chapters. Chapter I outlines the 

various important contents of this research topic. The specific contents are; background 

of the study, statement of the problem, research questions and objectives, significance, 

scope and structure of the study and finally a summary of the chapter. Chapter 2 reports 
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the supporting theoretical and empirical literature and findings of past researches that are 

related to technology, affluence, population and CO2 emissions in a STIRPAT framework. 

Chapter3 provides methodology of the study. The results and findings of the study are 

presented in Chapter 4. Finally;Chapter 5 elaborates policy implications, recommemlation 

and limit«tion of the study.
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CHAPTER2 

LITERATURE REVIEW. 

2.1 Introduction 

This chapter provides the review of literature relevant to energy consumption, economic 

groMh, population and CO2 emissions. This chapter has been divided into thre~ mqin 

su:lv.ms. The first section provides the theoretical literature review on the energy 

consumption, economic growth, population and CO2 emis"ions. Thr second secfrin 

elaborates the empirical literature available on this issue. The third section explains th'° 

literature gap. Finally, the conclusion is presented at the end of the chapter. 

2.2 Theoretical Review 

2.2.l Traditional Neo-Classical Growth Model 

Energy consumption which is considered as a fundamental driver of output has significant 

role in economic growth and development. It is a vital component in economic growth 

either directly or as a complement to other factors of production. The traditional Neo­

classical growth model considers energy as intermediate inputs whereas land and labor as 

basic factors of production. Similarly, the biophysical and ecological view advocates is 

that energy plays an important role in income determination. Thus, the economies heavily 

dependent on energy use shall be significantly affected by changes in energy consumption 

(J.-H. Yuan et al., 2008). 
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Several prior studies have shown that energy consumption would likely lead to changes 

in CO2 emissions. The energy consumption is also often a key determinant of 

CO2 emissions. It is, therefore, worthwhile to examine the nexus between energy 

, eonsumption and CO2 emissions by considering them simultaneously in a modeling 

framework, Evidently, Ugur Soytas, Ramazan Sari, and Bradley T Ewing (2007b) 

investigated the dynamic relationship between energy consumption and CO2 emissions. 

They explored that CO2 emissions Granger cause income and energy consumption, A 

similar exercise was conducted by Ang, 2008 in France and Malaysia but the results 

indicated that energy consumption granger cause CO2 emissions in France and in Malaysia 

as well (Eddine Chebbi, 20IO) collected the Tunisian data to investigate the relationship 

between energy consumption and CO2 emissions. The results indicated that energy 

~onsumption stimulates economic growth and thus Granger causes CO2 emissions. In case 

uflndia. Ghosh (2009) investigated the causal relationship between energy consumption 

and CO2 emis;ions by incorporating investment and employment as additional 

determinants of CO2 emissions but reported no causality between energy consumption and 

CO2 emissions. 

Be lard and Abderrahmani (2013) examines the causal relation between energy 

consumption and CO2 emissions using the Chinese data. The findings of the study reveal 

that energy consumption Granger causes CO2 emissions which lead to environmental 

degradation. Using Turkish data Halicioglu (2009a) also reported feedback hypothesis 

between energy consumption and CO2 emissions. Similarly, Odhiambo 

(2010) reinvestigated the causality between energy consumption and CO2 emissions and 

also found unidirectional causality running from energy consumption to CO2 emissions. 
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The study of M. J. Alam, Begum, Buysse, Rahman, and Van Huylenbroeck 

(2011) examined the link between energy consumption, economic growth and energy 

pollutants in case of India. Their empirical evidence revealed the bidirectional causal 

relat;,mship between energy consumption .and CO2 emissions while neutral hypothesis 

existed between CO2 emissions and economic growth. 

In case of Bangladesh, M. J. Alam et·al. (2012) detected the causal relationship between 

these variables and opined that variables are cointegrated for the long run. Their results 

reported the presence of feed buck · ·hypothesis betweer, energy consumption and 

CO, emissions, while unidirectional rnc1s,dity is found running from COz emissions to 

~nergy consumption. In case of Greece. :;harif Hos,ain (201 I) investigated the causality 

between energy intensity, inc,}rne dnd CO, emissions and concluded the existence of long 

run 1elati0nship between the series The unidirectional causality 1s found rnnning fror,' 

economic growth to energy intensity and CO2 emissions, while feedback hypothesis exists 

between energy intensity and CO, emissions. In case of India, M. J. Alam et al. 

(2011) examined causality betwe(·n enerry consumption, CO2 emissions and economic 

5ro·.,th and they found that causality between CO2 emissions and economic growth is 

independent. .J. Park and Hong (2013) examined the relationship between energy 

consumption, economic growth and CO, emissions in case of Korea and found long run 

relation between the variables and noted unidirectional causality economic growth to 

CO, emissions. 
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2.2.2 Environmental Kuznets Curve (EKC) 

Relationship between economic growth and environmental degradation has been a widely 

discussed subject since the pioneering work of Nobel La1,m;ate eco_rn?mist Simon Kuznets 

{1955a). Kuznets found a relationship between per capita income and income inequality 

· as an inverted U-shaped curve. More precisely, if the per capita income increases. then 

the income inequality also increases at first and starts declining after. a. turning point. 

Hence, inverted U-shaped curve is found between per capita income and income 

inequality. Based on this idea studies like Grossman .and. Kr1:1egec ( I 991). Panayotou 

(1993) and Shafik and Bandyopadhyay (1992) also reported inverted U-shaped 

relationsh;p between GDP per capita and environmental degradation. The increase in 

economic growth initially hurts environment due to the lack of environmental laws and 

policies but stops hurting after reaching critical high-income level called EKC 

Existing studies including Cropper and Griffiths ( 1994), Grossman and Krueger { 1994), 

Hettige, Lucas, and Wheeler (1992). Martinez-Zarzoso and Bengochea-Morancho (2004) 

and Selden and Song ( 1995), among others investigated the relationship between income 

and emissions and validated the existence of the EKC. Recently, various studies validated 

the EKC using cross-sectional data, for instance. Lean and Smyth (2010) for ASEAN; 

Ozturk and Acaravci (20 !Oa), for Central America and commonwealth of independent 

states; Pao and Tsai (2010) for BRIC countries; Pao and Tsai (2011) for Russia; K.-M. 

Wang (2013) for 138 developing and developed countries. 
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2.2.3 Pollution Halo and Pollution Heaven Hypothesis 

The impact of FD! on the host country's environment has also been a subject of debate. 

 Two.corrflicting hypotheses have been presented in previous studies, the pollution haven · 

hypothesis and the pollution halo effect hypothesis. According to the halo effect 

hypothesis, the presence of foreign investors will spur positive environmental spill-overs 

to the host country (Albornoz, Cole, Elliott, & Ercolani, 2009) because MN Cs have more 

advanced technology than their domestic counterparts and will tend to disseminate cleaner 

technology that will be less harmful to the environment (Giirg & Strobl, 2005). · 

In contrast, the pollution haven hypothesis postulates that MNCs will look more into 

countries where environmental regulations are less strict (Cole & Elliott, 2005). This 

str«iegy m:gh, harm the environment i,1 the host country if the issue is not taken sefr,usly 

(Cole, Elliott, & Fredriksson, 2006). The results are both theoretically and empirically 

mixed (List & Co, 2000; Xing & Kolstad, 2002; Zarsky, 1999b). However, there is plenty 

of evidence suggesting that foreign MNCs tend to relocate the dirty industries in 

developing countries with lax environmental regulations rather than in develc,pcd 

countries, where the environmental regulations are very strict (Blanco et al., 2013; Brian 

R Copeland & Taylor, 2003). Therefore, depending on the nature of and the motives 

behind the 'vfNCs, FD! can cause more emissions in the host countries. The effect of FD! 

on GHG emissions in particular has also been a subject of debate in the extant literature. 

The previous studies such as Hoffmann (2002) and Hassaballa (2013) have provided 

coherent justifications for using GHG (particularly CO2) emissions as a proxy for 

pollution in general. This study argues that CO2 is a primary source of global warming, 
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and the variable is also highly correlated with such local pollutants as nitrogen oxide and 

Sulphur Dioxide. 

l..2.4 Malthus and Boserup's.School of-Thoughts 

The impact of population size on CO2 emissions has been a widely discussed issue among 

researchers. Generally, there are two different perceptions on the impact of demographic 

factors on the environmental quality. First; Griffith (1967) argue£ that pressure of 

population on the resources cause errvironmentai degradation while the second percef,tion 

is of Boserup's who claims that an increase in population encourages the emergence of 

technological innovations, which leads to a negative impact of population size u,, :he 

environment (Boserup, 1965b, 1981). In particular. Boserup deems a high population 

density to be a prerequisite for technological progress in agt iculture. Accordingly, 

Malthusian scholars predict that the impact of population on greenhouse gases is more 

than proportional, while Boserupian academics state that this relationship does not exist 

or, if it does, it has a negative elasticity. 

2.2.5 STffiPAT Model 

A. Shi (2003), concerns over the impact of population pressure on environmental quality 

can be traced back to concerning about population change and natural resource scarcity. 

There are two different perspectives on the impact of demographic grov.1h on 

environmental quality: the Malthusian tradition and the Boserupian approach. The 
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Malthusian tradition claims that environmental degradation takes place because of the 

pressure that the population puts on resources (Malthus, 1967). In contrast, the Boserupian 

perspective (Boserup, 1965a) holds that a population increase stimulates the appearance 

·of.technological innovations, which attenuate the negative impact.on·the environment. In 

· particular, Boserup considers a high population density to be a prerequisite for 

.technological progress in agriculture. Consequently, Malthusian scholars predict that the 

impact of population on greenhouse gases to be more than proportional, while Boserupian 

academics state that this relationship does not exist or, if it does, .it has a negative elasticity. 

 Ehrlich and Holdren (1972) was firstt0 use !PAT to describe how our growing population 

sontributes to our environment, both positively and negatively. This took the form of an 

equation combining environmental impact(!) with population size (P), affluence (A, per 

capita consumption or production). and the level of environmentally damaging technology 

(T, impact per unit of consumption or production), known a~ I= PAT. (Chertow, 2000) 

reviewed the history of !PAT equation and its variants. This equation is a widely 

recognized furmula for analyzing the impact of the population on environ!Ilent (Harrison 

and Pearce, 2000), and is still used for analyzing the driving forces of environmental 

change (York, Rosa, & Dietz, 2003). 

Waggoner and Ausubel (2002) revised this model by disaggregating T into consumption 

per unit of GDP (C) and impact per unit of consumption (T) so that 1 = PACT and they 

renamed it lmPACT. The main aim of the ImPACT model is to identify the key factors 

that can be changed in order to reduce environmental change and to identify some factors 

influencing those keys factors (York et al., 2003 ). 
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There is some controversy ahout I= PAT. Schulze (2002) proposes adding Behavior (B) 

into I= PAT, creating I= PBAT. He argues that people have many effective fashions, 

such as the change of their own behavior, in addition to reducing affluence or applying 

more efficient technology to reduce its environmental impact. But Schulze's approaeh has 

been subject to some criticisms. Diesendorf(2002) argues that some aspects of behavior 

are implicitly involved in each factor in the right-hand side of the equation I= PAT. 

Thus, B could only inclnde those aspects of behavior that are not already included 

in P, A and T. and as such, Bi, very difficult to define precisely. However, whether usmg 

the model I= i'Kf, J ,~ PBAT, :.Jr'= PACT, '-'✓C get the proportionate impac1 of

environmental change by changing one factor and s1multaneou,ly holding other factors 

constant. This is tlleir fatal limitation. To overcome the limitation of these models, (York 

et al., 2003, reformulate !PAT Into a stochastic model, naming it STIRPAT (for Stochastic 

Impacts by Regressi011 on ?oplllation, Affluence, and Technology), m order to analyze 

the non-proportionate impact of population on environment. 

I-u11hermorc, York el al. (2003) intr0du~e the concept of ecologicai elasticity in order to 

analyze environmental questions further. Ecological elasticity (EE) refers to the 

responsiveness or sensitivity of environmental impacts to a change in any of the driving 

factors. Thus. we can calculate the EE of any of the driving factors. The term population 

elasticity of impact (EEIP) refers to the responsiveness of an environmental impact to a 

change in population size. The term affluence elasticity of impact (EEIA) refers to the 

responsiveness of an environmental impact to a change in economic measurement of 

affluence (e.g., per capita GDP or GNP). The coefficients band c in model (2) are 
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respectively the EEIP and EEIA. York et al. (2003) did not discuss technology elasticity 

of impact because ecological elasticity is not applied to technology, and because no single 

operational measure of T is free of controversy. 

2.3 Empirical Review 

2.3.1 Review OF Empirical works based on the STlRPAT Model 

The STIRPAT method has been applied by several scientists to investigate the effects of 

driving forces on pollutant emissions. For instance; York et ~I. (2003) study a non-linear 

relationship between emissions and factors such as population, urbanization ,nd e,conomic 

growth for 142 nations and find a positive relationship between emissions a1,d th•e 

independent variables. In a similar study, York et al. (2003) conclude tl1at the elasticity of 

CO, emissions with respect to population is close to unity. Y. Shi and Massaguc 

(2003) finds " direct relationship between population changes and emissions in 91 

countries over the period from 1975 to 1996. Using a sample of86 countries during the 

period from 1971 to 1998, Cole and Neumayer (2004) study tht effects ofpopulatio1 si,e 

and several other demographic factors, including age cornpositio,,, t!,e urbamzatiori rate 

and the average household size, on CO, and sulphur dioxide (SO,) emissions. The results 

indicate that there is a U-shaped association between population size and SO, and a 

positive association between the urbanization rate and CO, emissions. Moreover, a higher 

average household size is found to decrease emissions. In contrast, a negative relationship 

between urbanization and CO, emissions is found by Fan, Liu, Wu, and Wei (2006) for 

developed countries over the period 1975 to 2000. The same result is obtained by These 

authors analyses the determinants of CO, emissions during the period of 1975 to 2003 and 
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demonstrate that although the elasticity of emission-urbanization is positive m low­

income countries, it is negative in middle upper and high-income countries. 

S. Lin, :Zhao, and Marinova (2009) add urbanization and industrialization-factors to the 

· basic model and name the new model STIRPUrlnAT. These authors use this revised model 

to analyses environmental impacts in China from 1978 to 2006 and find that the population 

had the largest potential effect on environmental impact, followed by the urbanization 

level, the industrialization level, GDP per capita and the energy intensity. Similar to the 

study of Fan et aL (2006), a study by Poumanyvong and Kaneko (20 I 0a) considers 

different development stages anct provides evidence of positive effects of 'populatirn, 

affluence anct urbanization on CO2 eniissions for all income groups, low, middle and high. 

Considering aggregate CO2emissions and CO2 emissions from transport for 17 developed 

countries covering the period from 1960 to 2005, Brant Liddle and Lung (20 I 0) reKR; 

that the total population and economic growth positively influence these two types Jf 

emissions. However, urbanization has a positive and significant impact on only CO2 

emissions from transport. When improving this study by performing utiit root and 

cointegration tests, Brant Liddle (2013) finds positive associations between GDP pe1 

capita and CO2 emissions from transport and between the total population and CO2 from 

transport. Using a panel of 29 provinces in China from 1995 to 20 l 0, C. Zhang and Lin 

(2012a) show that population, affluence, industrialization and energy intensity increase 

CO2 emissions for the whole sample, whereas the results are different across the different 

regions. 
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This section will be divided into three sub sections. The first section explains the past 

studies related to energy consumption (total energy consumption, renewable energy 

consumption and non-renewable energy consumption) and CO2 emissions. The second 

section illustrates the prior literature related to economic growth (GDP growth, financial 

development, international trade; -FDI and industrial production) and CO2 emissions. 

Finally, the third section discusses the previous literature on the population size 

(population size, urbanization and population density). 

2.3.2 Energy Consumption and CO, Emissions 

This study utilized three different measurements of energy consumption such as total 

energy consumption, non-renewable energy consumption and renewable energy 

consumption to explore the relationship with CO2 emissions. In the following sectio~s this 

study reported studies on the relationship between total energy consumption, non­

renewable energy consumption and renewable energy consumption and CO2 emissions. 

2.3.2.I Total Energy Consumption and CO2 Emissions 

Energy plays an essential role in economic growth. According to traditional neo-classical 

growth model, energy is an intermediate whereas land and labor are basic factors of 

production. Thus, the economies heavily dependent on energy use are significantly 

affected by changes in energy consumption. Though energy consumption plays a vital role 

in economic growth, it also hurts the environment by emitting CO2 emissions. Hence, an 
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extensive use of energy to enhance economic growth and their impact on environment are 

the interlinked problems for sustainable development. 

·:he relationship between energy consumption and econom,c growth,,as well as ec,,snomic 

growth and CO2 emissions got substantial attention from the, researchers i11.the last two 

decades. Afier I 970's energy crises, several studies such as Kraft and Kraft ( 1978), 

Aka,ca and Long II (1979), Akarca and Long (1980) and Yu,and Choi (1985) investigate 

thai en~rgy consumption is one of the main factors of production and have pcsilivc 

sivn,iicJnt ~ffect the economic growth of host ·country<." The JJaSt studies showed 

,-,,~,PP1fr;us and ambiguous results which may not be suitable for lucid and p,olorig ;1c•l1cy 

;mpl!catior1 across counlries. The review of past literature found that most of the studies 

pay attention eithe, un the nexus of energy consumption - economic growth 01 ewnumic 

gruwth •· CO2 emissions where iittle effort has been made to test !hes~ :we, liilks c,n-:e, :he 

.,:imc framework. The study of Ugur Soytas, Ramazan Sai·i, ,,nd Brndlcy T. Ewi11g (2C07a) 

mentioned the criteria to evaluate the energy consumption - economic growth and 

economic grnwth-- CO, emissions nexuses. The study argues that ifttiere is unidirectional 

~.rnsality running from CO2 emissions to economic growth then the relationship may be 

.;uch that emissions occur during production and, as a result, income rises. In contrast, if 

there is unidirectional causality running from economic growth to CO2 emissions, the 

relationship may be referred to as an Engel curve for an economic bad. Further, upon 

existence of bidirectional causation the variables directly affect each other and there is a 

feedback effect too. 
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The study of Ang (2007a) examined the relationship between energy consumption, CO2 

emissions and output in France from the period 1960-2007. The results of Granger 

causality reveal that economic gro¼th exerts casual influence on energy consumption as 

· weHas COz emissions in the long run and energy consumption cause economic growth in 

short run. The findings suggest that the higher the economic growth the more is the . 

demand for energy, resulting in an increase in C(h emissions in France. Similar results 

have been found by Hwang and Yoo (2014) in Indonesia and Joo, Kim, and Yoo (2014) 

in Chili. James B. Ang (2008) also conducted a study on Malaysia and the results of 

VECM imply that economic gro,,ti, of Malaysia significantly contributed to' pollutant · 

emis,ions and <:,1ergy consumrtir••• during the l 971 1999. In Malaysia, it is not surprising 

that an increa~~ :r, pollutam level indu~es economic if much energy inputs have been 

consumed 'in the production w promote h~aV)· industry since an extensive energy 

consumption results in an increase in polluiion. 

Similarly, Soytas et al. (2007a) examined the linkages among economic gro¼th, energy 

consumption and CO: emissions drn i,,c J 960-2004 in the US. The study applied multipie 

econometric techniques such as Toda-'.: an1amoto (TY), variar,ce decompositions and 

generalized impulse response in a multivariate framework. Their findings suggested that 

energy consumption is the main source of CO2 emissions but it does not have any 

relationship with economic growth in case of the US. Since there is no evidence of 

relationship between energy consumption and economic gromh, reduction in energy 

consumption will not hurt the economic growth. The results suggested that the US should 

decrease the energy consumption or formulate alternative policies such as switching over 

to renewable energy consumption, or decrease energy intensity as well as increase the 
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consumption of cleaner energy to encounter the CO, emissions. Furthermore, Soytas and 

Sari (2009) studied the causality between energy consumption and pollutant emissions in 

Turkey. The results of the study suggested that there is strong evidence of relationship 

between energy consumption and economic grov,th but the increase in energy 

consumption was caused by CO, emissions in Turkey during 1965 - 2004. Another study 

on Turkey by Ozturk and Acaravci (2010a) .explored the long run relationship between 

energy consumption and economic growth by using ARDL testing over the time period 

1968 -- 2005. The results were in favor of long run relationship among all proposed 

variables at five percent significance levchn Turkey during this period. The study of 

Ozturk and Acaravci (20 I 0a) did not support the results of Soytas and Sari (2009) and 

Agan, Acar, and Borodin (2013) in case of Turkey. The inconsistency in the results ofrhr 

same countiy might be due to different methodologies and time periods. It is 1iot possible 

to formulate dear economic and environmentai policies in the case of such con!radrctcry 

results. However, these inconsistent and contradictory results open new horizon to 

reinvestigate the relationship in case of energy consumption and pollutant emissions. 

Apergis and Payne (2009a) examined the relationship between energy consumption and 

CO, emissions among six Central American countries during 1971 - 2004. The results 

show that in short run both energy consumption and economic growth significantly affect 

CO, emissions. According to authors, these results are not surprising since energy 

consumption is a complement of production. The results demonstrate that energy 

consumption affect CO, emissions both in long run and short run. However, with the 

increase in economic growth, CO, emissions decline. Nicholas Apergis and James E. 

Payne (20 I 0) also extended the work of Ang (2007a) and explored the relationship among 
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economic growth, energy consumption and C01 emissions from l 992 - 2004 in 11 

commonwealth countries. The lm, Pesaran, and Shin (2003) panel unit root test was used 

to test stationarity and FMOLS proposed b.y Pedroni (200 l) was applied to test the co­

integration The results of the study suggest that energy :conwmption has.a significunt 

contributio11 to increase CO2 emissions. 

The study of Ozturk and Acaravci (2010a) presented comprehensive analysis on the 

rdationship between energy consumption and CO2 emissions. The study utilized panel 

data from 1960 -- 2005 of 19 European countries including Austria,· Belgium, Denmark, 

Finland, Prnnce, Gtrmany. Greece, Hungary, Iceland, !ta!y, Luxembourg, Netherlands. 

No1wa), Portugal, Sweden, Switzerland and CK. The results ofb.ound test explain that 

a,, increase in the consumption of energy per capita, per capita GOf' and square of per 

capita GOP contribute to CO2 emissions in Denmark, Germany, G•cc:c~, fr.eland, 1tal:,, 

Portugal and Switzerland whereas in rest of the countries it ,hows illsignificant 

relationship. 

Furthermore, Feng, Sun, and Zhang (2009) explored the causality among ~ncrg, 

consumption, economic growth and CO2 emissions in China from 1960 - 2007. The 

results of multivariate framework suggest that energy consumption and economic growth, 

energy consumption and CO2 emissions are complements.of.each other. The increase in 

energy consumption leads to economic growth and CO2 emissions as well. Therefore, the 

government of China can pursue conservative energy policy and CO2 emissions reduction 

policy in the long run without impeding economic gro\\th. The results are consistent with 

the study of Chang (2010) in China over the period 198 l - 2006. In addition, Fei, Dong, 
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Xue, Liang, and Yang (2011) also conducted study in China by applying dynamics 

Ordinary Least Square (DOLS) test over the period 1985 - 2007. The results suggest that 

there is cointegration between GDP per capita and energy consumption. The Granger 

causality- results show that energy consumption causes economic growth and CO2,_

emissions as well. For example, one percent increase in GDP -per capita causes 0.48 

percent and 0.41 percent increase inenergy consumption and CO2 emissions, respectively. 

Furthermore, in case of China, the most recent study on this issue has been conducted by 

(S. Wang, D. Zhou, P. Zhou, and Q. Wang (201 la)) by utilizing panel VECM and data 

over the period 1995 - 2007. A long run relationship shows comparable results as in the ·

studies c,f C Zhang and Lin (2012a) and BelaTd and Abderrahmani (2013). However, 

causality results are totally different from all previous studies in case of China. The results 

also suggest that there is bi-directional causality between energy consumption and CO2 

emissions as well as energy consumption and economic growth. 

The dynamic interrelationship in the output-energy-environment nexus is analyzed by 

applying panel co integration technique and panel Granger causality link in the short run 

and long run time scale. There are many studies which suggest that panel-based tests are 

more accurate than individual series based tests for a short span of data (Al-Iriani, 2006). 

However, in the panel, it is difficult to apply one result on all other countries where 

economic structure is different from each other. For example study of Pao and Tsai (2010) 

explored the potential determinants of CO2 emissions in case of Brazil, Russia, India and 

China over the period 1990 - 2005. The results of panel Granger causality revealed that 

energy consumption and economic growth are the complements of each other whereas 

energy consumption and CO2 emissions also show the bi-directional causality. 
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Pao, Yu, and Yang (2011) explored the relationship between energy consumption, 

economic growth and CO2 emissions in case of Russia during the 1990 2007. The results 

of Johansen Maximum Likelihood (JML) and ·OLS show that all the variables are 

significant in case of Russia. The results of the study suggest that in order to reduce 

emissions and avoid having a negative effect on economic growth, there is a need to 

improve infrastructure to get better.energy efficiency. In other words, energy conservation 

is expected to increase the efficient use of energy; thus promoting economic growth and 

environ;nental quality. The results of this study are consistent with another study of the 

same authors Pao and Tsai (2011) in case of Brazil over the period 1980- 2007. 

There are several other studies that have been conducted in India on this issue, but the 

results are inconsistent. For example M. J. Alam et al. (2011) applied TY during 1971 -

2006 and explored that energy consumption leads CO2 emissions and do not have 

relationship with economic growth in India. Whereas, in another study, Vidyarthi (2013) 

applied Johansen cointegration approach and Granger causality and explores 1hat energy 

consumption leads to economic growth, a result opposite to the study of M .. L Alam et al. 

(2011). Another study of Yang and Zhao (2014) is the most recent study in case of India 

and shows results different from those in the study of M. J. Alam et al. (201 l) and 

Vidyarthi (2013). The study has used Granger causality test during the period of 1970 -

2008 and suggest that all the variables are jointly causal to each other. 

There are several other studies that have been conducted on the panel of different countries 

on this issue and found different results. A panel study has been conducted by (Saboori, 
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Sapri, and bin Baba (2014)) on the OECD countries over the period 1960 - 2008. The 

study utilized FMOLS to confirm the long run relationship among all variables. The 

results .suggest that energy consumption and ec.onomic growth as well as energy 

· consumption and CO, emissions are complement to each.other. Whereas, Al-mulali, Lee, 

Hakim Mohammed, and Sheau-Ting (2013) used Canonical Cointegration Regression 

(CCR) over the period 1980 -2008 in Latin American Caribbean Countries and found 

similar results. Salahuddin and Gow (2014) also explored that an increase in ecot,omic 

growth will increase tht> demand of energy which cause CO2 emissions in all GCC 

countries. Sim;Jarly, Oml'i (2013) applied GMM in the period 1990·- 2011 £nd·the results 

..,f l4 - Middle East ?ntl North Africa (MENA) countries shows same results a;, lllGse ,,f 

Sulahuddin and Oosv (2014). The dentioned studies have discussed previous lite,ut,-rc 

reiakd to energy consumption, economic growth and CO, emissions. It has been observeo 

that whether it was ~ single country study or panel studies, each applied d:ver<\ing 

econometric techniques, but results were found inconsistent in each case. 

2.3.2.2 !lionrenewablc Energy Consumption and CO2 Emissions 

There are several studies that incorporate non-renewable energy consumption beside total 

energy consumption to investigate the relationship between economic growth and CO2 

emissions. The energy that comes from fossil fuels such as oil, coal and gas are commonly 

known as non-renewable energy. In fact, major part of energy comes from fossil fuels 

consumption which leads to rapid increase in GHG emissions and consequently global 

warming. This global nature of energy challenges needs to decrease and an efficient use 

of non-renewable energy resources. The continuous increase in GHG due to fossil fuels 
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consumption has encouraged many countries to find alternative sources of energy that can 

meet their increasing demand of energy and save the environment. A decrease in the 

dependency on. fossil fuels and an increase in the utilization of renewable energy 

. consumption need proper policy formulation. The economic growth of many countries . 

depends on fossil fuels consumptio1i, for.example, Bloch, Rafiq, and Salim (2015) 

explored that economic growth of China depends on coal consumption. Although coal 

consumption of China hurts the environment by emitting high level of CO2 emissions but 

a direct reduction in the consumption may negatively affect economic growth. 

Malaysia is one of the fastest growing countries in the ASEAN region. The rapid growing 

industries increase the demand of energy and 95 percent energy comes from the fossil 

fuels including oil, gas and coal which lead to pollutant emissions. The study of Azlina 

and Mustapha (2012) explored that huge consumption of non-renewable energies 

contributes in GHG emissioirs in case of Malaysia. Similar results have been found by 

Saboori, Sulaiman, and Mohd (2012a) during the period 1980 - 2009. Furthennore, 

inaustrial output and evolution towards export- oriented technologies in the ASEAN 

region have put more pressures on the amount of energy consumed. According to World 

Bank (2014), 90 percent of the energy requirement is met by the non-renewable energies 

which results in CO2 emissions in the region. Additionally, Saboori and Sulaiman (2013) 

explored that although energy consumption contributes to the economic growth but it is 

also a main source of CO2 emissions in most of the ASEAL"f countries. Similar results have 

been found by Arouri, Ben Youssef, M'Henni, and Raul! (2012) in case of MENA 

countries. In contrast, the most recent study on ASEAN region Heidari et al. (2015) found 
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that there exists no relationship between energy consumption, economic growth and CO2 

emissions during the time period of 1980 - 2008. 

On the other hand, Shafiei and Salim (2014) explored th!'·effectofnon-renewable energy 

consumption on economic growth based on neoclassical economic griJV>1h model in case 

of29 OECD countries during 1980 201 I. The main findings of the study show that there 

is bidirectional causality between non-renewable energy consumption and economic 

growth. The results confirm the feedback hypothesis, which entails that a high level of 

economic: growth leads to a high level of non-renewabk energy consumption and vice 

versa in case of 29 OECD countries. Although, non-renewable energy consumption 

contributes to the economic growth, but it also causes the increase in CO2 emissions 

(Bollik & Mert, 2014; Farhani & Shahbaz, 2014). 

Moreover, fossil fuels specially coal consumption is a n,uin source of CO2 em1Ssions. 

T.hus, countries where a large portion of energy comes from coal consumption are emitting 

more pollutants (!EA, 2014). Menyah and Wolde-Rufael (2010b) explorec' 1h~ 

relationship between energy consumption, economic growth and CO2 emissions in ceis~ 

of the coal abundant country South Africa over the period !965 2006. The TY causality 

test shows expected results that coat consumption in South Africa is although important 

for economic growth, but it also produces high CO2 emissions. 

Coal is one of the major types of fossil fuels energy playing a vital role in the economic 

growth of the host countries. The study of Satti, Hassan, Mahmood, and Shahbaz (2014) 

explored the relationship between coal consumption and economic growth of Pakistan 
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during 1974- 2010. The results ofVECM test show that coal consumption has positive 

effect on economic growth. The authors explain that the results of this study are not 

surprising since coal is a main source of energy consumption in Pakistan. Further, they 

also examined the relati0nship between coal consumption, econofuic.growth and CO2 

emissions.· The results. of Granger cau,ality show that there is bidirectional causality 

between coal consumption and economic growth in China. Since coal is the main source 

 . .of electricity generation in China the decrease in coal consumption without appropriate 

policy may cause adverse effect on economy of China. Bloch, Rafiq, and Salim {2012) 

·alsn found bidirectional causality between coal consumption and economic growth in case 

)! China during 197'7 2fill8 On the 0ther hand, Menyah and Wolde-Rufael (2010t,} 

revisited the casual relation~hip b,,t,•.·ecn co1i consumption and economic growth for si: 

major coal consurne1 countries. The results of VAR and TY causality test showed 

:,pidirccti0nal causality running !hm .:,oal consumption to economic growth in India and 

Japan. while the reverse, that is, economic growth to coal consumption in ChiHct ind 

Korea. However, bidirectional causality is found between economic growth and coal 

consumption in case of the US and Soutb 0,frica during the period 1965 - 2005. Ir, 

addition, Asghar (2008) used ECM ~nd TY causality test for the period 1971 - 2003 and 

explored that there is unidirectional causality running from coal consumption to economic 

grm,th in case of Pakistan. 

'!be study of Bloch et al. {2015) explored the relationship between oil, coal and economic 

growth using both supply side and demand side framework. The ARDL and VECM test 

were utilized to investigate both short run and long run relationship. The results show that 

coal and oil positively contribute to Chinese economy during 1977 -· 2013. Oil is one of 
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the main fossil fuel and source of energy especially in developing countries. Therefore, 

conservation policies could hurt the economic growth, The study of (Shahbaz, Sbia, 

Hamdi, & Ozturk, 2014) investigated that oil consumption and CO2 emissions depend on 

each other in case of Malaysian economy during 1965 20 I I. The study also ·suggests 

that since Malaysian economy is based •on oil consumption, a direct reduction in the 

consumption of oil may cause adverse effect on the economy. Similarly, Wandji (2013) 

applied Granger causality and found unidirectional causality between oil consumption and 

ee-onomic growth in case of Cameroon. In addition, diesel is another type of fossil fuel 

which is nonnally used in transportation sector. Although proportionately the share of 

diesel among other fossil fuels is smaller than other fuels hut still it is an important source 

of energy and contributes to the economic gro\\th. The study of Lean and Smyth (2014) 

utilized ARDL and finds that diesel positively contributes to the Malaysian economy 

during 1980-20 IL Thus, in this regard government should make sure the supply ofdksel 

for strengthening the economy. 

The environmental protection. is another important challenge for the policymakers 

especially for a highly oil dependent economy such as Saudi Arabia. The oil is one of the 

major fossil fuels which emit high CO2 emissions in the world. The I 00 percent of energy 

consumption in Saudi Arabia comes from the oil consumption. There are only two main 

studies including Alshehry and Belloumi (2015) and K. Alkhathlan, M. Q. Alam, and M. 

Javid (2012b) which examined the factors of CO2 emissions in case of Saudi Arabia. K. 

Alkhathlan, M. Alam, and M. Javid {2012a) used ARDL and VECM for the purpose to 

investigate long run relationship among all the variables over the period 1980-2008. The 

results imply that energy consumption and economic growth have positive and significant 
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relationship. The energy consumption leads to a more economic growth and CO2 

emissions over the time period 1980 - 2008. Whereas, the most recent study Alshehry and 

Belloumi (2015) got almost comparable results.as (Alkhathlan et al., 2012a) in case of 

Saudi Arabia. 

Furthermore, Tamba, Njomo, Limanond, and Ntsafack (2012) applied Granger .causality 

test and found similar results in case of Cameroon during 1975 ~ 2008; The results ofS.­

Y. Park and Yoo (2014) and (Wandji, 2013) supported the findings of AI-Mulali (2011) 

in case of MENA region; C.-C. Lee and Chiu (20 l l) in 6-developed countries; Abosedra, 

Dab, and Ghosh (2009) in Lebanon; Asghar (2008) in Nepal and·(Zamani, 2007) in case 

oflran where oil consumption play a crucial role in the economic growth. 

Additionally, natural gas is another type of fossil fuel but as compared to other sou,ce, 

such as oil and coal it contains fewer CO2 emissions. The previou;, literature shows that 

natural gas has contributed positively to the economy of the host countries. For example 

Shahbaz, Arouri, and Teulon (2014) explore the relationship between gas consumption 

and economic growth in Pakistan. The results of ARDL testing approach show that there 

is bidirectional causality between gas consumption and economic growth. These results 

support the findings of Shahbaz, Lean, et al. (2013) in case of Pakistan; Nicholas Apergis 

and James E Payne (2010) in panel of 67-countries and Zamani (2007) in Iran. 

Additionally, Asghar (2008) and J.-L. Hu and Lin (2008) found unidirectional causality 

running from gas consumption to economic growth in case of Bangladesh and Taiwan, 

respectively. Given that natural gas constitutes the primary source of energy, the 
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conservation policies could harm growth and, therefore, it requires the policy makers to 

improve the energy supply efficiency as well as explore new source of energy. 

2.3.2.3 Renewable Energy Consumption 

There are several .studies that •incorporate renewable energy consumption beside non­

renewable energy consumption and total energy consumption to investigate the 

relationship with economic growth and CO2 emissions. The energy that comes from 

various· s<,uree5 such as biomass, wood, tide. wave, solar and wind is commonly known 

as renewable energy. The renewable energy is environment friendly, safe and unlimited 

as compared to fossil fuels energy. Consequently, a rapid increase in the world demand 

and consumption of renewable energy has been recorded. According to !EA (2014), 

renewable energy generation shows continuous increasing trends, it has increased 18 

percent, 21 percent and 22 percent in 2007, 2012 and 2013, respectively. 

Ben A'issa, Ben Jebli, and Ben Youssef(2014) investigated I I-African countries durmg 

the period 1980--2008. The results ofFMOLS show that renewable energy consumptioP 

is positively related with economic growth in 11-African countries. Furthermore, 

Robalino-L6pez, Mena-Nieto, and Garcia-Ramos (2014) and Nicholas Apergis and James 

E Payne (2010) also found similar results with the addition that renewable energy not 

only positively affect the economic growth but also helps to reduce CO, emissions in case 

of Ecuador and 20 - OECD countries. Slightly different results have been found by B. Lin 

and Moubarak (20 I 4) in case of China. The study utilized time series data from I 977 

201 I and ARDL test to confirm the relationship and direction of causality between 
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renewable energy consumption and economic growth. The results show that increase in 

renewable energy contributes to the economic growth and vice versa. and there is no 

evidence ofrelationship between renewable energy consumption and CO2 emissions. The 

findings of Sebri and Ben-Salha (2014} in case ofBRlCS countries during 1971 20IO 

support the resuhs of(B. Lin & Moubarak, 2014). 

Whereas, the results of Apergis and Payne (2009a) suggested that renewable energy 

consumption does not have any relationship with economic growth in the US during 1949 

- 2006. \!/bile comparing previous studies, Farhani and Shahbaz (2014) implied different 

results. The ~tudy applies FMOLS and DOLS for the period 1980 2009 and investig?\es 

that both renewable and non-renewable energy consumptions contribute to mitigate CO, 

emissions in MENA region countries. These results imply that further reductiuns of CO2 

emissions might be attained at the cost of economic growth. Further due to expa,,sion of 

the production for rapid economic development these countries are consuming more 

energy, which results in more pollutant emissions. Thus, it is very crucial to fonnulate 

CO2 emissions control policies in the whole region with respect to energy consumption 

for the sustainable development. 

Ocal and Asian (2013) applied TY causality and ARDL test to explore the relationship 

between renewable energy consumption and economic growth. The results show that 

renewable energy consumption negatively affects the economic growth of Turkey during 

the time period of 1990 2010. The results of the study suggest that renewable energy is 

an expensive source for developing countries, as abundant research studies have revealed 

that increase in income is a vital supporter behind increased renewable energy 
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consumption. Although this does not mean that energy consumption is not vital for 

Turkish economy, it could be stated that the role of renewable energy consumption is 

relatively smaller than the other sources. Also, this result has vital consequences regarding 

policy, as it suggests that renewable energy limitations do hot.seem to clamage economic 

growth iri Turkey. In addition, another study Menyah and Wolde-Rufael (201(:)b) explm·ed 

that there is no evidence of relationship between renewable energy consumption and 

economic growth in case of US during 1960-2007. Whereas, Menyah and Wolde-Rufael 

(201 Ob) argued that renewable energy consumption has not reached a level where it can 

make a significant contribution to emissions reduction. 

Several studies examine that different types of renewable energy such as nuclear, wind, 

thermal, solar and hydro are positive contributors to the economic growth anct are 

·1egatively related to poilutant emissions. For example, Omri, Ben Mabrouk, and Sassi­

Tmar (2015) examined the relationship between nuclear energy and economic growth in 

case of 17 - developed and developing countries. The study utilized two-stage least 

squares (2SLS), three stage least squares (3SLS), and the G~fM for the period 1990 -

2Cl l and explored that nuclear energy contributes to the economic growth of these 

countries. Similarly, results of Al-mulali, Fereidouni, and Lee (2014) suggested that 

nuclear energy consumption contributes to the economy as well as encounter the pollutant 

emissions in 30 major nuclear energy consuming countries: This result supported the 

findings of (Menyah & Wolde-Rufael, 201 Ob) in case of the I.JS during 1960 - 2007. 

Additionally. Chang (2010) through Meta-Analysis explore that nuclear energy 

consumption and economic growth have bidirectional causality in G6 countries. Further, 

C.-C. Lee and Chiu (2011) used TY causality test and explored that there is bidirectional 

53 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

causality between nuclear energy consumption and economic grov.th in Canada, Germany 

and the UK but did not find evidence of relationship in France and the U.S. The same 

authors Lee and Chiu (201 lb) founded same results of no relationship in six developed 

countries for.the period of 1971 - 2006. Whilt comparing with the other.studies Wolde;.:

Rufael and Menyah (20 I OJ explore different results and suggest that although nuclear 

energy consumption helps to reduce the pollutant emissions specially CO2 but it also hurts 

economic grov.th in nine developed countries during 1971 - 2005. 

Similarly, numerous studies utilized different econometric techniques in various single as 

well as panels of countries over different periods. The findings of these studies suggest 

that renewable energies are contributors to the economic growth ~nd help tc reduce 

CO,emissions (Bela,d & Abderrahmani, 2013; Bilgili, 2012; Ohler & Fetters, 2014; 

Ozturk & Bilgili, 2015; Polernis & Dagoumas, 20 l 3; Yildirim, Sara9, & Asian, 2012; Zeb, 

Salar, Awan, Zaman, & Shahbaz, 2014). In contrast, Halkos and Tzeremes (2014) used 

least squares cross-section validation approach for the period 1990 - 2011. Their results 

suggested that although electricity comes from renewable source contributing to economic 

growth of advance economies, but there is no such relationship existing in developing 

economies. Similarly, Bilgili (20 l2) founded that biomass mitigate CO2 in the US during 

the period 1990-2010. 

2,3,3 Economic Growth and CO, Emissions 

Environmental degradation due to rapid economic growth and extensive energy 

consumption are the interlinked problems. There are several macroeconomic factors that 
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increase the demand of energy consumption and consequently hurt the environment by 

producing CO2 emissions. The energy utilized for production and transportation purpose 

mainly comes from the fossil fuels which increases the CO2 emissions. Shafiei and Salim 

(2014) investigated that the -different sectors emit· different levels of pollutants while 

consuming energy. The study of Mairet and Decellas · (2009) eXplored that energy 

consumption in the service sector produce less CO2 as compared to energy consumption 

in the industrial sector. ln addition, several studies including Jayanthakumaran, Venna, 

and Liu (2012), Kasman and Duman (2015) and Kohler (2013a) scrutinized the 

de>tenninants of CO2 emissions. These studies ·investigate that factors including trade, 

industrial production, FDI, GDP per capita, service·sector contribution to GDP, fmancial 

development, tourism and poverty are the determinants of CO2 emissions. 

Global warming has also been the subject of debate among researchers for the past ihre<' 

decades. The GHG emissions resulting from the human activities have been claimed l0 be 

 the major cause of this development (Al-mulali & Che Sab, 2012; Jalil & Mahmud, 2009; 

Sharma, 2011). According to previous studies, energy consumption and level of economic 

development are among the most important causes of increased GHG emissions. This 

section of study reports the previous literature based on macroeconomic factors, energy 

consumption and CO2 emissions. 

The first stand of the researchers focuses on the relationship between economic growth 

and environmental degradation which has been a widely discussed subject since the 

pioneering work of Nobel Laureate economist Simon Kuznets found a relationship 

between per capita income and income inequality as an inverted-U-shaped curve. More 
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precisely, if the per capita income increases, then the income inequality also increases at 

first and starts declining after a turning point. Hence, inverted U-shaped curve is found 

between per capita income and income inequality .. Based on this idea studies like 

 Grossman and Krueger (1991), Panayotou (1993) and Shafikai1d Bandyopadhyay (1992) 

also reported inverted U-shaped relationship between GDP per capita arid.environmental 

degradation. The increase in economic growth initially hurts environment due to the lack 

of environmental laws and policies but stops hurting after reaching critical high-income 

level called EKC. The possibility to explain inverted U-shaped relationship between 

economi<: growth and environmental degradation is based on three different channels that 

 have been explored by Davie] I. Stern (2004). 

Existing studies including Cropper and Griffiths (1994), Grossman and Krueger (1994), 

Hettige et al. ( 1992) and Selden and Song ( 1995), among others investigated the 

reli'iionship between income and emissions and validated the existence of the EKC. There, 

are several studies that have empirically investigated the existence of EKC between 

environmental degradation and different economic and demographic variables by using 

single countries and panel data (Galeotti & Lanza, 1999; Grossman & Krueger, 1994; 

Halicioglu, 20096; Kearsley & Riddel, 2010; Selden & Song, 1994; Shahbaz, Khraief, 

Uddin, & Ozturk, 2014; Shahbaz, Lean, & Shabbir, 2012; Shahbaz, Mutascu, & Azim, 

2013) .. For instance, Dijkgraaf and Vollebergh (2005) find a statistically significant 

turning point and confirm the inverted -· U shaped pattern for 11 out of 24 OECD 

countries. The study of Martinez-Zarzoso and Bengochea-Morancho (2004) analyzed 22 

OECD countries using a pooled mean group estimator and provide evidence of an N­

shaped relationship for the majority of these countries In contrast, X. Liu (2005) studies 
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24 OECD nations using pane I data and finds that the EKC exists for CO2 emissions. 

Similarly, the evidence supporting the EKC is found by Galeotti, Lanza, and Pauli 

(2006) for the OECD countries from 1950 to 1998. Canas, Ferrao, and Conceicao 

(2003) also find an inverted U 0 shaped relationship for I 6 industrialized countries for the 

period from 1960 to 1998. 

Considering nuclear power generation, Richmond and Kaufmann (2006) investigated the 

EKC for CO, using panel data for OECD countries and note that there is limited support 

for the EKC in the case of OECD countries. Iwata et al. (2011) also take into account 

nuclear energy and find poor evidence in support of the EKC hypothesis in the cases of 

11 OECD countries. However, seven! studies examine the validity of EKC by using 

different variables. For instance, Sadorsky ('.WIO) links the existence of EKC between 

environmental. degradation a11d financial development, Luzzati and Orsini (2009) 

examines the same with enc, gy consumption, Fodha and Zaghdoud (2010) with economic 

growth, Shafiei and Salim (2014) with financial development and Shahbaz, Khan, and 

Tahir (2013) with trade. 

Recently, various studies validated the EKC using cross-sectional data, for instance, Lean 

and Smyth (2010) for ASEAN; Ozturk and Acaravci (2010a), for Central America and 

commonwealth of independent states; Pao and Tsai (2010) for BRIC countries; Pao and 

Tsai (2011) for Russia; K.-M. Wang (2013) for 138 developing and developed countries. 

But using time series data, Machado (2000), Mongelli, Tassielli, and Notarnicola (2006), 

Ang (2007a) , Tao, Zheng, and Lianjun (2008), Shiyi (2009), Dhaka I (20 I 0), M. J. Alam 

et al. (2012), Fodha and Zaghdoud (2010), Nasir and Rehman (201 I), Shahbaz et al. 
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(2012), Shahbaz, Mutascu, et al. (2013), Shahbaz, Hye, et al. (2013a), and Kanjilal and 

Ghosh (2013) also supported the empirical presence of the EKC for Brazil, Italy, France, 

Malaysia, China, Tunisia, Pakistan, Romania and India. 

2.3.3. l Financial Development and CO2 Emissions 

In the past years numerous researchers such as Schumpeter(l934}, Goldsmith ( 1959) and 

McKinnon ( 1993) have found a strong relationship between the financial development 

and economic growth. Those researchers have found that financial development can help 

to achieve stable economic growth, increase the country's saving, reduce the cost 0f 

information, and monitor costs. Beyond the factors of CO, emissions, financi& I 

development may also increase energy consumption. It may also stimulate technologic .. i 

prcgress in the energy sector aiming to reduce CO2 emissions. Since, fo.,ucia! 

development contributes to CO2 emissions through helping the manufacturing activities 

(Jensen, 1996). Financial development may also contribute to research and development 

activities ~nd consecutively make better economic activities, and consequently, persuaM 

environmental quality (J. A. Frankel & D. H. Romer, 1999), especially in developing 

countries (Frankel & Rose, 2002a). Accordingly, elimination ofa nexus between financial 

development and CO2 emissions may lead to omission of an important variable in the 

regression. 

Numerous studies examine that financial development increases the demand of energy 

and consequently, contribute to the CO2 emissions. In addition, Ziaei (2015) investigated 

the nexus between economic growth, energy consumption, financial development and 
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CO2 emissions in 12 East Asia and Oceania and 13 European countries during 1989-201 I. 

The results of panel VECM suggested that financial development leads to higher energy 

consumption and ultimately causes CO2 emissions in these regions. However, another 

study Shahbaz, Mallick, Mahalik, and Loganathan (2015) explored the impact of 

economic growth, energy consumption and financial development on pollutant emissions 

in Malaysia. The ARDL bounds testing approach and VECM have been applied to confirm 

. the long·run, short run cointegration and causality among the said variables. The results 

suggest that there is long run cointegration among entire variable but as ·far as financial 

· de,e!opment and CO, emissions is concerned, financial development ,mitigate CO:r 

emissions in Maiays,a during •he 1Jeriod 1971-2011. The study of Boutabba (2014) argued 

that since financial development increase the CO, emissions through an increase in energy 

consumption. The study suggested that, financial funding agencies including banks must 

invest in the installation of energy efficient l1eating and energy-efficient lighting d"d 

cooling apparatuses. While doing this, banks may give priorities, discount in interest rate 

and incentives to loans that are related to less emissions businesses. 

Jn the recent years, a rapid increase in the urban population has changed the pattern of 

financial sector development that also led the increase in the energy pollutants, especially 

in developing world. For example Shahbaz, Salah Uddin, Ur Rehman, and lmran (2014) 

applied structural break unit root test and ARDL testing approach to examine the 

cointegration among electricity consumption, industrialization, trade openness, financial 

development and pollutant emissions in the presence of structural break in the series. 

Besides the other results, the findings show that the financial development increase CO2 

emissions for the period 1975-2010 in case of Bangladesh. Currently, Bangladesh is facing 

59 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

serious climate change problem and in this situation government should focus on the 

improvement of environment quality. The findings of the study also suggest that clean 

energy investment may reduce the threats on environmental quality. Another study of AI­

Mnlali and Sab (2012b) examined the role of financial development and economic growth 

on CO2 emissions and energy consumption in SSA countries during the period 1980-2008. 

The results of panel Granger causality test suggest that first financial development has 

role in boost of economic growth and ·then both jointly lead to primary energy use and 

therefore cont.ribute to the CO2 emissions. The findings of this study recommend that an 

increase in energy productivity by increasing energy efficiency, implementation of energy 

savings projects, energy conservation; and energy infrastructure subcontracting ese ,ome 

actions to achieve tbe goal of sustainable development. Furthermore, ,am, au,hors Al 

mulali and Sab (2012a) examined the relationship between energy consumption, 

econumk and financial development ~rid CO:, emissions in 19 diflerent cotmtries lbrtnf 

period 1980-2008. The results indi~ate that economic and financial devdopment goals a,e 

achieved at the cost of environmental degradation. The results suggest that these countries 

can reduce CO2 emissions through utilizing energy protection policies, such as rationiniz 

energy consumption and controlling CO2 emissions or increasing the share of clean energy 

of their total energy consumption. 

Similarly, Y.-J. Zhang (201 l) explored the effect of financial development on CO2 

emissions. There are several results like, first, China's financial development which 

constitutes an important driver for CO2 emissions increase should be taken into account 

when CO2 emissions demand is projected; second, the influence of financial 

intermediation scale on CO2 emissions outweighs the effect of other financial 
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development indicators though the influence of its efficiency appears weak but capable of 

causing a change of CO2 emissions statistically; third, China's stock market scale has a 

relatively larger influence on carbon emissions but the influence of its efficiency is very 

limited. Finally, among financial development indicators;.China's FD! exerts the least 

ir,fluence on the change of CO, emissions, due to its relatively smaller volume compared 

with its income. 

On the other hand, several studies such as Boutabba (2014), Shahbaz, Kumar Tiwari. and 

Nasir (2013), Shahbaz, Solarin, Mahmood, and Arouri (20·13); Tarnazian, Chousa, and 

Vadlamannati (2009) and Yuxiang and Chen (2011) have argued that financial 

development helps to improve the environmental quality. Boutabba (2014) explored the 

impact of financial development on pollutant emissions in India for the period 1971-2008. 

To investigate the impact, this study adopts ARDL testing approach for cointegration and 

VECM to test the causal relationship between suggested variables. The results show that 

financial development helps to protect the environment through different channels. 

Similarly, Shahbaz, Hey, et al. (2013) examined the impact of financial development on 

the environmental quality in South Africa during the period 1965-2008 by applying ARD!. 

testing approach. The findings of the study show that the increase in the financial 

development can improve the environment quality and these findings entail that financial 

.development can be used as a policy to keep environment clean by introducing financial 

reforms. Similar results were found in the studies ofBoutabba (2014) and Shahbaz, Hye, 

et al. (2013) in case of Indonesia for 1975-20 I I and those of Shahbaz, Solarin, et al.(2013) 

in Malaysia for the period 1971-2011. These studies had also applied ARDL testing 

approach for cointegration and VECM to test the causal relationship between 
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recommended variables, The results of Shahbaz, Hye, et al. (2013a) are slightly different 

from those ofBoutabba (2014), Shahbaz, Hye, et al. (2013a) and Shahbaz, Solarin, et al. 

(2013). However, the results ofall four studies agreed that financial development helps to 

mitigate the CO2 emissions bur &hahbaz, Hye, el al. (2013) find inverted U,shaped 

relationship between financial development and CO, emissions, This means that with the 

increase in financial development first CO, emissions increases and then it decreases, 

2.3.3.1 Financial Development and CO, Emissions 

In the past years m,,,,,,em1,1s 11",earcber, such as Schumpeter ( 1934), Golrismith ( 1959) and 

McKinnon (1993) :1ave fw1d ~ ,;tr. :1g relationship between the fina .. cial development 

and economic f'W ., :1· ri1c,,,e res•11c ;iers have Fo:.m,1 that financial deve1opment can help 

to nchieve stahk ~rc1n011Ji1: growth. increa~e- the countr:f') ~nving, reduce the cast of 

information. :md 1m,nit0> ~o~s. Beyond the factors of f:O, emissions finsn,·ial 

development may also increase energy consumption, It may also stimulate technological 

progress in the energy sector aiming to reduce CO2 emissions, Since, financial 

development rontributes to CO2 emissior,, 1hrnngh helping the manufartu•ing activili~s 

(Jensen, 1996), Financial development may also contribute to research and development 

activities and consecutively make better economic activities, and consequently, persuade 

environmental quality (l A. Frankel & D. H. Romer. 1999), especially in developing 

countries (Frankel & Rose, 2002a). Accordingly. elimination ofa nexus between financial 

development and CO2 emissions may lead to omission of an important variable in the 

regress ion. 
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Numerous studies examine that financial development increases the demand of energy 

and consequently, contribute to the CO2 emissions. In addition, Ziaei (2015) investigated 

the nexus between economic growth, energy consumption, financial development and 

'CO2 emissions in 12 East Asia and Oceania and 13 European.countries.during 1989-2011, 

The results of panel VECM suggested that financial development leads to higher energy 

consumption and ultimately causes CO2 emissions in these regions. However, another 

study Shahbaz et al. (2015) explored the impact of economic growth, energy consumption 

and financial development on pollutant emissions in Malaysia, The ARDL bounds testing 

· approach and VECM have been applied to confirm the long run, short run cointegration 

and causality among the said variables. The results suggest that there is long run 

co integration among entire variable but as far as financial development and CO2 emissions · 

is concerned, financial development mitigate CO2 emissions in Malaysia during the period 

1971-2011. The study of Boutabba (2014) argued that since financial development 

increase the CO2 emissions through an increase in energy consumption. The study 

suggested that, financial funding agencies including banks must invest in the installation 

of energy efficient heating and energy-efficient lighting and cooling apparatuses. While 

doing this, banks may give priorities, discount in interest rate and incentives to loans .that 

are related to less emissions businesses. 

In the recent years, a rapid increase in the urban population has changed the pattern of 

financial sector development that also led the increase in the energy pollutants, especially 

in developing world. For example Shahbaz, Salah Uddin, et al. (2014) applied structural 

break unit root test and ARDL testing approach to examine the cointegration among 

electricity consumption, industrialization, trade openness, financial development and 
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pollutant emissions in the presence of structural break in the series, Besides the other 

results, the findings show that the financial development increase CO, emissions for the 

period 1975-2010 in case of Bangladesh, Currently, Bangladesh is facing serious climate 

change problem and in this situation government should focus on the improvement of 

environment quality. The findings·ofthe study also suggest that clean energy investment 

may reduce the threats on environmental quality. Another study of AI-Mulali and Sab 

(2012b) examined the role of financial development and economic growth on CO2 

emissions and energy consumption in SSA countries during the period I 980-2008, The 

results of panel Granger causality tes1 suggest that first fina11<01al devdopment has role in 

boost of economic growth ancl then both jointly lead to primary energy use and therefore 

contribute to the CO, emissions. The findings of this study recommend that an increase in 

energy productivity by increasing energy efficiency, implementation of energy savings 

projects, energy conservation, and cr,ergy infrastructure subcontracting are some actions 

to achieve the goal ofsustaiuable development Furthennore, same authors Al-mulali and 

Sab (20 l 2a) examined the relationship between energy consumption, economic and 

financ iai development and CO2 emissions in 19 different countries for the period 1980-

2008. The results indicate that economic aod financial development goals are achieved at 

the cost of environmental degradation. The results suggest that these countries can reduce 

CO, emissions through utilizing energy protection policies, such as rationing energy 

consumption and controlling CO2 emissions or increasing the share of clean energy of 

their total energy consumption. 

Similarly, Y,-J. Zhang (201 I) explored the effect of financial development on CO2 

emissions. There are several results like, first, China's financial development which 
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constitutes an important driver for CO, emissions increase should be taken into account 

when CO, emissions demand is projected; second, the influence of financial. 

intermediation scale on CO, emissions outweighs the effect of other financial 

development indicators though the influence of its efficiency appears weak but capable c,f 

causing a change of CO, emissions statistically; third, China's stock market.scale ha, a 

relatively larger influence on carbon emissions but the influence of its efficiency is very 

limited. Finally, among financial development indicators, China's. FD! exerts the least 

influence on the change of CO, emissions, due to its relatively smaller volume compared 

with iis income. 

On the other hand, several studies such as Boutabba (2014), Shahbaz, Kumar Tiwari, et 

al. (2013), Shahbaz, Solarin, et al. (2013), Tamazian et al. (2009) and Yuxiang and Cf.en 

(2011) have argued that financial developmeni helps to impr0ve, the er,virunn,cntal 

quality. Boutabba (2014) explored the impact of financial ckvelopment on po:Iuta11t 

emissions in India for the period 1971-2008. To investigate the impact, this study adopts 

ARDL testing approach for cointegration and VECM to test the causal relationsh;p 

between suggested variables. The results show that financial d~velopment helps to procect 

the environment through different channels. Similarly, Shahbaz, Hey, et al: (2013) 

examined the impact of financial development on the environmental quality in South 

Africa during the period 1965-2008 by applying ARDL testing approach. The findings of 

the study show that the increase in the financial development can improve the environment 

quality and these findings entail that financial development can be used as a policy to keep 

environment clean by introducing financial reforms. Similar results were found in the 

studies ofBoutabba (2014) and Shahbaz, Hye, et al. (2013) in case oflndonesia for I 975-
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20 II and those of Shahbaz, Solar in, et al. (2013) in Malaysia for the period 1971-20 I I. 

These studies had also applied ARDL testing approach for cointegration and VECM to 

test the causal relationship between recommended variables. The results of Shahbaz, Hye, 

-etal. (2013a) are slightly different from those of Boutabba (2014), .Shahbaz, H!Ye, et aL 

(2013a) and Shahbaz, Solarin, et al. (2013). However, the results ofall four studies agreed 

that financial development helps to mitigate the CO2 emissions but Shahbaz, Hye. et aL 

(2013) find inverted u-shaped relationship between financial development and CO2 

emissions. This means that with the increase in financial development first·CO2 emissions 

increases and then it decreases. 

Furthermore, Yux.iang and Chen (2011) applied China's provincial panel data from 1999-

2006 to explore the relationship between financial development and industrial pollutants. 

The results find improvement in the environmental quality with the increase in financial 

development in all 29 provinces of China. The results suggest that financial development 

can improve the environment quality in several channels such as, ex.plo iting new 

technology, increase in income and <:apitalization and implementation of regulations 

regarding environment. Further, Jalil and Feridun (2011) also conducted a study on China 

to examine the impact of energy consumption, economic growth and financial 

development on pollutant emissions for the period 1953-2006. The findings of the study 

reveal that financial development in China has not taken place at the cost ofenvironmental 

degradation even if it helps to improve the quality of environment. In the support of the 

above-mentioned studies, Tamazian and Rao (2010) have found comparable results. Their 

study addresses the issue of financial development and pollutant emissions in 24 transition 
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economies for the period 1993-2004. The findings based on of the GMM testing approach 

reveal that financial development is a reliable source to protect the quality of environment 

in suggested countries. This means that the. higher is the level of financial development, 

the greater will be the level ofenvirohmental quality. Furth·er this study also suggests that. 

financial development is a fundamental factor in reducing the CO2 emissions. It hopes that 

the adoption of policies directed to financial development in order to attract higher level 

of research and development activities· related to FD! might improve the environmental 

quality in respective countries. [n addition, Tamazian et al. (2009) applied panel 

co integration in case of BRIC countries for the period 1992-2004 and found similar results 

as those ofTamazian and Rao (2010). 

Regardless to aforementioned, several studies such as Ozturk and Acaravci (2013), Omri, 

Nguyen, and Raul! (2014a) and You, Zhu, Yu, and Peng (20 l5) argued that there is no 

evidence of empirical relationship between financial development and environmental 

quality. The study utilizes world panel and quantile regression method for the period 1985-

2005. The results of the study reveal that financial development has no significant effect 

on CO2 emissions in almost all quantiles. Similarly, another comprehensive study on the 

issue has been conducted by Omri et al. (2014a). This study utilizes one global panel of 

54 countries and three different regional panels such as Latin America and the Caribbean, 

Europe and Central Asia, North Africa, Middle East and SSA countries. The results of 

this study which adopted GMM testing approach suggest that financial development and 

CO2 emissions do not have any relationship during the period of study 1990-2011. In 

addition, Ozturk and Acaravci (2013) examined the relationship between energy 

consumption, economic growth, financial development and CO, emissions in Turkey for 
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the period 1960-2007. The results of ARDL testing approach reveal that financial 

development has no significant effect on per capita CO2 emissions in the long run and 

short run. 

Th;. above-mentioned studies show inconclusive results bufby summarizing these results 

it can be concluded that financial development leads to increase in CO2 emissions for the 

following reasons: First, stock market development helps listed enterprises to lower 

financing costs, increa5e financing channels, disperse operating risk and optimize 

asset/liability structure in order to buy new installations and invest in new projects and as 

r, resul! in~rease energy consumption and CO2 emissions. Second, financial development 

may attract FD! that will increase the economic development and contribute to CO2 

emissions. Third, wealthy and well-organized financial intermediation seem, encouraging 

consumers' loan activities, which make,; it easier for consumers to buy big la'1el items like 

automobile, house, refrigerator, air conditioner, washing machine, and ~onsequently emit 

more CO2 emissions. On the other hand, financial development may also increase the 

enterprises' performance and energy efficiency and hence decrease energy consumption 

and condense CO2 emissions. 

2.3.3.2 International Trade and CO2 Emissions 

The impact of international trade on the pollutant emissions is a widely discussed issue 

among researchers. International trade causes the movement of final and intermediary 

goods from one country to another for either consumption or for further production 

process. A considerable growth has been recorded in international trade of goods, capital 
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and services over the last three decades (World Bank, 2014). The share of international 

trade to the world GDP has increased from 39 percent in 1990 to 59 percent in 2011 

(World Bank, 2014). This significant contribution of international trade to the world 

. economic growth has made the world economy more dependent on it. This increase in . 

international trade has boosted the .use of energy especially in the transportation sector.· 

Therefore, increase in consumption and production due to international trade is one of the 

sources .of CO2 emissions. Consequently, several studies such as Al-mulali (2012), 

Farhani et al. (2014), Kasman and Duman (2015), Omri et al. (2014a), Ozturk and 

Acaravci(2013) and Sbia; Shahbaz, and Hamdi (2014) explored the relationship between 

trade and environmentai quality. Besides, there are several stndies that explore the impact 

of international trade on pollutant emissions but findings of these studies are contrasted. 

Accuding to Antv1eiler, Copeland, and Taylor (1998) there are three channels namely 

scale, technique and composition effects through which international trade can result in 

either environmental improvement or its deterioration. Scale effect implies that trade 

liberalization causes emissions due to economic expansion which is detrimental to 

environment. The technique effect is believed to reduce emissions because of import of 

efficient and environmental friendly technologies. Finally, the composition effect signifies 

that international trade may reduce or increase CO2 emissions depending upon the 

country's comparative advantage in cleaner or dirty industries. Hence, the composition 

effect can have both positive and negative impacts. 

Furthermore, Kasman and Duman (2015) examined the impact of international trade on 

the pollutant emissions. The study utilized FMOLS to explore the cointegration and 
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causality among proposed variables in 15 EU countries during 1992-2010. The results 

suggest that international trade has a positive significant impact on the CO2 mission in 15 

new EU countries. The findings of the study reveal that since international trade 

contributes to the economic growth of the host countries, a decrease in the international 

trade will directly hurt the economic growth, However, increase in international trade with 

the same pattern will affect the goal.of sustainable development. Thus, government of 

these countries should control CO2 emissions through energy efficiency and replace the 

fossil fuel energy with renewable energy. Additionally, Al-mulali and Sheau-Ting (2014) 

condu.;ted an inclusive study covering 189 countries from the six different regions Asia 

Pacific, Eastern Europe, the Americos, MENAiSSA and Western Euro!'e for the period 

1990-2011 The results of FMOLS testing approach reveal that in all regions excludir,g 

Eastern Europe, international trade has a positive relationship with CO2 emissions 

Moreover, this study als_o suggests a reduction in tariffs barriers 'Jn pro<lucts end 

tedrnologies that can promote energy savings and efficiency and to put a restrictio" on the 

products that can cause environmental damage. Another panel study of Omri et al. (2014a) 

explored the impact of international trade an CO2 emissions covering 54- countries from 

the three different regions namely, Latin America and the Caribbean, Europe and Central 

Asia, and MENA and SSA. The results of GMM testing approach suggest that there is a 

strong evidence of the impact of international trade on CO2 emissions in world and in all 

the three regional panels for the period 1990-2011. 

Olugbenga A Onafowora and Oluwole Owoye (2014) have also explored the determinants 

of CO2 emissions in a panel study for the period 1970-2010. The panel of this study 

consists of countries such as Brazil, China, Egypt, Japan, Mexico, Nigeria, South Korea 

70 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

and South Africa and the study applied ARDL testing approach. The results of the study 

show that international trade significantly contributes to CO2 emissions in all three regions 

during the period of study. Given these findings, it would be ill advised for the policy 

.decision makers to adopt the EKC and assume it to be. the.conceptual basis for policies 

-supporting economic growth unconditionally. In other words, owing to the probability of 

high environmental damage, costs to human health, nation's productivity arid .national 

· output, high cost is incurred-to improve the environment after the damage has occurred. It.

is also likely that irreversible environmental damage may have been caused even before 

the implied turning points are reached. It is therefore. imperative that .the governments 

enact conscious national policies for mitigating environmental degradation and-resource 

depletion rather than rely on increasing economic growth to solve their environmental 

problems at later stages. A wide range of policy initiatives that would increase demand 

for better environment quality and its ,ustainability should be explored in tandem with 

measures to spur economic growth. Similar results have been found by Hossain (201 la) 

in case of newly industrialized countries for the period 1971-2007, Rahman, Rehman, and 

Abdul,Majeed (2012) in panel oflow, upper and high-income countries during the pericd 

1975-2000 and McCamey and Adamowicz (2005) during the period 1980" 1995. 

Furthermore, among single country studies, S. Ren, Yuan, Ma, and Chen (2014) 

investigated the relationship between international trade and pollutant emissions for the 

period 2000-2010. This study utilized two steps GMM estimation to test the impact of 

international trade on the pollutant emissions in China. The results of the study reveal that 

China's growing trade surplus is one of the important reasons for the rapid decrease in the 

environmental quality. Thus, to attain environmental friendly sustainable development of 
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China's economy, China should formulate exertions to transform its trade growth mode, 

support energy efficiency and probe the pollutant emissions. Additionally, Sbia et al. 

(2014) examined trade openness and CO2 emissions in case ofUAE by utilizing quarterly.

data for the period 1975-2011. Another study Clement et al. (1998) applies unit root for 

the stationarity test, VEC model for Granger causality and ARDL testing approach to test 

the long run relationship between the suggested variables. The results of the study indicate 

that trade openness significantly-contributes to the pollutant emissions. Further, Shahbaz, 

Uddin, Rehman, and lmran (2014a) applied ARDL testing approach in case of Bangladesh 

covering the time period 197 J -20 IO to explore the impact of international trade on CO2 

emissions. The results sugge,t that due to dirty i~duslries such as leather, shipbuilding and 

chemical which utilized massive amounts of toxic chemicals, the international trade of 

Bangladesh has continuously increasing CO2 emissions. 

Ozturk and Acaravci (2013) utilized bound testing approach during the time period 1960-

2007 in case of Turkey. The results reveal that coefficient of international trade variable 

is positive at five percent level of significance which suggests that an increase in 

international trade causes an increase in CO2 emissions in Turkey. Further, the results of 

Jalil and Feridun (2011) indicate that the sign of international trade coefficient is positive 

and significant which show that one percent increase in international trade will lead to 

increase in CO2 emissions by 0.322 percent. Additionally, findings validate the existence 

of an EKC curve in case of China for the period 1953-2006. The study argues that the 

demand of crude oil has significantly increased and it is mostly refined domestically in 

China which finally hurts the quality of environment. The findings suggest that China 

should decrease the dependence on crude oil and adopt the policy of energy efficiency. 
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Another single country studies of Y.-J. Zhang (2011) in case of China for the period 

1994-2009 and Feridun, Ayadi, and Balouga (2006) in case ofNigeria for the period 1992-

1997 also found similar results. 

0.1 the contrary, several studies argue that international trade ean play.a fundamental role 

in 'greening' of the energy sector by facilitating the technology transfer for renewable 

energ~ and by responding to demand for sustainably energy sources. This demand has led 

10 several trade opportunities, including exports of raw materials and components for 

,·.enewable energy supply products and finished products, hence reducing pollutant 

err.,ssions 1• '-!umerous studies such as, Birdsall and Wheeler ( I 993). Ferrru,tino (I 997), 

Shafik and Bandyopadhyay (1992) and Shahbaz et al. (2012) conclude that trade ;s 

beneficial for environment through technique effect. Further, international trade als0 

rnhances exports of the country which leads to an increase i.!l economic gruw[h. This 

means that economic growth boosts the income level, which helps the country m impor, 

advanced and environmental friendly technology (Birdsall & Wheeler, 1993). 

International trade also increases the competition with local producers, which persuade., 

them to invest in more advanced technology to decrease per unit ~ost and consequent!) 

cause less CO2 emissions during production process (Ferrantino, 1997). According to 

Antweiler et al. (1998), international trade may reduce pollutant emissions through 

technique eftect which implies that international trade can help in the import of efficient 

and environmental friendly technologies. Brian R. Copeland and Taylor (2005) argued 

that international trade can help to improve the quality of environment through channels 

1United Nations Environment Program. Green economy report: tO\vards a green economy: pathv11ays to 
sustainable development and poverty eradication. Nairobi~ Ken:a; 2011. 
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such as environmental regulations and capital-labor channels. Similarly, McCamey and 

Adamowiez (2005) examined that even policies of the government for international trade 

can reduce the CO2 emissions. [n another study Grether, Mathys, and de Melo (2007) also 

found that international trade has resulted in a decline of the CO2 emissions worldwide 

for the period 1990-2000. 

Shahbaz et al. (2012) explored the impact of economic growth, energy consumption and 

international trade on CO2 emissions for the period 1971-2009 in case of Pakistan. The 

· ···.results' reveal that there is a long run relationship among all .variables included in the· 

· empirical study. The findings suggest that international trade is beneficial in curbing CO;, 

emissions of the country. Evidently, Sebri and Ben-Salha (2014) investigated the impact 

of international trade on the CO2 emissions forthe period 1971-2010 in BRICS countries.· 

The J:Udy utilizes multiple econometric techniques such as Zivot-Andrews for unit roo,, 

VECM for granger causality and ARDL testing approach to confirm co integration amo,ig 

proposed variables. The results of the study indicate that BRICS countries are benefitted 

from the technological transfer to encourage the renewable energy sector. through 

international trade and hence improve the quality of environment. This means that 

economic growth through international trade in BRlCS countries does not depend on the 

cost of environmental degradation, Further, results indicate that one percent increase in 

international trade reduces CO2 emissions by 0.110 percent. The current findings of the 

study can be validated through scale, technique and composition effects. Similar results 

have been found by Shahbaz, Kumar Tiwari, et al. (2013) for the period 1970-2010 and 

Kohler (2013) during the time period 1960-2009 in case of South Africa. 
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Besides abovementioned arguments, a rew studies such as Sharma (2011) and You et al. 

(2015) explored that there is no evidence ofrelationship between international trade and 

environmental quality. The study ofY ou et al. (2015) applied Quantile regression method 

and simple OLS for the world panel during the period 1985-2005. The results argue that 

international trade has no significant effect on CO2 emissions at almost all quantiies. 

Similarly, Sharma (2011) explored the potential detenninants of CO2 emissions for a 

global panel covering 69 countries and three sub-panels based on the income level namely, 

low income, middle income and high income for the period 1985-2005. The results 

indicate that trade openness .is statistically insignificant on CO2 emissions for global and 

three sub-panels. 

It is concluded that the impact of international trade on CO2 emissions is inconsistent and 

complex. There are three main arguments that have been discussed in above mentioned 

studies. First the positive impact of international trade on CO2 emissions, second a 

negative impact and third no impact or insignificant relationship between both variables. 

All the studies have strong justifications on their explored relationships. The studies that 

· suppo,t the negative impact ofintemational trade on CO2 emissions generally explore that 

it is due to lack of implementation governmental policies, highly dependence on fossil 

fuels and due to dirty industries, such as leather, shipbuilding, chemical and utilizing huge 

quantity of toxic chemicals. The studies that have investigated whether international trade 

is beneficial for environmental quality mainly argue that countries with high international 

trade can benefit from the technological transfer that encourages the renewable energy 

sector and lead to the improvement in the quality of environment. Further, international 

trade also enhances exports of the country which leads to an increase in economic growth. 
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This means that economic growth boosts the income level, which helps the country to 

import advanced and environmental friendly technology and consequently reduces the 

pollutant emissions. Last but not the least, a few studies also could not find any evidence 

- of relationship between international trade arid CO, emissior!s. It may be due to less 

amount of international trade, absence of environmental issues or ,improper ap!>lication of 

econometric techniques. 

2.3.3.3 FDI and CO2 Emissions 

ffi! i< nnc: of the key indicators of economic development. Based on the genern! 

JJCrception, FD! promotes the economies of the host country in the deveh>ping world and 

th, countries have granted FD! a high priority in their developr .. ent ag"nei8, 'i'hese 

governments provide range of subsidies, incentives, relaxation in the taxes, Inca! n,.;f~c l 

acces; ano duly exemptions to attract more FDI with the llelief that it will contribute 

positively to their economies. The FDI can contribute ta the economy through several 

channels, such as transfer of technology, management kn lw-how, access lo global market 

and competitiveness of industry (Blomstr6111 & Kokko, 1998; Javurcik, ~o;J4). 

Nevertheless, effects of FD! on the natural environment of the host country still stay a 

. controversial subject. Under the ceteris paribus condition, environmental quality would 

decrease with an increase in economic growth due to FD!, and vice versa. This is called 

scale effect of FD! on quality of environment. This means that all other things holding the 

same, CO2 emissions would change as a result of the structural changes in the economy 

specifically owing to FDI. This also means that a move toward pollution intensive 
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production would generate more pollution and vice versa, called composition effect. This 

entails that if the scale and structure of economic growth remains the same, and if new 

technology is introduced due to FDI, it will alter the amount of pollutant.emissions per 

cunit· of ·output, called ·technique effect of globalization. The dl'composition 'analysis 

suggests that FD! and investment liberalizatior, are double-edged swords, offering both 

d•isadvantages and advantages for a country. Since these factors interact simultaneously 

and can work in different directions, the net environmental effect of FD! can only be 

assessed empirically. 

There are seve1 «t studies that investigate the relationship between FD! and CO2 emissions. 

For example, C F. rang and E. C Tan !20i~) investigated •he impact of energy 

consurr,p,ion, mcon,e and FOi on CO2 emissions in Vietnam during the time period 1976 .. 

2009. The n·.,ol,s ,,f the study suggest t!1at FDT contribut(:S greatly to the :1atio:1's 

economy. This .::1ov:c that the policy of Vietnam government to attract FOi for economiL 

development is sustainable. On the contrary, the results argue that FDI not only 

contributes to tl,e economic growth but also cm1ses CO, emissirn,s. The decrease in th: 

CO, emissions can be al the cost or hurting economic guwth. ln this siiuatio1, poE,y 

makers should make suitable policy that can probe CO2 emissions without compromising 

the economic growth. Similarly, Kivyiro and Arminen (2014) utilized annual time series 

data from 1911-2009 in case of SSA countries. Their results of ARDL model show that 

three of SSA countries Kenya, Zimbabwe and South Africa have a positive relationship 

between FDI and CO2 emissions. The causality running from FDI to CO2 emissions means 

that MNCs increase the level of CO2 emissions and these results support the pollution 

haven hypothesis. 
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In addition, Lau et al. (2014) conducted a study to explore the potential determinants of 

CO2 emissions in Malaysia. The study uses ARDL model to examine the co integration 

and finds that FD! is a factor ofCO2·emissions in case of Malaysia during the period 1970 

- 2008. The study argues that Malaysia is.a rapid growing economy in ASEAN region and 

FD! has a fundamental role in the economic growth. In this case policy makers should 

focus and make sure that cleaner and advance technology is used by the foreign investors. 

In addition, Omri et al. (2014a) also explored the relationship between FD! and CO, 

emissions in 54 countries for the period 1990-2011. In order to examine long run 

relationship, GMM model has been applied which has given vaguely different results from 

above studies. The results of the study suggest that negative causality runs from CO, 

emissions to FD! while positive causality runs reverse, that is, from FD! to CO2 emissions 

The results of the study argue that since FD! contributes to the economi~ growth of hos,. 

countries, policymakers should focus on implementation of environmental regulation to 

probe the pollutant emissions to avert FD! out flow. On the other hand, Dincer and Rosen 

(2002) argued that it is also important to encourage foreign investors to transfe1 cle&H 

technology because a progress in green technology supplemented by FD! inflow may 

bring to a rapid improvement in the efficient use of energy and thus may result in a 

reduction of CO2 emissions. 

S. Ren et al. (2014) also investigated the impact of FD! on CO2 emissions in the panel of 

industry in China for the period of2000-2010. The results ofGMM explore that large FD! 

inflows exaggerate China's CO2 emissions when environmental regulation is relaxed. 

Comparable results have been found by Sbia et al. (2014) in case ofUAE for the period 
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1975-2011, Al-mulali (2012) in 12 Middle East countries during 1990-2009 and Pao and 

Tsai (2011) in panel of BRJC countries from 1980-2007. Furthermore, He (2006) 

investigated the impact of FD I on pollutant emissions in 29 provinces of China from 1994-

2000. The resuks of simultaneous equations show that although··FDI-in these provinces · 

contributes to the CO2 emissions but the impact is relatively.weak· 

On the contrary, several studies have founded negative relationship between FDI and CO2 

emissions in both single and panel countries studies. For example, Tamazian and Rao 

(2010) tested the role of financial and institutional development"Oll C01 emissions in 24-

lransition cmmtries for the period 1993-2004. This study utilizes different econometric 

techniques to highlight these relationships such as random effect specification to address 

possible country speeiffc unobserved heterogeneity and GM.i.\1 estimation to deal with 

potential endogeneity of the explanatory variables. The empirical resul,s of GMM and 

other techniques show that financial and institution development helps to dc~rease the 

CO2 emissions. In this regard, it is significant that the governments of transition countries 

can help to reduce the environmental degradation by formulating wide range policies that 

have long term benefits for reduction in GHG emissions. Con-espondingly, Dean, Lovely, 

and Wang (2009} conducted study on 2886 industries in China from the period I 993-1996. 

The study argues that FDI's contribution of CO2 emissions does not originate from guest 

countries, but it is the FDl that causes C02emissions. The study also argues that FDI from 

the high-income countries does not cause CO2 emissions. 

There are several other studies which explore that there is no relationship between foreign 

investment and environmental degradation. For example, Lee (2013) utilized the panel 
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data of 19 nations of the G20 countries for the period 1971-2009 to investigate the 

contribution of FD! towards clean energy use, economic growth and CO2 emissions. The 

results of fixed effect model claims that FD! leads to economic growth and green energy 

use whereas; there is no evidence of relationship with CO2 emissions. Moreover; · 

Gholipour Fereidouni and Ariffin Masron (2013) explored the impact of foreign 

investment in real estate sector on CO2. emissions in 31-emerging economies during 2000-

2008. This study applies fixed effect and GMM test to examine the relationship between· 

the proposed variables. The results suggest that foreign investment in real estate sector 

does not have any relationship with CO2 emissions. The study of Chandran and Tang 

(2013) accepted the impact of FD! and transport energy consumption on CO2 emissions 

in ASEAN-5 countries namely Malaysia. Thailand, Indonesia, Singapore and Philippine. 

The study uses Johansen cointegration and Granger causality from the period 1971-2008 

to examine the relationship. The results suggest that energy used in transpo1t secl<)r 

contributes to the CO2 emissions but there 1s :10 ev•ci•:n.::e that FDl leads to increase CO2 

emissions in ASEAN-5 countries. 

Similarly, Atici (2012) also conducted a study in ASEAN countrie, to explore the 

interaction between international trade and CO2 emissions. The results suggest that 

exports of ASEAN countries are main contributors of CO, emissions in the whole ASEAN 

region. Besides, the study finds no evidence for the FDI deteriorating impact on CO2 

emissions during I 970-2006 in A SEAN region. 
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2.3.4 Population Growth and CO, Emissions 

Three different measurement of population growth like pop_ulation size, urbanization and 

population density are used to explor.e the impact of these. activities on CO2 emissions. In 

the following section, this study presented the prevjous studies on the relationship between 

population size, urbanization, population density and CO, emissions. 

2.3.4. I Population Size and CO2 Emissions 

Population size can stimulate environment both in negative-and positive ways. According 

to Dietz and Rosa (1997), population size is one of the major driving forces behind the 

rapid increase of global CO2 emissions. According to Maithus and Hollingnvorth 

(1973),the impact of population size on envirm1mental quality is evident. Each person 

creates some demands on energy for the necessities of life, food, shelter, clothing, water, 

and so on. Ceteris paribus, the higher is the number of people, the greater will be the 

energy demanded, is the Malthusian theory. The study ofBidsall (1992) specitied two 

mechanisms through which population size could contribut~ to CO2 emissions. First, a 

larger population could result in an increased demand for energy for power, industry, and 

transportation, consequently increasing fossil fuel emissions. Second, rapid population 

size can cause deforestation, as well as other changes in land use and burning of wood for 

fuel. These might contribute to the Pollutant emissions extensively (Fan et al., 2006; Hang 

& Yuan-sheng, 2011; Knapp & Mookerjee, 1996; Lantz & Feng, 2006; Brantley Liddle, 

2013, 2015; van Ypersele & Bartiaux, 1995; You et al., 2015). On the contrary, 

Boserupian perspective (Boserup, 1965b, 1981) claimed that a population increase 
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stimulates the appearance of technological innovations, which leads the protection of 

environment. Similarly, several studies argued that the higher is the population size, the 

more dynamic shall be the development of science and technological innovation, and the 

· . improved human' s capability to ·present technological solutions to decreaseeiivironmental 

problems (P. Dasgupt~ 2000; Ravallion, Heil, & Jalan, 2000; Urry, 201 l). 

· Evidently, You et al. (2015) applied Quantile regression method and. simple OLS to 

examine the relationship between population size and CO2 emissions in the global panel. 

·The results indicate that higher population size leads to higher level of CO2 emissions all 

over the world during 1985 -- 2005. In addition, Brantley Liddle (2013) investigated rhe 

impact of population size on the CO2 emissions in different panels of low income 

countries, middle income countries and high income countries. The results of FMOt.S 

testing approach suggested that population size hurting the quality of envin,nmtnt ihrnugt 

high demand of transportation, housing, fuod and energy consumption. Similarly, Ha:,g 

and Yuan-sheng (2011) attempted to identify the underlying driving forces which affect 

CO, emissions. Based on the known !PAT eqoation, population size is tht main 

detenninant of CO2 emissions in China during 1980- 2006 'Additionally, Jorgenson anci 

Clark (2010) investigated that one percent increase in population size increases CO2 

emissions by 1.52 percent and 1.62 percent in developed and less developed countries, 

respectively. Similar results have been found by Menz and Welsch (2012) in 26 OECD 

countries over the period I 960 2005. 

Puliafito, Puliafito, and Grand (2008) explained that population size closely related to CO2 

emissions in global panel over the time period 1850 - 2150. In addition, Fan et al. (2006) 
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analyzed the impact factors of CO2 emissions for the time period 1975 - 2000 in global, 

low income countries, middle income countries and high income countries panels. This 

· study utilized Partial Least Squares (PLS) estimation method to estimate the STRIP AT 

model and confirm·the contribution of population size on the environmental degradation. 

The results of the study support the Malthusian hypothesis, and explain that population 

size leads to CO2 emissions. Lantz and Feng (2006) investigated that the driving 

macroeconomic and demographic .forces stimulate CO2 emissions in Canada. This study 

utilized provincial level panel data covering the time period 1970 - 2000. Besides other 

results, this study found that population size build pressure on CO2 emissions in Canada. 

. In another study A. Shi (2003)·examined the impact of population size on global CO2 

emissions for the period 1975 - 1996. The study divide<i global panel into low income, 

lower middle income, upper middle income and high-income countries and applied GLS 

estimation approach to inv,cStigate the relationship betwee11 pupulation size and CO, 

emissions. The estimation results also suggest that one percent raise in population size 

increases CO, emissions by 1.58 percent, 1.97 percent, 1.42 percent and 0.83 .percent in 

low income, lower middle income, upper middle mcome and high-income countries, 

respectively. 

In addition, Dietz and Rosa (1997) explored the effects of population and affluence on 

CO:: emissions in 111 countries by applying linear, quadratic and cuhic functions for the 

period 1990 -2025. The results indicate that one percent increase in population size will 

raise C01 emissions by I .42 percent. This study argues that there is a need to decrease the 

level of population size to minimize the impact on environment and gain an increase in 

achieving the goal of sustainable development. Similarly, Knapp and Mookerjee (1996) 
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investigated the relationship between population size and CO, emissions during 1980 -

1989. This study used Granger causality, error correction model (ECM) for co integration 

and !PAT framework. The. results of Granger causality and VECM indicate that 

population size causes CO, emissions and it can be controlled by slowing down population 

size. Further, van Ypersele and Bartiaux (1995) study the role of population size in global 

CO, emissions during time period 1950 - 1990. Similar to the previous studies this study 

also utilized classical equation I= P* A *T and explore that·population size has a positive 

aM significant impact on CO, emissions 

On the other hand, there is a little evidence of having no relationship be,ween population 

sizt and CO, emissions. Evidently, Brantley Liddle (2015) examined the CO:, emissions 

elasticity for income and population size by using STRIP AT model. This study utilized 

panel data of26-OECD and 54 non-OECD countries for the lirne period l '171 ·· 20) I. Th~ 

results of FMOLS testing approach indicate that the impact of population size on CO, 

emissions is not significant. This means that population size is not a determinant of 

pollutant emissions on most of OECD and non-OECD countries. Similarly. Begum, 

Sohag, Abdullah, and Jaafar (2015a) explored the impact of population size on C01 

emissions in Malaysia during 1980 - 2009. The results of ARDL testing approach and 

DOLS indicate that population size does not have significant impact on CO, emissions. 

Furthermore, the study did not find any evidence of relationship between population size 

and CO, emissions in low income, middle income and high-income countries. 
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2.3.4.2 Urbanization and CO2 Emissions 

Urbanization is a phenomenon of economic and social modernization. It is not only the 

.. , ·proce5s of transforming rural labor from agricultural-based economy.t-0 urban:areas where 

indust1 ial and service sectors prevail, but also the process of the structural transformation. 

of rural areas into urban areas. Additionally, numerous researchers such as· Al-mulali, 

Fereidouni, Lee, and Sab (2013), Ghosh and Kanjilal (2014) and B. Li and Yao (2009) 

arg;;ed that demograµhic factors including urbanization, population size and population 

~ensity dso contribute to CO2 emissions. 

A rapid uruamzation t1as been recorded in last two decades. The population in urban areas 

has increased from 746 million in 1950 to 3.9 billion in 2014 (UN, 2014). The growing 

urban populaiinn needs additional resources of consumption, thus building more pre»Jtt· 

on the already fragile ecosystem. In 2014, more than 66 percent energy has been consumed 

and approximately 70 percent pollutants are emitted by urban cities (!EA, 2014). 

However, theories of ecological modernization and urban environmental transition both 

recognize ihat urbanization can have positive or negative impact on the environmental 

quality but it is difficult to conclude at so early stage (Sadorsky, 2014). On the basis of 

abovementioned arguments, if urbanization is found to be significantly hurting the 

environment then it can affect predicting models and climate change policies. 

In addition, several studies have been conducted on the relationship between urbanization, 

energy consumption and CO2 emissions (Al-mulali, Fereidouni, et al., 2013; Chikaraishi 

et al., 2015; Gholipour Fereidouni, 2013; Kasman & Duman, 2015; Parikh & Shukla, 
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1995; C. Zhang & Lin, 2012a). These previous studies have found different results by 

applying variety of econometric techniques. For example,Kasman and Duman (2015) 

explored the impact of urbanization on environmental degradation in case of 15 EU 

members and candidate countries.for the·period 1992-2010. The different panel unit root, 

cointegration and causality tests are utilized to explore the relationship. According to 

results of fully modified OLS, on the one side urbanization contributes to economic 

growth but on the other hand .it increases the CO2 emissions in these countries. The study 

ofB. Yuan, Ren, and Chen (2015) argued that urbanization boost domestic demand of 

food. education, clothing, transponation and cultural entertainment in Ch111a. Evidently. 

with the change in structure and ratio of consumption demand of energy, the CO• 

emissions have also increased. Similarly, Chikaraishi et al. (2015) arguc that growing 

urbanization is a burden for environment in 140 different countries. Sadorsky (2014) 

explored the impact of urbanization on C02 emissions for the panel <>f 16 emerginr.; 

countries covering the period 1971 - 2009. The study utilized fixed effects model (FEM) 

and random effects model (REM) to investigate the relationship between both variables. 

The re,ults of the study suggest that the increasing urbanization in ~merging economies is 

one of the sources of CO2 emissions. 

ln addition, Shahbaz, Sbia, et al. (2014) examined the relationship between urbanization 

and environmental degradation in United Arab Emirates (UAE) covering period 1975 •-

2011. The study used VECM granger causality to confirm the direction of causality and 

ARDL testing approach to investigate the long run relationship between urbanization and 

CO2 emissions. The empirical results confirm the existence of co integration and long run 

positive relationship between urbanization and C02emissions. This means that 
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urbanization should be re-planned otherwise urbanization will hurt the environmental 

quality by emitting CO2 emissions. In another study, Shafiei and Salim (2014) investigated 

the impact of urbanization on CO2 emissions in OECD countries. for the period 1980 -

2011. The study applies VECM to confirm the relationship iu the·STRlPAT framework 

and results suggest that urbanization is the key indicator or a source of CO, emissii:ms in 

OECD countries. In this regard, urban planners should take serious action on 

environmental changes during improving public transportation ·systems; improving the 

energy efficiency of buildings and increasing the share of rene,vable energy sources in 

energy supplies. 

S. Wang, Fang, Guan, Pang, and Ma (2014) have conducted a study on .30 provinces of 

China to explore the determinants of CO2 emissions during 1995 -· 20 l l. The results vi 

the: study suggest that there is bidirectional positive relation,hip l•t:: ween urbaniz>hion and 

CO2 emissions in 30 provinces of China. Al-mulali, Fereidouni, et al. (2013) also founJ 

positive and significant relationship between urbanization and CO2 emissions in case of 

MENA region. The results of the study argue that the rapid increase in urbanization boo,, 

the energy demand which leads to increase CO2 emissions in MENA countries. The 

findings of the study also suggest that there is a need to slow down the process of 

urbanization in order to reduce the CO2 emissions and achieve ultimate goal of sustainable 

development Gholipour Fereidouni (2013) also investigated the potential determinants of 

CO2 emissions in 31 emerging economies during the period 2000 - 2008. The results of 

FEM and REM show that the urbanization is a key factor of CO2 emissions in these 31 

emerging economies. 
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Furthermore, the study of Al-mulali, Binti Che Sab, and Fereidouni (2012) have 

conducted a comprehensive study on this issue in seven different region for the time 

period 1980 2008. The study utilized ADF unit root test to confirm the stationarity level 

and• FMOLS testing approach to explore the bidirectional ,relationship.among proposed 

variables. The results from 184 countries show that there is a positive significant long run 

relationship in 84 percent countries and only 16 percent have mixed results. The findings 

of this study suggest that overall there is a need to initiate energy saving, efficiency .and 

conservation projects to minimize their impact on environment. Similar results have been 

found by Sharma (2011) in case of 69 low, middle and high income countries during I 985 

-2005. Poumanyvong and Kaneko (2010a) also explored the impact of urbanization on 

COi emissions in 99 different countries over the period 1975 - 2005. The study utilized 

balance panel data from the different income level countries such as low income, middle 

income and high income in STRIPAT framework. The results show that the impact of 

urbanization on CO2 emissions is positive and significant especially in the middle-income 

countries. Alam, Fatima, and Butt (2007) aim to explore the impact .of urbanization on 

CO2 emissions during 1971 - 2005 in Pakistan. The ADF unit root test and VECM have 

been applied lo confirm the stationarity and cointegration among the proposed variables. 

The results indicate that one percent increase in urbanization in the long run will lead to 

increase in CO2 emissions by 0.81 percent. Additionally, Cole and Neumayer (2004) 

utilized STRIP AT model and argue that urbanization contributes to CO2 emissions in 86 

different countries from l 975- 1998. Another study of Ehrhardt-Martinez, Crenshaw, and 

Jenkins (2002) utilized panel data of less developed countries for the period 1980 - 1995 

and found similar results. 
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The abovementioned studies argue that the rapid urbanization is an important determinate 

of pollutant emissions and hurts the environment in different countries. On the other hand, 

a few studies such as Chikaraishi et al. (2015), Shafiei and Salim (2014), Sharma (2011) 

and Xu and Lin (201 Sc)..investigatedthat urbanization helps to protect environment. These 

studies argue that urban cities generally have improved infrasuuciure that may assist rhe 

energy consumption as compared to rural areas, hence less C02 emissions. Furthermore, 

allocation of urban population:is mere contemplated than rural population, hence urban 

areas can obtain the benefits of. increasing returns to scale in energy consumption, like 

cen,rnlized heating supply. Further; urban area household may alsc, use cleaner t11ergy 

foels like natural gas, which emit less CO2 emissions. 

Chikaraishi et al. (20 l 5) have explored to find out whether urbanization has positive or 

negative relationship with CO2 emissions in 140 different countries covering period l980 

- 2008. By using STRIPAT framework, the study concluded that, the progress of 

urbanization could make countries more environmentally friendly w.hen country's GDP 

per capita and percentage share of service industries in GDP are sufficiently high. 

Similarly, Xu and Lin (2015c) investigated the impact ofurbaniza.tion on CO2 emissions 

in different regions of China. This study used panel data covering time period 1990 -2011 

and shows that urbanization helps to reduce the CO2 emissions in Central, Western and 

Eastern Regions of China. 

Shafiei and Salim (2014) have used the STRIPAT framework to examine the impact of 

urbaniz.ation on CO2 emissions in OECD countries during 1980 - 20 I I. The results of 

panel VECM show that the higher is the level of urbanization the lower is the impact on 
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CO2 emissions. The findings of this study suggest that somehow CO2 emissions can be 

controlled by increasing urbanization. Generally, congestion and spatial density reduce 

personal vehicle use and promote less mortised travel.. If quality of public transport 

improves, it will help to decrease the dependency on own vehicle use and consequently ii 

· is a cause to energy efficiency and fewer CO2 emissions. In another study,. Sharma (2011) 

. explores the determinants of CO, emissions in 69 different countries during 1985-2005. 

by applying GMM testing approach. The study divided 69 countries into different panels 

to make the panel data analysis more homogeneous. These panels are based on income 

levels such as low income, middle income and high-income countries.-The results of the 

study indicate that urhanization have negative relationship with CO2 emissions in global 

panel and all three sub-panels during the period of study. Fan et al. (2006) explored that 

urbanization has negative relationship with CO, emissions in global panel and high­

income countries panel during 1. 975 - 2000. 

Furthermore, studies investigated positive and negative relationship between urbanization 

and CO:, emissions. Hmvever, a few studies like Du, Wei, and Cai (2012), Sharif Hossain 

(201 I), Brant Liddle and Lung (2010) and H.-M. Zhu, You, and Zeng (2012a) argued that 

there is no or insignificant relationship between urbanization and CO2 emissions. Du et 

al. (2012) also investigated the factors of CO, emissions in 30 provinces of China during 

· the period 1995 - 2009. The results suggested that the impact of urbanization on the CO2 

emissions is insignificant in all provinces of China during the period of study. In another 

study, H.-M. Zhu et al. (2012a) applied semi-parametric FEM on the panel data of20 most 

emerging countries for the time period 1992 - 2008. The results suggested that there is no 
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evidence of relationship between urbanization and CO2 emissions in panel of20 different 

countries, 

Sharif .Hossain ·(2011) used panel data of newly industrialized countries for. the period 

1971 -- 2007 to explore the impact of urbanization on CO2 emissions. This study applies.·. 

different econometric techniques like panel unit root to confrrm stationarity level, 

Johansen Fisher panel cointegration test to examine cointegration and Granger causality 

to investigate the causality between urbanization and CO2 emissions. Similar to H.-M. 

Zhu et al. (2012a), this study also found no evidence ofrelationship between urbanization 

and CO2 emissions. Additionally, Brant Liddle and Lung (20 I 0) used STRIP AT model to 

confirm the impact ofurbanization on environmental degradation. This study applied OLS 

on the panel of 17 developed countries during the time period 1960 - 2005 and confirms 

that there is insignificant relationship between urbanization and CO2 emissions. 

It is concluded that all abovementioned studies explore different results such as 

urbanization contributes to CO2 emissions (Al-mulali, Fereidouni, et al., 2013; 

Chikaraishi et al., 2015; Gholipour Fereidouni, 2013; Kasman & Duman, 2015; Parikh & 

Shukla, 1995; C. Zhang & Lin, 2012a), or urbanization helps to protect the environment 

(Chikaraishi et al., 2015; Fan et al., 2006; Shafiei & Salim, 2014; Xu & Lin, 2015c) and 

finally there is no evidence of the relationship between urbanization and environmental 

degradation (Du et al., 2012; Brant Liddle & Lung, 2010; Sharif Hossain, 2011; H.-M. 

Zhu et al, 2012a). This means that the impact of urbanization on CO2 emissions is still 

not determined and there is a need to reinvestigate the relationship to formulate proper 

urban planning, protect environment and consequently sustainable development. 
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2.5 Underpinning Theories 

Existing literature in this field has used several theories and econometric tools to study 

the role of energy consumption;.economk grov,th," population on the CO2 emissions. This 

study proposes several theories to achieve the estabiished·research objectives. 

2.5.1 Economic Growth and COz Emissions 

This section presented the theories related· fo affluence and environmental degradation. 

rhe theories and hypothesis such as EKC, pollution halo and heaven hypothesis and scale 

effect, technique effect and composite effect are discussed in this section. 

2.5.l.l Environmental Kuznets Curve 

Historically there have been different opinions about the economic and social cost of 

ec0nomic grov,th Meadows, Meadows, Randers, and Behrens (l 972) concluded that the 

economy of the world would reach to ,ts physical limits of growth very soon due to 

ecological damages of economic growth. One year later to this report the first oil ~rises 

took place that led to the sense that world is going to fuce the dearth of natural and energy 

resources and this crisis also raised the issue of sustainability of economic growth In 

literature, two conflicting views appeared that time. On one side, economists like Klaassen 

and Opschoor ( 1991) argued that substitution and technical progress can make up of the 

depleting of natural resources, so high level of consumption in future can be sustained. 
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Their key concern was to investigate the institutional arrangements for technical progress 

that will lead to sustainability of economic growth. 

On·the.other side, eiwironmental ~conomists argued that substitution•.p0ssibilities are 

constraiAed by µhysical laws even if there are continuous technological.chariges, the 

environmental degradation would limit the process of economic growth on both 

production and consumption side Tahvonen (2000). In the 1970s,. the notion of sustainahle 

development replaces the concept of "Limits to growth". Sustainability is a growth 

·process that fulfills the desires of the current generation without compromising over the 

capabilities ot upcomme gP-nerations to falfill their requirements. Sustainability includes 

three ,:omponents, the enviromnental, economic Hnd sociopolitical sustainability (Ekins0 

1993). But for the serious commentator of economics, pollution remained a consequen<.~ 

,_,t,,iarht failures and they did not consider the scarcity of natural resources in cccHvfl'1-

gnrn,r1 model as pointed out by David L Stem (2004). He stated that "there ,s still an 

inbuilt bias in mainstream production and growth theory to downplay the role of resources 

in the economy, tho,1gh there is nothing inherent in economics that restricts the potenti~ I 

role of rcsowccs in the economy". World Development Report (1992) concluded thnt 

certain environmental problems are aggravated by economic growth and are linked with 

the deficiency of economic development. The Report recommended that accelerated 

equitable income growth as a mean to realize more world output and an improved 

environment. This suggestion placed the basis of the so-called EKC literature, which 

appears at the early 1990s. 
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Kuznets (1955b) postulated that income inequality first rises and then falls with economic 

grov.th. Named after him, the EKC is a hypothesized relationship between environmental 

degradation and income per capita. The basic idea is simple and intuitive. Tn the early 

stages. of economic growth, "nvironmental degradation and pollution tend to increase. 

After a certain level of income has beer\ achieved, economic growth declines as well as 

the environmental degradation and .pollution. Bence, the model is specified in quadratic 

form of income. Environmental degradation under this approach is a monotonically rising 

function in income with an ''income elasticity" less than unity. The possibility to explain 

inverted lJ-shaped relationship between economic growth and environmental degradation 

is based on three different channels that have been explored by Stern (2004). 

First, ifthere were no change in the ::.tructure or technology of the economy, pure growth 

in the scale of the economy wc;;ld result in a proportional growth in pollution and other 

environmental impacts called Scak effect. It can be illustrated here that scale effect has a 

negatively impact on environment. At the second stage, composition of economy 

transfonned !Tom agriculture pro<luction to resource intensive heavy manufact•.1ring 

industries However, in the later stages of development, pollution decreases as the 

composition of the economy shifts towards service and light manufacturing industries. 

Finally, the channel of technique (or technology) effect suggests that with the economic 

growth having become outdated and obsolete, technologies are replaced by new and 

cleaner ones which have improved environmental quality. Based on EKC, the negative 

impacts of Scale effect on the environment tends to dominate in the initial stages of 

economic gro"th. However, the positive impacts of composition and technique effects 

tend to decrease emission levels that prevail at the declining stage. Through the 
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understanding of EKC hypothesis, economic growth has direct relationship with the 

environmental degradation. 

?5.L2 PoHution Hale, and H3veu Hypothesis 

The complex relationship between FOi and the environment ha; been thoroughly 

investigated in recent years often with differing conclusions: No· doubt, FOi promote, 

ec0nomic growth but also impacts environment negatively (He, 2006). Environmental 

•egubtions are essential means of internalizing the external environmental cost of firms' 

tr'1!lrimic activity. Ther-efore, to attract POI, the· goverrnnents- of developinp; c:01Jntrie~) 

have a tendency to undermine environment concerns through relaxed or non-enforced 

regulation which is termed as pollution haven hypothesis (PBH) in econom,~ tl1eo1y. As 

a ,e,.,:!t, companies like to shift thei0dr operations to these de,e!nµing countries fu taK~ 

advantage of lower production cost which is known as indus,rial flight hypothesis. Flotn 

of these hypotheses lead to excessive pollution and degradation in environmental standard 

of i.he tost countries. Due to the close correlation between a_cmintry's per capita income 

and environmental stringency (Somnath Dasgupta & Sengupt&, 1995), the PHH argue:, 

that developing countries will become pollution havens whilst the developed world will 

specialize in clean production. 

The PHH focuses on the cost effect of environmental regulations on firms, and presumes 

that production cost differentials are a sufficient stimulus for firms to relocate their 

production facilities. Rationalizations for this view generally come from the notion that 

stricter regulatory regime for environmental standards will add to the costs of production 
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through requirements for new equipment, the need to find alternative methods for disposal 

of waste due to rules against landfill, and restrictions on inputs and outputs. In the absence 

of any other factors, it is in a firms' interest to relocate their production activities to 

countries with less stringent environmer,tal regulations. 

In contrast, it is also believed that foreign companies use better management practices and 

more advanced technologies that result in clean environment in host countries:(Zarsky; 

I '299a). This is known as pollution haloes hypothesis. This implies that trends in 

environmental damage due tc, FDI .are unsustainable. It is generally believed that FD! can · 

hav~ positive effect c1\ hos1 conntry'1 development efforts. In addition to be the main 

·source of external capital, the inflow of foreign investment also helps in filling the 

r<Source gap between the targeted investment a,1d locally mobilized savings as well as the 

gap brtween ,argeted foreign exchange requirements and th'Jse generated by nel e>:por, 

e:1mmgs. FDI a[sc, helps to develop managerial and speciaiized technological. ski:Is, 

innovations in the techniques of production, by means of training programmes and the 

process of learning by cioing in the host c0un\ry. Furthermore, !'DJ inflows also enco..irage 

the local enterprises to increase invest in the development projects and provide:, 

employment opportunities for both skilled and unskilled labor in the recipient country. 

Explanations as to why foreign owned firms might be cleaner than domestically owned 

firm generally fall into two categories. Firstly, this cleanliness may be driven by factors 

which are external to the firm. For example, it has been argued that developed countries' 

based multinationals will typically utilize cleaner technology and possess more 

sophisticated environmental management system than many domestic firms in developing 
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countries, often due to the more stringent regulatory environment that exists in the 

developed countries (Zarsky, 1999). Pressure to continue to use such technologies in their 

affiliates in developing countries may arise because such multinationals may have large 

expo1t markets in developed countries where they mt1st meet the requirements of 

environmentally aware consumers. Such technologies may also be indirectly passed on to 

domestic firms, for example, via backward or forward linkages. Secondly, foreign owned 

fi.rms may be cleaner than domestically ·owned firms for reasons that are internal to the 

firm, for example due to the firms' management practices. 

2.~.1.3 Scale Effect, Technique Effect and Composite Efferl 

International trade entails movement of goods produced in one country for eith~r 

consumption or further processing to oilier country. Pr,,duction of those goods is qot 

possible without effective use of energy. International trade affects energy demand via 

scale effect, technique effect and composite effect. Other things,being same, international 

trade increases economic activities thus stimulating domestic pmduction 1md hence 

economic growth. A surge in domes1 ic production reshapes energy demand because of 

expansion in domestic production is commonly referred as scale effect. Such scale effect 

is caused by trade openness. Hence, due to international trade, the higher is the production, 

the greater shall be the energy consumption. 

Similarly, another group of economists suggested that international trade enables 

developing economies to import advance technologies from developed economies. The 

adoption of advanced technology lowers energy intensity. The economic consequences of 
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advance technologies implementations consume less energy and produce more output that 

is usually referred as technique effect (Arrow, 1962). Composite effect reveals that with 

the use energy intensive production as economic development for example, shift from 

o.gnv11ltur~ ,o in,.;ustry. In initial s!ages ofeconomic development,since economy is based 

lar ,;,.;; on agriculture sector, thus the use to energy consumption. is relatively lt5.s. 1h 

eco,:omy slarts shifting from agriculture to industry, the use of energy consumption 

increases. Arrow (1962) calls it positive composite effect.· Finally; following maturity 

stage of economic development. shifts in industry loser.vice sector consume less energy 

consumption which imp lie, that energy intensity is lowered becau;e of compos,te ·•ffe;.;t 

2.5.2 Population and CO, Emissions 

!iii~ ,ection provided the theoretical support to the relationship.beiweu,, ,··.,uiatien ''"" 

CO2 [missions. 

2.5.2.l Malthus and Boserupiau School ot Thoughts 

Generally, there are two different perceptions of !lie impact of population growth ·,r, tm, 

environmental quality like Malthus ( I 967) and Boserup { 1965). First. Malthus (1967) 

argt1es that pressure of population on the resources cause.environmental degrndation. 

Malthus (1967) argued that the impact of population growth on environmental quality is 

evident. Each person creates some demands on energy for the necessities of life, food, 

shelter, clothing, water, and so on. Ceteris paribus, the higher is the number of people, the 

greater will be the energy demanded, is the Malthusian theory. The study of Bidsall 
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(1992) specified two mechanisms through which population growth could contribute to 

CO2 emissions. First, a larger population could result in an increased demand for energy 

for power, industry, and transportation, consequently increasing fossil fuel emissions. 

.Second,-rapid population growth can cause deforestation, as well as other changes in land· 

use and burning of wood for foe!. Hence, these all activities can increase the CO2 

emissions. Some recent studies like Begum, Sohag, Abdullah, and Jaafar (2015b) and M. 

M. Alam, Murad, Noman, and Ozturk (20 I 6) have explained the relationship between · 

population growth and CO2 emissions. 

The second perception is Boserup's claim that an increase in population encourages the 

emergence of technological innovations, which leads to a negative impact of population 

growth on the environment (Boserup, 1965b, 1981). Boserup deems a high population 

density to be a prerequisite for technological progress in agriculture. Accordingly, 

Malthusian scholars predict that the impact of popLlation on greenhouse gases is more 

than proportional, while Boserupian academics state that this relationship does not exist 

or, if it does, it has a negative elasticity. 

2.5.3 Energy Consumption and CO2 Emissions 

2.5.3.1 Neoclassical Growth Model 

The energy consumption is a fundamental driver of output and plays a significant role in 

economic growth and development. It is a vital component in economic growth either 

directly or as a complement to other factors of production. The traditional neo-classical 

growth model, treats energy inputs as intermediate factors whereas land, labor and capital 
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as basic factors and the role of energy in production as neutrality factor. On the other hand, 

the biophysical and ecological view is that energy plays a key role in income 

determination. Although, there are. sever.al factors of production, but the significant role 

orenergy consumption cannot be ignored .. Thus, the economies heavily dependent on 

energy use will be significantly affocted by changes in energy. C(insumption (J.-H. Yuan 

et al., 2008). 

2.6 Conclusion 

Nowadays many countries, especially developing ones are facing a major challenge of 

multi - dire,,tionai links between economic, social and environmental aspects of 

development. The impact of energy consumption, economic growth, population on the 

enviwnmental degradation are still controvers,ai subjt>cts of study. For example, the 

l'eviev, of previous studies shows that the e.:onomic activities like GDP growth, 

international trade, financial development, FD! and industrial production help to protect 

the environment hy emitting less CO2 emissions and vice versa in other countries. The 

review of previous studies concludes that the effects of energy consumption, economic 

grov,th and population growth on environmental degradation are varying from one 

country to another. In this regard, it is not possible to generalize the results. Hence, this 

study creates four different panels such as high-income countries, upper middle-income 

countries, lower middle-income countries and low-income countries on the basis of 

income level. 
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Similarly, there are several studies that have investigated the STRlPAT model by 

incorporating population size, GDP per capita and technology as a factor of environment 

quality (I= P* A *T). According to York et al. (2003), additional factors can be entered the 

basic STRIPAT model as components of.the technology. It can be disaggregated to study 

th<> impact per unit of consumption or production and the impact per unit of economic 

activity. However, there are several other factors also which can influence the 

environmental quality and which can be tested within the STRIP AT model. 

For example, Shi (2003), Poumanyvong and Kaneko (20 l 0) utilized the share of industry 

a,1d services in GDP as proxy for influence (GDP per capita) in an investigation on 

pollution emissions. Furthermore, Martinex-Zarzoso et al. (2007) uses the share of 

industry i11 GDP and energy mtensity as a proxy. In a study of national e,,ergy 

con.mmption, York (2007) employs urbanizati0n to express population size. in ud(,ition, 

Shafiei and Salim (2014) added indt.strial production and population density as a proxy 

of GDP and population size in the basic STRIP AT model. To the best of knowledge of 

the researcher, this is one of the first studies that include renewable and non-renewable 

rnerg) as a proxy of technology and international trade, FT)! and financial developmeP( 

as proxy of affluence in the three different models for the selected countries over the time 

1990-2015. 
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CHAPTER3 

RESEARCH METHODOLOGY 

3.1 Introduction 

This chapter commences with the elaboration of model specification based on STRJPAT 

model, The chapter continues forther with the justification of all variables. Furthermore. 

method of data collection and data analysis technique are also a part of this chapter. 

3.2 Model Specification 

The core objective of •his study is to explore the impact of population, affluence and 

technology on the environmental degradation. The different proxies of population such as 

population size, population density, urban population are selected. Similarly, GDP 

growth, international trade, financial development and FD! is selected as proxies of 

affluence and total energy consumption, renewable energy consumption and non­

renewable energy consumption as proxies of technology. On the other side, CO2 emissions 

is represented environmental degradation. To avoid any diagnostic issues such as 

heteroscedasticity, autocorrelation and serial correlation this study divide explanatory 

variables into three different models. 
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3.2.1 Selection of Variables 

Selection of variables for each model is based on general. to - specific (GETS) modeling. 

Ac,ording io Clark (2014) GETS provides a prescriptive and defendable way of selecting 

a few relevant variables from a large list of potentially important variables when fitting a 

regression model. GETS handle several issues in panel data, specifically, how such an 

algorithm can be applied to estimations based upon panel data. A command is presented. 

written in Stata and Mata, that implements this algorithm for various data types in a 

ilex1ble way. This command is based on Stata's regress otxtreg command, so it is suitable 

for researchers in the broad range of field where regression analysis is used. Finally, the 

genspec command is illustrated using data from applied studies of GETS modeling with 

Monte Carlo simulation. 

The formulation of three different models are basically based on STRIP AT framework 

introduced by Dietz and Rosa (1994, 1997). The STRIPAT model has the basic form as 

shown by Equation [3. l J 

Taking the natural logarithm of both sides, Equation [3.2] is developed. 

[3.2] In I" =Ina+ bln(P,,) + c ln(A,,) + d ln(T,,) + In e,, 

where 
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I Impact 
p Population 
A Affluence 
T Technology 
a = Constant 

b,c,d = Coefficients 

e Error term 
I = i ,2,3, ..... ,T 

·- 1,2,3, ... .".,N 

Additional factors are included into basic STRIPAT framework followed by York et al. 

(2003). [n Model I the impact of population growth, GDP per capita, international trade 

and total energy consumption on the CO: emissions are investigated. The Model I is 

represented by Equation [3.3 j. 

[.'l.31 ln(C01;,) = In a 0 + a, ln(POP,,) + a, ln(Y,,) + a3 ln(TR,,) + a 4 ln(TEC")+ lne11, 

where 

co, 
POP 
y 
TR 
TEC 

= 

Carbon dioxide (MT) 
Total'population (million) 
GDP gro,,1h (%) 
lnternational trade ($billion) 
Total energy consumption (Kg of oil equivalent per capita) 
Constant 

C.oefficients 

In Model ll, the effects of the population density (used as a proxy of population growth), 

FD!, FD and renewable energy consumption are examined. Thus, Model II is given by 

Equation [3.4]: 

[3.4] ln(CO,,,) = lnb0 + b, ln(PD,, )+b1 ln(FDI1,)+b3 ln(FD1,)+ b" ln(NEC;,) + lne," 
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where 

PD 
FD! 
FD 
NEC 

ho 

bl, b2, b) •. b~ 

Population density (Persons/seq.km) 
Foreign direct investment ($billions) 
Financial development (domestic credit to private sector,% of GDP) 
Non-renewable energy consumption (Kg ofoil equivalent per capita) 
Constant 

Coefficients 

The purpose of Model III is to examme the relationship between CO2 emissions, 

urbanization, industrial production and renewable energy consumption. The Model III is 

represented in Equation [3.5]: 

[3.5) ln(CO,,,) = lnc0 +c1 ln(UB,,) l:c, ln(JND,,) +c3 ln(REC,,) + s,,, 

where 

UB 
IND 
REC 

Total population living in urban area(% of total population) 
Industrial Production(% or GDP) 
Renewable energy consumption (quadrillion British thermal unit, 
(Btu) 
Constant 

Coefficients 

3.3 Definitions of Variables 

3.3.l Carbon Dioxide Emissions 

CO, emissions are those elements that stem from the burning of fossil fuels and the 

manufacturing of cement. It includes CO, emissions during consumption of solid, liquid, 

and gas fuels and gas flaring (World Bank, 2016). 
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3.3.2 Total Energy Consumption 

Total energy consumption (TEC) refers to use of primary energy before transformation to 

other end-use fuels, which is equal to indigenous production plus imports and stock 

changes, minus exports and fuels supplied to ships and aircraft engaged in international 

transport (World Bank, 2016). It is measured in Kg of oil equivalent per capita. 

3.3.3 Renewable Energy Consumption 

Renewable energy (REC) is energy that is not depleted when used and naturally 

replenished on human timescale. It comes from various sources such as biomas·s, wood, 

tide, wave, solar and wind. The REC is environment friendiy, safe and unlimite,d as 

compare to fossil fuels energy. It is measured in quadrillion Btu (Wodd B2.11k, '!016) 

3.3.4 Non-Renewable Energy Consumption 

Non-renewable energy (NEC) comes from sources that will run out or will not be 

replenished in our life time. Energy comes from fossil fuels such as oil, coal and gas are 

commonly known as NEC. It measured in Kg of oil equivalent per capita (World Bank, 

2016). 
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3.3.5 Economic Growth 

Economic gromh (Y) is an increase in the capacity of an economy to produce goods and 

services, compared from one period to another. Traditionally, aggregate tXJonomic 

gromh is measured in terms of GNP or GDP, although alternative metrics are sometimes 

used. This study used GDP grov.th as proxy of economic growth and measured in 

percentage change from one year to another. 

3.3.6 International Trade 

International trade (TR) is the exchange of capital, goods, and services 

across international border, (1r territories, whir:h could involve the activities of the 

gcvernment ·md individual. In most countries, such trade represents a significant share of 

GDP. TR is usvHlly measured in local currency or USO (World Bank, 2016). 

3.3. 7 Foreign Direct Investment 

FD! refers to direct investment equity flows in the reporting economy. It is the sum of 

equity capital, reinvestment of earnings, and other capital. FD! is a category of cross­

border investment associated with a resident in one economy having control or a 

significant degree of influence on the management of an enterprise that is resident in 

another economy. Ownership of 10 percent or more of the ordinary shares of voting stock 

is the criterion for detennining the existence of a direct investment relationship (World 

Bank, 2016). 
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3.3.8 Financial Development 

Financial development (FD) can be defined as the policies, factors, and the institutions 

that lead to the efficient intennedia,ion and effuctive financial markets. A strong financial 

system offers risk diversification and effective capital allocation (Adnan, 2011 ). There are 

several measurements of FD; however, the study used domestic credit to private sector(% 

of GDP) as proxy of FD. 

3 :!.9 Industrial Production 

Industry also comprises value added in sectors like mining, manufacturing (also reported 

as a separate subgroup), construction, electricity. water, and gas. Value added is the net 

output of a sector after adding up all otl'pul, and subtracting intermediate inputs. It is 

calculated without making deduct,ons for derreciation of fabricated assets or depletion 

and degradation of natural resources. It is measured as an industry value added percentage 

of GDP (World Bank, 2016). 

3.3.IO Population Size 

Population size (POP) is based on the de facto definition of population, which counts all 

residents regardless of legal status or citizenship (World Bank, 2016). In this study POP 

is measured in million. 
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3.3.12 Urbanization 

Generally, urbanization (UB) is an interconnected development of environmental, 

<lemographic, economic, technological, cultural, economic and social changes, which 

· . entails·t~.e absorption of economic activities and populationin·urban areas along with land 

use change (McCarthy & Knox, 2005). In contrast, UB can also be narrowly defined as 

the physical growth of cities, urbanized territories and population size (Hutchison, 2009). 

The lJB is calculated as the percentage of total population living in the urban area. 

3.5 Data Source 

An11ual time series secondary data of all proposed variables are collected ove1 the period 

1980-2015 from different sources. TEC and NEC are calculated in kilo ton, (KT) of oil 

equivalent per capita where REC is ~alculated in quadrillion Btu and data are collected 

from online database oflnternational Energy Agency (IEA). FDI, TR are calculated in$ 

billion, FD is measured in domestic credit to private sector, percent of GDP. Furthermore, 

IND evaluates as the value of the GDP created in the industrial sector, GDP growth (Y) 

measured in percentage change and CO2 measured in millions of metric tons (MT). The 

data of all these variables are collected from online database of World Development 

Indicators (WDI). 

In addition, POP contracted as total population of a country PD is defined as a 

measurement of population per sq.km, [JB quantified as a percentage of total population 
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living in urban areas. The data of demographic variables are obtained from United Nation 

Statics Division (unstats.un.org). 

3.5 Method of Analysis 

The core objective of this research study is to test whether there is long run relationship 

between environmental degradation, population, affluence and technology. This study 

selected top ten highly CO2 emitted countries from each income level including high 

income countries, upper middle income, lower middle income and low-income countries. 

Hence this study analyzeu four different panel~. The strategy of ~nalysis mentioned in the 

following sections. 

3.5.1 Panel Data Analysis 

The pane I data analysis consists of the four steps. First, the stationarity properties of the 

time series variables are examined using alternative panel unit root tests. If proposed 

variables are non-stationary, the second step is to test whether there is cointegration 

relationship between the series, using appropriate panel cointegration techniques. The 

presence of co integration in first three models will lead to estimate the long run elasticities 

by utilizing FMOLS. Finally, causal effect between the proposed variables was 

investigated using Granger causality test approach. 
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3.5.1.1 Panel Unit Roots 

Testing stationarity of time series variables is an important pre-requisite for traditional 

cointegration analysis. The unit root testis necessary in the FMOLS test to rnnfirm that 

all the variables must remain either stationary at level I (0) or at first difference I( I). 

A stationary time series variable is defined·as onethat comprises statistical properties like 

mean, median, variance, and autocorrelation constant and, does not depend over a time 

period. In other words, data in this time series fluctuate around a constant mean and it is 

independent ottime; its variance of the fluctuation always remaining constant over time. 

The mean and variance of the data series during a year will be different from another year 

lHhe initial time series is not stationary, there is a need for some transformation to mah 

it stationary. In order to determine the stationarity of the variables, traditionat unit rooi 

te,is were too limited, so new unit root tests were developed for the purpose (Martin ct al. 

2013; Shahbaz et al, 2013). 

There are several panel unit root tests such as Im, K. S., Pesaran, M. H., and Shin, Y. 

(2003) test called !PS; Levin, Lin, and James Chu (2002) known as LLC and Maddala and 

Wu ( l 999) briefly called MW to check the stationarity properties of the variables. These 

tests apply to a balanced panel, but the LLC can be considered a pooled panel unit root 

test, JPS represents as a heterogeneous panel test and MW panel unit root test is non­

parametric test. Although, there are several panel unit root tests, but this study applied !PS 

unit root test suggested by Im, K. S,, Pesaran, M. H., and Shin, Y. (2003). This test 
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explored a panel unit root test in the context of a heterogeneous panel. Since this study 

consists of four heterogeneous panels, hence, this study applied !PS unit root test. 

• The IPS test is not 2s restrictive as the LLC tesL-lt allows for. heterogeneous coefficient 

and proposed an alternative testing procedure based on averaging individual unit root iest 

statistics. !PS suggested an average of the ADF tests when µ,, is serially correlated with 

different serial correlation properties across cross-sectional units. The mill hypothesis (Ho) 

is that each 5eries in the panel contains a unit root like H 0 : p, 0 for all i and the 

alterr..itive hypothesis (1-1 1} allows fo~ some (bu! not all) of the individual s~ries to have 

unit roo,; 

[3.6] H 1 : {p, < for i = 1,2, ...... , N, and Pi = 0 for i =Ni+ 1, .... , N 

Formally, it requires the fraction of the individual time series that are stationar; t0 lle 

nonzero, likelim ,_,
0
(nl / n) = 5 where O < o '.S 1. This condition is necessary for the 

consistency of the panel unit root t~st. The !PS t-bar statistic (i) is defined as the average 

of the individual ADF statistics as mentioned in the Equation [3.7]. 

- 1 }::;v [3.7] t =·- . t,.. . N -~, -

where tP, is the individual !-statistics fortesting the null hypothesis: p 1 = 0 for all i. !PS 

provides simulated critical values for 'i different number of cross-section n, series length 

T and Dickey-Fuller regressions containing intercepts only or intercepts and liner trends. 
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In the general case where the lag order P; may be nonzero for some cross-sections, IPS 

shows that a properly standardized t has an asymptotic N (0, 1) distribution. Starting from 

well-kno,vn results in the time series that for a fixed n. 

.. . .. ' 

r1-w,._dW;_ Jo - -
f -⇒ I = f -~ 

Pl [f W2f2 ,, 
Jo JZ 

as T ➔ oo, \.vhere f W(r) dr denotes a Weiner integral with the argument r suppressed in 

Equation [3.8], IPS assumes that l;r are HD and have finite mean and vanance, 

represented in the Equation [3.9]. 

[3.9] 

as n ➔co by the Linde berg - Levy central limit theorem, Equation (3.9] converted into 

Equation [3.10]. 

as T ➔co followed byn ➔co sequentially. The values of E[tirlP; = o] and VARkrlP; = o] 

have been computed by [PS via simulations for different values ofTand P;' s. 
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3.5. 1.2 Panel Coiotegration Tests 

The cointegration approach tests the relationship between long-run equilibrium and the 

non-stationary economic variables. Let us conside,·, X, be a vector of variables integrated 

of order one [J(l) J. Then the variables of X, are deemed co integrated if and only it; the 

linear combination /J'X, (with /J * 0) is stationary ( /JX, - I (0)) or the equilibrium error 

process is ~tationary ( U, = Y, - /JX,). The equilibrium is meaningful when the 

equ;librium error process is stationary (Engle & Granger, 1987), There are a variety of 

ecor,ometric methodologies that have been offered in the 'literature to evaluate long run 

equilibrium relationship between non-stationary time series variables. 

The residual-based co integration test proposed by Engle-Granger (I 987) and Johansen 

and Juselius (1995) co integration methods have been frequently used to examine Hie long­

run relationship between variables. Before running any estimation, it is a pre • requisite 

for all the variables to follow the same order of the above methods. In addition, traditional 

cointegration methods provide unreliable results for small sampling (Johansen, 2002). 

However, panel co integration tests like Kao ( 1999), Maddala and Wu (I 999), Pedroni 

(1999, 2004) and Westerlund (2007) are provided reliable results. Though, this study 

applied Kao (1999) and Pedroni (1999, 2004) cointegration tests because of various 

advantages. 

Kao ( 1999) presented two types of co integration tests in panel data, the DF and ADF types 

tests. Consider the following panel regression model which shows by Equation [3.1 I]. 
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[3.11 l y,, = x;,/3 + z;,r + "u 

where Y;, andx,, are I (1) and non-cointegrated. For, z1, = {µ1} Kao (1999) proposed DF 

,and ADF-type unit root tests for e,, as a test for the null of nocointegration. The DF-type 

tests can be calculated from the fixed effects residuals which shows by Equation [3.12] 

[3.12] 

where e;, = Ji,, -x,;/3 and Ji,, = y,, - _vi, x" = :x,, - xi. To test the null hypothesis of no 

co.integration. the null hypothesis can be written as H0 : p =I. The OLS estimate of p 

and the t-stafatic are given as 

N r 
L z:e)\,.~1 

[3.13 J p = ·'"--'-'~v,.c'·~;--

L Le",, 
I=! 1=2 

and 

N T 

(p-J) L LeA,-, 
[3.14] 

Where 

[3.15] s; 

Kao proposed the following four types of ADF tests which are shown by Equation [3.16] 

to Equation [3.19) 
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[3. l 6] 
./NT ( p-1) + 3.[ii 

DF = - --'-'-:==---
P ✓1 0.2 

[3.17] DF, =✓l.25 ·L +✓1.875N 
' 

[3 .18] 

[3 .19] 

a-;v == ti~. -- 0._,xO.~} and f is estimator of long run 

covanance of S;, = (.6..y;,, tu:;,)', Q is the estimator of contemporaneous covariance 

DF,and 
µ 

DF; are based on Hw strong exogenity of tht; 

regressors and disturbances. For the ADF test, it can run the following regression which 

are mentioned in Equation [3.20] 

[3.20] 

p 

ei, "'" pe;_,-1 + Lo;1'.le;_,-, + v;, 
M 

with the null hypothesis of no co integration, the ADF test statistics can be constructed as: 

[3.21] 
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where tADF is the t-statistic of p Equation [3.21]. The asymptotic distribution of 

DFP ,DF,,DF; and ADF converge to a standard normal distribution N (0, 1) by 

sequential limit theory. 

Pedroni (1999, 2004) also proposed several tests for the nuli hypothesis of co integration 

in a panel data model that allows for considerable heterogeneity. Pedroni considered the 

fo Ho wing type of regression: 

[3.7.2) 

for a time s~ries pane1 of observables Yit and Xir for members i= l . . . , N over time periods t 

-- 1, T , where 'Ji,; '1 i'.: an rn-dimensionr.l coiumn vector for e.acb niefllher i and p; is an m .. 

dimensional column vector for each member i. The variables y;1and X;, are assumed to be 

I ( 1). fo r each member i of the panel, and under the null of Or' -:oi,:~PSf<liton the residu, ' 

e;1 will also be I ( 1 ). The parameters a , and O; allow for possibility 0f member specific 

fixed effec ts and deterministic trends, respectively. The slope coefficient8 /J, are alsc 

permitted io vary by individual, so that in general the cointegration vectors may 1,r 

heterogeneous across members of the panel. The OF-type tests and ADP- type tests !'an 

be calculated from the fixed effects residuals 

[3.23] 

p 

[3.24] 
e = pi.?. l + '°' <p .. /'!.e _ +v. rr r 1.r- L lj i,t-,; ,: 

J~l 
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The null hypothesis for co integration tests are: H, : p, = I; H, : p, = p < I (i = 1,2, ... , N) 

and H0 : p, = I;H,: p, < I (i = 1,2, ... ;N). 

· . To study the distribution properties of above tests, Pedroni described the DGP in terms of 

the partitioned vector z:, =(Yu; x:,) such that the true process Z" is generated as 

Z,, = Z,, .. , + 4" for 4,; = (4,; ,{;) • 

Pedroni's tests can .be classified into two categories. The first set (within dimension) is 

similar to the test5 <liscussetl qbove, and involves averaging test statistics for co integration 

in the time series across cross-section. For the second set (between dimension), the 

averaging is done in pieces so that the limiting distributions are based on limits of 

pi<'cewise numerator and denominator terms. The basic approach in both cases is to first 

estm1ate the hypothesized co integration relationship separateiy for each member of th" 

panel and then pool the resulting residuais when constructing the panel tests for the null 

of no cointegratior.. Specifically, in the fits! step, one can estimate the proposed 

co integration regression for each individual member of the panel in the form of Equation 

[3.11], including idiosyncratic intercepts or trends as the particular model warrants, to 

obtain the corresponding residual e,,. In the second step, the way in which the estimated 

residuals are pooled will differ among the various statistics, which are defined as follows. 

Panel variance ratio statistics: 
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[3.25] 

Panel- rho statistic: 

[3.26] 

Panel-t statistic: 

[3.27] 

Group-rho Statistic: 

Group-I statistic: 

[3.29] Z,. ·~ 
I ~ ~ - - " h . fl . d - L., wsx.1 L.,µ1,µ,,,-s 1or some c _01ce o ag Will ow 
T $""-1 t=S+! 

K N I N 

I s s~, I ~ _, -, s'2 21'l ~2 1 ' •2 d L'' '•2 
wski = - i =-Lµj,, a-1 = i + Ai, er NT=- "-'a'' an 11 =-£.Jc;,, 

l+K, T,.1 N,., NH 

Y2 "" ,., --1- -
where ~" (0111 n,un,,,0211 such that fl, is consistent. 

The first three statistics are based on pooling the data across the within group of the panel; 

the next two statistics are constructed by pooling the data along the between group of the 
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panel. Pedroni (1999) derived asymptotic distributions and critical values for several 

residual.based tests of the null of no co integration in panels where there are multiple 

regressors. Let consider Equation [3.30]. 

[3.30] 

where 

Zc-;,t;✓N ⇒ N(0.1) (as T.N➔ "'),., 
Vr 

• , ( 2 ,,, r:;; ,,, • -112. ) x= TN z,, ,TvNZA _,,Z; ,TN" ZA _.,N Z; ' 
. -t'fiT 1¥1 ;tr !IT' Kt 

for each of the K=l ... ,5 statistics ofX, the values ofµ, and Ykcan be found from the table 

in Pedroni (1999), which depends on whether the model includes estimates fixed effects 

estimated fixed effects and estimated trends. Thus, to test the null hypothesis of no 

co integration, one simple computes the values of the statistic so that it is in the form of 

Equation [3.11] above based on the value ofµ, and Ykfrom the Table II in Pedroni (1999) 

and compares these to the appropriate tails of the normal distribution. Under the 

alternative hypothesis, the panel variance statistic diverges to positive. infinity, and 

consequently the right tail of the normal distribution is used-to rejeet the null hypothesis. 

Consequently, for the panel variance statistic, large positive values imply that the null 

hypothesis of no co integration is rejeeted. For each of the other four test statistics, these 

diverge to negative infinity under the alternative hypothesis, and consequently the left tail 

of the normal distribution is used to reject the null hypothesis. Thus, for any of these latter 

tests, large negative values imply the null ofno cointegration is rejeeted. 
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3.5.1.3 Panel Fully Modify Ordinary Least Square Estimation 

Having established the existence of cointegrating relationship among the time series 

variaoles, this study continues to estimate Model I, Model II, and Model III using FMOLS 

method proposed by Pedroni (2001) which allows for estimating heterogeneous 

co integrated vector for panels members. The main advantage of this method is that it 

corrects for both serial correlation and simultaneity bias. Another reason why OLS is not 

appropriate is that its estimation produces biased results since the repressors are 

endogenously determined in the I(l) case. Pedroni (2001) considers the following 

co integrated system for panel data: 

[3.3 I] Y,, = a1 + /3X,, + £,, 

where Y and X are co integrated. Pedroni (200 I) proposed another equation that augments 

the cointegration regression with lead and lagged differences of the repressors to control 

the endogenous feedback effect. Hence, Equation [3.31] is specified as: 

Ki 

[3.32] Y,, = a, + /3X,., + I:r,,M,,_, + £,, 
J:=-b 

Pedroni (2001) also defines,;,, =(a;,,M,,) and let n,, =limE[l/T(:I:,,;,,)(:I:,,;,,)'J 

be the long run covariance for this process. This long run covariance matrix can be 

I 

decomposed as 0.1 n~ + r, + r, where nf is the contemporaneous covariance and r, is 

a weighted sum of auto covariance. Hence, the panel FMOLS estimator is specified as 

follows: 
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• " " - 2 -I " - • [3.33] /Jrnors = - L, [(L.,(X,, - X,) ) (L., (X,, - X, )Y,, - Ty;)] 
N i:al f:al l=I 

.. - A A A ,_ '°'o " A A A 

where Y;, = Y;, - Y(n,.,., In,.,, )_M,,andy, = r,.,, + n,.i, - (n,.,,, / n,.,, )(1,.,, + n,.,.J 

3.5.1.4 Panel Granger Causality 

The cointegration relationship indicates the existence-of causal relationship among the 

variables, at least in one direction. Howe,ver, it does not provide information on the 

direction of causality. To investigate the direction of short-run and long-run causal 

relationship among the variables, this study will specify a panel-based ECM with a 

dynamic error correction representation. Basically, this study will follow the Engle and 

Granger (I 987) two step approach. In the first step, the long-run parameters presented in 

Model I, Model II and Model III (Equation 3, Equation 4 and Equation 5) are estimated, 

using the FMOLS procedure, to obtain the residuals. Incorporating the residuals as a right­

hand side variable, the short-run error correction model is estimated in the second step. 

The. Granger causality test involving error correction term (ECT) is specified as follows: 

Model 1: 

[3.34] /lCO,,, =a"+ La11,,llCO,,,_, + La,u,MOP,,_, + La13,,llY,,_, + 
p . p p 

La14;pll.TR;r-p + La,s;pt.,,.TEC;,-p + tp]jECT;r-p + &w 
p p 

[3.35] MOP,,= a,,+ La,"PllCO,,,_, + Larn,t.POP,,_p + La,,.,llY;,_, + 
p p p 

La24ipl).TRu-p + La2s;pt.,,.TEC;,-p + t/J,.;ECT;,_P + &w 
p p 
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[3.36] t,.Y,, = a,, + L arn,,t,.C01,,_, + L a,u,,MOP,,_, + L a,:.,,t,.Y,,_, + 
p p p 

I:a,,ipt,.TR11 _,, + L a3,.,,t,.TEC11 _,, + ¢,31 ECT,,_P + e,,, 
p p 

[3.37] t,.TR,, =a,,+ Lct.,,,t,.C02,,_P + Lct,,;pMOP,,_, + Lct4,,pt,.Y,, __ p + 
p p p. . . 

L a 4.,,TR,,_,, + I:a,",t,.TEC,,_,, + ¢,,,ECT,,_P + £ 411 
p p 

[3.38] t,.TEC,, =a,,+ Lctsu,t,.C0,11_, + I:a,2ipMOP,,_, + I:a, 31,t,.Y,,~P + 
p p p 

La,.,pt,.TR,,_, + Larn,t,.TEC11_, + ¢,51 ECT,,-p + e,,, 
p p 

Model II: 

[3.39] ,';CO,,, = a!i + Lctrnpt,.CO,,,_,, + Lctiu,MD,,_,, + Lct,3;pt!.FDI,,
0

, +. 
p p p . . 

Lct141,,M'D,,_, + La,,_t;NEC,,_, + ¢,.,,ECT,,_1 + ew 
p p 

[3.40] MD, =a,,+ Lctzu,t,.COw-p + I:a,u,MD,,_,, + Lct231,Af'DI,,_, + 
p p p 

L a 241,t!.FD,,_,, + L a2SIP!!>NEC"_' + ¢,,,ECT,,_1 + liw 
p p 

[3.41] MDI"= a 31 + La,1ipt,.C0211_,, + La,,,,l::J'D"_' + La,31,,M'DI,,_, + La,4ipt!.FD11_, 
p . p p p 

+ L a,,ipt,.NEC"_' +¢,;1ECT,1_1 + e:;;, 
p 

[3.42] t,.FD1, =a.,+ Lct4Jipt\C02,,_,, + Lct,:u,MD11_,, + La,,;,M'DI,,_, + 
p p p 

L a,,,,M'D,,_, + L a.,1pl!>NEC,,_, + ¢,,1ECT,1_ 1 + £ 411 
p p 

[3.43} t!.FDI,, =a,,+ Lct511,,t,.C02,, .. , + Lct,u,MD,,_, + La,,,,,M'Dl11 _,, + 
p p p 

L a 54,,,M'D"_' + L a 5f,ipl!>NEC,,_, + ¢,,,ECT,,_, 
p p 

[3.44] l!>NEC1, = aM + L a6",AC0211_, + L a6u,l::J'D,,_, + L ct63ipt!.FDI,,_,, + 
p p p 

I:a .. ipt!.FD,,_, + I:a.,,,,l!>NECll-p + e.,ECT,,_, 
p p 
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ModelII: 

[3.45] /'J.CO2,, = a11 + L'.aw,liCO,,,_P + L'.a,u,liUR,,_, + L'.a,,,/,.IND,,_, + 
p p p 

La,..,liREC,,_, + ¢,,ECT._1 
p . 

[3.46] /'J.UR,, = a2, + La,1.,liC02,,_, + La211,liUR,,_, + L'.a2,,,MND,,_, + 
p p p 

L'.a,.,,liREC"_' + ¢,,,ECT,,_, 
p 

[3.47] MND,, = a3, + La31ip/'J.CO,,,_, + La,,_,,liUR,,_, + La,3i,MND,,_, + 
p p p 

La,4,,liREC11c, +.t/Ji,ECT,,_1 
p 

[3.48] liREC,, =a.,+ La41,,liC0,11 •• , + La,11pliUR,,_, + La.,,,MND._, + 
p p p 

L a44,,liREC1t-, + r/J'"ECT,,_, 
p 

where Ii, ECT, and p denote the first difference of the variable, the error-correction tem1, 

and the lag length, respectively, The optimal lag length was determined using Akaike's 

information criterion (AlC). In the above models, the causality runs from /'J.GDP to/'J.CO2 

(/'J.EC) if the joint null hypothesis a13ip = a14ip = 0 "v ip (a23ip = a24ip 0 "v ip) is rejected. 

The presence of two variables measuring real national income in the system requires 

cross-equation restrictions to determine causality from emissions, energy consumption, 

trade openness and urbanization to real income using a likelihood ratio test. For instance, 

causality. from l\C02 to /'J.GDP is supported if the null hypothesis 

m, ip = 0 "v ip anda.1 ip = 0 "v ip is rejected. 
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3.6 Conclusion 

This chapter details the research methodo.logy that is applied in this study. The STRJPAT 

model has been discussed in the section.of theoretical framework. In the next section three 

different models are elaborated to explore the impact of technology, affluence and 

population on the environmental degradation. In addition, all the variables are justified 

with respect to research framework and previous literature along with expected 

similarities. Similarly, time duration, collection, sources and types of data are mentioned 

in the next section. Finally, in the section of method of analysis, justification and details 

of panel unit root tests, panel co integration.tests and piµiel long run reiationship test likes 

FMOLS and panel Granger causality test are discussed. 
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CHAPTER4 

RESULTS AND DISCUSSION 

4.1 Introduction 

This section presents and discusses the empirical results, thereby answering the research 

questions 'of the study in a comprehensive way. Three different models are tested to 

investigate the relationship between energy consumption, economi  CO2 

emissions. The three models are investigated on four diverse groups of co

high income, upper middle income, lower middle income and low-income countries, First, 

the study explains the descriptive statistics of each variable. To confirm the level of 

stationarity, this study applied IPS unit root test suggested by Im, K. S., Pesaran, M. H., 

and Shin, Y. (2003). Furthermore, panel cointegration tests like Pedroni co integration test 

and Kao cointegration test was applied to confirm the cointegration relationship. After 

using relevant and suitable tests for checking data properties, this study has applied 

FMOLS to test the long run relationship among proposed variables. Finally, study applied 

the Granger causality test to examine the causal effects among the variables. 

4.2 Descriptive Statistics 

The descriptive statistics such as, minimum, maximum, mean and standard deviation are 

tabulated in Table 4.1. The reported results show that high income countries are the 

biggest contributors of the CO2emissions with average rate of 1035.42MT and low-
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income countries have least contribution in CO2 emissions on average during 1980-2015. 

In term of average total energy consumption, group of high income countries is ranked 

the first, followed by upper middle, lower middle and low-income countries. Similarly, in 

term of renewable and non-renewable energy consumption, high income countries are 

leading contributors followed by upper middle, lower middle and low-income countries. 

The reported statistics shows that the CO, emissions, energy consumptions, financial 

development, international trade, FD!, industrial production are simultaneously increasing 

with the similar pattern. 

When look at the demographic character, upper middle-income countries are the largest 

with an average 287.34 million populaoon. On the contrary, lower m1dd le-income 

countries and high-income countries stand second and third largest population with an 

average of 178.56 million and 78.44 million, rcipectively. However, low income countries 

have fairly low population with an average of! 7.48 million. On the other hand, an average 

75.63 percent population of high income countries is living in urban area. Similarly, an 

average 56.61 percent population of upper middle-income countries, 37.07 percent of 

lower middle-income countries and only 26.25 percent of low income countries are living 

in urban area. However, with an averag~ of 178.56 persons per sq.km lower middle­

income countries are leading, followed by high income countries with an average of 

176.46 person per sq.km, upper middle-income countries with an average of 65.33 person 

per sq.km and low-income countries 52.58 person per sq.km. 

Large values of standard deviation specify higher dispersion in time series data. The 

patterns of average total energy consumption, non-renewable energy consumption, 
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renewable energy consumption and CO2 emissions are similar. For example, high income 

countries are largest consumers of total energy consumption, non-renewable energy 

consumption and renewable energy consumption and also emit highest amount of CO~ 

emissions with an average of 1035.42 MT. Similarly, upper middle income i; the seconil 

largest in all three types of energy consumption and also the second largest in CO2 

emissions with an average of640.96 MT. Finally, low income countries are least 1n total, 

non-renewable and renewable energy consumption and aggravate minimum CO2 

emissions. 

The reported statistics presented in Table 4.1 show that lower rnidd le-income ~ountries 

have highest GDP growth iate with an average of 4.95 percent, followed by upper middle­

income countries, low 111come countries and low-income countries with average gro,,,~11 

rates of 4.61 percent. 3.78 percent and 2.59 percent respectively. In cas,· of all othei 

selected economic variables such as financial development, international trade, FD! and 

industrial production, high income countries are leading, followed by upper middle­

income countries, lower middle-income countries and low-income countries, respectively. 
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Table4.l 
s f , ummaryo Descnpt1ve Statistics 

High Income Countries Upper Middle-Income Countries 

Variable Mini Maxi Mean SD Mini :Maxi Mean SD 

co,. 134.76 6116.44 I 035.42 1475.35 27.97 9679.82 640.96 1462.20 

TEC 1046.41 8365.20 4449.85 1834.54 411.70 3033.68 1641.97 685.93 

NEC 263.23 7261.29 3247.34 1751.96 .00 2926.78 1409.35' 716.69 

REC 25.51 5627.46 1202.51 1392.34 .00 622.64 222.25 130.59 

FD 12.89 227.75 9'9,12 49.33 7.09 166.50 58.91 43.24 

TR .00 5194.73 841.61 884.00 I 1.00 4786.00 233.27 549.47 

FOi •25.09 350.07 31.81 58.58 -1.00 291.00 13.26 37.35 

IND 20.00 39.00 29.74 4.73 23.82 60.56 36.77 8.08 

GDP -10.00 13.24 2.59 2.88 -21.60 23.17 4.61 5.40 

POP 14.80 319.13 78.44 71.25 13.89 1367.82 287.34 466.97 

POD 1.91 517.35 176.46 144.4() 14.62 145.32 65.33 37.79 

liR 56.72 93.02 75.63 7.68 19.36 88.94 56.61 19.98 
·-

Lower Middle~Income Countries Low Income Countries 
·--· 

Variable Mini M•xi Mean SD Mini Maxi Mean SD 

co, 7.63 2596.71 l93.87 380.40 .41 17.63 3.46 3.58 

TEC !02.56 l 165.51 :,07.&3 225.33 114.21 923.49 393.42 160 65 

NEC .00 1148.02 33 l.00 246.01 5.22 437.20 70.82 85.96 

REC .00 645.67 175.34 155.22 86.58 583.88 322.59 112.34 

FD 5.30 114.72 ,8.02 17.53 .20 103.63 17.74 12.46 

TR 3.28 1027.77 77.62 134.42 .:i6 28.42 4.82 4.8[ 

FDI -4.55 43.41 2.56 5.76 -.42 6.70 .21 .64 

IND 18.84 53.00 30.75 6.91 6.30 40.86 20.39 6.44 

GDP -l3.l3 13.25 4.95 21.13 -16.80 26.80 3.78 5.39 

POP ~.13 1275.92 178.56 279.02 1.60 88.35 17.48 17.66 

POD 43.57 1222.08 2369, 258.40 4.71 196.54 52.58 43.06 

l:R 14.85 59.70 37.07 l 1.23 6.09 43.51 26.2595 10.15 

The descriptive statistics shows that the low-income countries are on the bottom in all 

variables. They have least contribution in CO2 emissions with least energy consumption, 

financial development, international trade, FD!, GDP gro,,,,th and total population. 

Whereas, high income countries remain leading in most of the cases, such as CO2 

emissions, energy consumption, FD!, financial development and urban population. 

129 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

4.3 Panel Unit Root Test Results 

The results of panel unit root test are reported in Table 4.2 indicate that the null hypothesis 

of the exislence of a unit root cannot be rejected for all the variables at the five percent 

and IO percent level of significance. However, the unit root null hypothesis for the 

variables at the first difference can almost be completely rejected at the five percent level. 

The study concludes that all selected variables are cointegrated of order I(!). 

Table4.2 
Panel Unit Root Test Results 
Variables High Income Countries Upper Middle Countri~ ... __ 

Level l<~irst Difference Level First Difference 
Stat p-value Stat p-value Stat p--value Stat p--value 

co, 1.875 0.969 -12.150 0.000° ~.971 l.000 ·15.044 0 000** 
POP 0.610 0.729 -2.442 0.007*' l.145 0.873 -3.G41 0.001 ° 
y -1.605 1.000 · 14.924 0.000*' 26.245 0.159 -18.136 0.000•• 
TR 5.430 1.000 -13.805 0.000•• 6.474 l.000 -8.327 0.000** 
TEC 2.221 0.986 -12.590 0.000° 3.923 1.000 -11.548 0.000'* 
PD 3.339 0.999 -1.594 0,055** · 1.694 0.451 .. 1,913 0.027" 
FDI -0.333 0.369 -15.386 0.000•• 4.274 1.000 •I 1.257 0.000*" 
FD 0.773 0.780 ~12.425 0.QOOH 2.002 0.977 -I0.749 0.000" 
NEC l.707 0.956 ·l 1.550 0.000 .. 2.135 0.983 • I0.008 0.000•• 
UR 3208 0.999 ~ 1.28.J 0.099--• 1.239 0.892 0.652 0.074*** 
!ND 0.792 0.785 -15.221 0.000·• -0.629 0.264 -1 l.431 0.000" 
REC -0. 195 0.422 -7.986 0.000•· 0.275 0.608 -4.754 0.000** 
'Variables Lower Middle~Income Countries Low Income Countries 

Stat p--value Stal P,-\'alue Stat p· Stat p-value: 
Value 

co, l0.371 1.000 -6.763 0.000'* 6.7IO 1.000 -14.805 0.000** 
POP 7.796 1.000 • l.834 0.033** l.145 0.873 -6.401 0.000** 

y 26.543 0.148 -5.328 0,000** ·4.827 0.973 -10.450 0.000" 
TR 5.125 1.000 11.547 0.000" 13.732 1.000 • 1.624 0.052*** 

TEC 0.433 0.667 -3.97! 0.000" 0.589 0.722 -8.341 0.000•• 
PD 2.919 0.998 •l.418 0.078*"'* 12.144 1.000 -3.818 0.00 I'* 
FD! 4.132 1.000 -8.!00 0.000** 2.503 0.993 -15.425 0.000** 
FD 1,726 0.957 -5.736 0.000** 0.935 0.825 ·10.992 0.000" 

NEC l.877 0.969 -2.848 0.002** 0.621 0.732 -9,263 0.000" 
UR 4.805 l.000 2.465 0.099°* 17.563 l.000 -6. 193 0.000" 
!ND -0.273 0.392 -17.408 0.000" -0.709 0.239 -16.373 0.000** 
REC 4.007 l.000 -4.823 0.000'* 0.420 0.663 -2.848 0.002** 

Note:**,*** denote significance at the 5 percent and 10 percent level, respective! 
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4.4 Panel Cointegration Test 

In the next step, this study examines a long-run equilibrium rela\ionship between the 

variables. The results are presented in Table 4.3 for high income, Table 4.4 for upper 

,middle income, Table 4.5 for lower middle income and Table 4:t'i for low incon,c 

countries, Out of seven test statistics, most of them confirm the presence of co integration 

among the variables. Therefore, following the Pedroni ( I 999) test in the series, this stu<ly 

concludes that all three models in high income panel, upper middle income panel, lower 

middle income panel and low income panel series have a long-run equilibrium 

n,lalionship. 
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Table 4.3 
Pedroni Residual Co integration Test Results (High Income Countries) 

lvfodell (CO,= f(POP,Y,TR,TEC) 
Alternative hypothesis: common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic 
_Panel v-Statistic 1.424 0.077*** 0.202 
Panel rho-Statistic -1. I l7 0. 131 0. I 07 
Panel PP-Statistic . -3.080 0.001 ** -1.552 
Panel ADF-Statistic -3.834 0.001 ** -2.474 

Prob. 
0.419 
0.542 
0.060*** 
0.006** 

Alternative hypothesis: individual AR coeffici_ents (between-dimension) 
Group rho-Statistic l.176" 0.880 
Group PP-Statistic -1.357 0.087 
Group ADF-Statistic -2.03 l . 0.02 l * * 
Model II (CO2 = f(PD,FDl,FD,NEC) 
Alternative hypothesis: common AR coefficients (within-dimension) 
Test Statistic Prob, Weighted Statistic Prob. 
Panel v-Statistic -0.29 I 0.614 -2.556 0.994 
Panel rho-Statistic 0.954 0.830 7..192 0.098*** 
Panel PP-Statistic -2.051 0.020** 0.423 0.663 
Panel ADF-Statistic -3.16 l 0.008** -2.001 0.022** 
Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic 1.930 0.973 
Group PP-Statistic -1.499 0.066*** 
Group ADF-Statistic -3.643 0.001 *_' __________ _ 
Model 111 ( CO2 = j ( UR, l~D_,1!._EC)) _ __ ··- --
Alternative hypothesis; common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic Prob. 
Panel v-Statistic 2.087 0.018** 1.693 
Panel rho--Statistic 0 111 0.054*** 0.184 
Panel PP-Statistic -1.313 0.094*** -1. i68 
Panel ADF-Statistic --1.326 0.092*** -1.094 

0.045** 
0.573 
0.121 
0.136 

Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic 0.924 0.822 
Group PP-Statistic -1.082 0. 139 
Group ADF-Statistic -1.643 0.050** 

Note: ••, *** denote significance at the 5 percent and 10 percent level, respective 
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Table 4.4 
Pedroni Residual Cointegration Test Results (Upper Middle-Income Countries) 

Model /(CO2 = f(POP,Y,TR,TEC) 
Alternative hypothesis: common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic 
Panel v-Statistic 5.61 I 0.000** -0.960 
Panel rho-Statistic -0.193 . ·.o.421 -2.649 
Panel PP-Statistic -3.394 0.003** -4.809 
Panel ADF-Statistic -4.487 0.000**. -5:197 

Prob. 
0.83 l 
0.004** 
0.000•• 
0.000•• 

Alternative hypothesis: individual AR coefficients (between-dimension) __ _ 
Group rho-Statistic -0.379 0.352 
Group PP-Statistic -2.033 0.021 •• 
Group ADF-Statistic -3.098 0.001 ** 
Model IJ(CO, = f(PD,FDI,FD,NEC) 

Alternative hypothesis: common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic 
Panel v--Statistic 5.745 0.000** -1.326 
Panel rho-Statistic -4.568 0.000** -2.037 
Panel PP-Statistic -7.082 0.000** -5.051 
Panel ADF-Statistic -6.819 0.000** -5.499 

Prob. 
0.907 
0.020** 
0.000** 
0.000** 

Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic -0.487 0.313 
Group PP-Statistic -3.213 0.007* • 
Group ADP-Statistic -3.705 0.001 ** 

_Model JII(CO2 = J(UR,IND,REC)) 
Alternative hypothesis: common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic 
Panel v-Statistic 2.396 0.008*** -1.753 
Panel rho-Statistic 1.241 0.892 -0.523 
Panel PP-Statistic -0.284 0.388 -3.713 
Panel ADF-Statistic -1.523 0.063*** -4.694 
Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic 0.916 0.820 
Group PP-Statistic -1.887 0.029** 
Group ADF-Statistic -2.689 0.003** 

Prob. 
0.096*** 
0.300 
0.000** 
0.000** 

Kote: ••, *** denote significance at the 5 percent and 10 percent level, respectively 

133 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Table 4.5 
Pedroni Residua[ Cointegration Test Results (Lower Middle-Income Countries) 

A1odel !(CO2 ~ f(POP,Y,TR,TEC) 
Alternative hypothesis; common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic 
Panel v-Statistic 6.41 I 0.000** -0.901 
Panel rho-Statistic -0.98! 0.163 . --1.481. 
Panel PP-Statistic -0. 9 I 6 0.179 -4.079 
Panel ADF-Statistic -1.386 0.082*** -5.092. 
Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic -0.122 0.451 
Group PP-Statistic -2.630 0.004** 
Group ADF-Statistic -4.784 0.000** 
Afodel II (CO2 f(PD,FDI,FD,NEC) 

. Alternative hypothesis: common AR coefficients (within-dimension) 

Prob. 
0.816 

0.069** 
0.000 .. 
0.000•• · 

· _T_e_s_t _______ S_ta_t1_·st_ic ___ P_ro_b_. __ W_ei=g_ht_e_d_S_ta_t_is_tic ___ Prob .. -
Panel v-Statistic -0.358 0.640 -1.074 0.858 
Panel rho--Statistic -1.306 0.095*** -2.521 ·0.005 .. 
Panel PP-Statistic -3.402 0.000** -6.088 0.000** 
Panel ADF-Statistic -3.137 0.000** -5.949 0.000** 
Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic -0.485 0.313 
Group PP-Statistic -3.835 0.000** 
Group ADF-Statistic -2.669 0.003** 
Model III {CO,= f(UR,IND,REC)) 
Alternative hypothesis: common AR coefficients {within-dimension) 
Test Statistic Prob. Weighted Statistic Prob. 
Panel v-Statistic 1.368 0.085 0.179 0.428 
Panel rho-Statistic --0.414 0.339 -0.236 0.406 
Panel PP-Statistic .. \.662 0.048** -1.676 0.046** 
Panel ADF-Statistic -2.591 0.004** -1.852 0.031 ** 
Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic 0.94 7 0.828 
Group PP-Statistic -1.290 0.098*** 
Group ADF-Statistic -0.767 0.021 •• 

Note: **, ••• denote significance at the 5 percent and 10 percent level, respectively 
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Table 4.6 
Pedroni Residual Co integration Test Results (Low Income Countries) 

Model I (CO2 = f(POP,Y,TR,TEC) 
Alternative hypothesis: common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic 
Panel v-Statistic 0.441 · 0.329 0.221 · 
Panel rho-Statistic -.0.532 · 0;029** 0.010 
Panel PP-Statistic -3.427 · · . 0.000** -1.449 
Panel ADF-Statistic -1.592 0.055*** -0.984 

Prob. 
0.412 
0.504 
0.073*** 
0.001** 

Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic 1.397 0.918 
Group PP-Statistic -2.645 .0:004** 
Group ADF-Statistic -1.086 · 0.138 
Model Il(C02 = /(PD,FDJ,FD,NEC) 
Alternative hypothesis: common AR coefl)cients (within-dimension). 
Test Statistic · Prob. Weighted Statistic 
Panel v-Statistic 2.238 ·· · .. 0.0'12** -0.358 
Panel rho-Statistic -0.423 0.335 0.161 
Panel PP-Statistic -3.447 0.000** -2.228 
Panel ADF-Statistic -4.871 0.000** -2.913 

Prob. 
0.639 
0.564 
0.012•• 
0.001 •• 

Alternative hypothesis: individual AR coefficients (between-dimension) 
Group rho-Statistic 0.898 0.815 
Group PP-Statistic -3.467 0.000** 
Group ADP-Statistic -3.722 0.000** 
Model Ill (CO2 = f (UR,JND,REC)) 
Alternative hypothesis: common AR coefficients (within-dimension) 
Test Statistic Prob. Weighted Statistic Prob. 
Panel v-Statistic 1.642 0.050** -1.260 0.896 
Panel rho-Statistic -0.962 0.168 -0.462 0.322 
Panel PP-Statistic -3.168 .. · 0.000•• -3.541 0.000•• 
Panel ADF-Statistic -3.330 0.000•• -4.151 0.000•• 
Alternative hYPothesis: individual AR coefficients (between.dimension) 
Group rho-Statistic 0.570 0. 715 
Group PP-Statistic -2.377 0.008* 
Group ADP-Statistic -2.393 0.008* 

Note: * •, • •• denote significance at the 5 percent and IO percent !eve~ respectively 

For robustness, this study also applied cointegration relationships among the variables 

using another panel co integration technique proposed by Kao (1999). The results ofKao's 

cointegration test presented in Table 4.7 also confirmed the existence of long-run 

135 



I 
I 
I 
I 
I 
I 
I 
1. 
' :1 
ii 
11 

'• 
!1 
11 

'• 
11 
I 

··• 
-I 
-I 

equilibrium relationship among the variables. Therefore, the study continued towards 

panel long-run relationship between the variables by using panel FMOLS. 

Table 4.7 
Kao Residual Cointegration Test 
Model High Income Countries ADF 
Test 

!-statistic Probability 
l CO2 = J(POP,Y,TR,TEC) -2.318 0.012** 

Tl . CO, =J(PD,FDI,FD,NEC) -2.249 0.012** 

III CO,= J(UR,IND,REC)) -3.138 0.008** 

. Ueeer Middle Countries 
I . CO,= f(POP,Y,TR,TEC) · ;z.824· 0.002** 

II CO,= J(PD,FDI,FD,NEC) -1.540 0.061 ...

III CO,= J(UR,IND,REC)) -0.722 0.023** 

Lower Middle Countries 
l . . C:01 =J(POP,Y,TR,TEC) -2.5127 0.006** 

II CO,= J(PD,FDI,FD,NEC) -1.374 0.084** 

III CO,= J(UR,IND,REC)) 2.390 0.008** 

Low Income Countries 
I CO, = /(POP, Y, TR, TEC) -2,3 I 8 0.012** 

II . CO,= J(PD,FDI,FD,NEC) -3.454 0.003**.

III CO,= J(UR,IND,REC)) -0.093 0.046** 

Note:**,••• denote significance at the 5 percent and IO percent level, respectively 

4.5 Long Run Relationship Results 

The long run estimation results of high income, upper middle, lower middle and low­

income countries are repcrted in Table 4.8, Table 4.9, Table 4.10 and Table 4.11, 

respectively. 
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4.5.1 High Income Countries 

. The. long run estimation results of the seleeted variables are reported in Table 4.8 .. The 

 estimated coefficients of population size are positive and statistically significance &t 5 

percent. level in the panel of high income countries arid single countries such ·as us; 

Canada, Poland and Australia. It is found that, one million increases in the population of 

• group·of high income countries, US, Canada, Poland and Australia leads to increase in 

· . CO:z emissions by23.48MT, 25.27 MT, 13.95 MT, 16.28MT and 18.08 MT,respectively. 

Too results are in. line with Dietz and Rosa (1997). This study argued .that population· 

growth is one of the major driving forces behind the rapid increase of global CO2· 

emissions. According to Malt.hus and Hollingsworth (1973) the impact of population 

growth on environmental quality is evident. Each person creates some demands on energy 

for the necessities of life like food, shelter, clothing, water, and so on, According to 

Malthusian traditfon, the higher is the number of people, the greater is the energy 

demanded. The study ofBidsall (1992) suggested two mechanisms through which 

population growth could contribute to CO2 emissions. First, a larger population could 

result in increased the energy demand for power, industry, and transportation, which 

consequently increase GHGs emissions. Second, rapid population growth can cause the 

deforestation, other changes in land use, and burning of wood for fuel. This might 

contribute to the pollutant emissions extensively (Fan et al, 2006; Hang & Yuan-sheng, 

2011; Knapp & Mookerjee, 1996; Lantz & Feng, 2006; Brantley Liddle, 2013, 2015; van 

Ypersele & Bartiaux, 1995; You et al., 2015). 
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Table 4.8 

Model I Model 2 Model 3 
POP y TR TEC R' FD FD! POD NEC R' IND UR REC R' 

Group P 0.000• 0.608 0.000• 0.000• 0.96 0.008* 0.003* 0.000• 0.000• 0.99 0.003• 0.007* 0.873 0.98 
f23.489] fl.733] [-0.140] [0.l 11] [0,070] [0.012] !0.1661 f0.847] f-19.52] [17,013] [0.014] 

Individual 0 
us 0.000• 0.712 0.033** 0.000• 0.98 0.213 0.536 0.004* 0.004' 0.94 0.076* .. 0.455 0.026** 0.79 

[25.274] [-2.783] [-0. I 09] [0.953] [0.187] [-0.01] [0.150] (0.002] [-101.54] [-90.30] [-2.517] 
Japan 0.253 0.043** 0.002• 0.000• 0.96 0.04 .. 0.565 0.495 0.000• 0.96 0.024•• 0.528 0.140 0.7] 

[-1.366] [-0.019] [0.170] [1.090] [0.052] [-0.09] [0.146] I !.172] (-0.970) [-0.565] [0.088] 
Germany 0.000• 0.237 0.000• 0.003* 0.95 0.879 0.372 0.694 0.000• 0.97 0.198 0.001• 0.002• 0.83 

[-10.714] [2.357] [-0.041] [0.110] [-0.05] [-0.03] [0.005] (0.908] [0.193] [-5.487] [-0.18) 
UK 0.002• 0.127 0.034** 0.002• 0.90 0.007* 0.614 0.056** 0.018* 0,92 0.016*• 0:000• 0.724 0.78 

[-19.840] . [-2.480] [0.056] [0.057] [0.341] [0.028] [-2.68] · .·. [0.077] [,7. 742] [48.21) [-0.07] 
Canada 0.013•• 0.885 0.750 0.000• 0.95 0.254 0.02•• 0.000• 0.000• 0:94 0.035•~ 0.000• 0.622 0.88 

[!3.958] [0.280) [0.015] [0.074] [0.058] [0.121] [153.4] ·: [0.078] (18.658] [28.826) (0.021] 
Italy 0.000• · 0.351 0.002• Q.000* 0.97 0.250 0.908 0.100 . 0.000• Q.98 0.000•. 0.048** 0.015•• 0.58 

[-34.720] (-0.979) (0.072] [0.112) (0.074) [•0.04] [-l.26) : [0.831) [-52.801] [•90.34] [·0.54] 
France 0.004* 0.452 0.171 0.038** 0.48 0.215 0.193 0.034** 0.000• 0.91 0.023•• 0.012•• 0.013** 0.80 

[·l0.909] [-2.638] [0.022] [0.042] [0.315] [0.145). [1.609) [0.174] (-1.5151' [-7.529] [-0.24) 
South Korea 0.430 0.244 0.009* 0.000• 0.95 0.06•· 0.380 0.001 • 0.000• 0:95 o.oos• 0,003• 0.892 0.93 

[-4.668) [0.834] [0.027] [0.11 !] [-0.06] [0.008] [2.927] [0.525] [-3.051 l [5,024) [-0.08] 
Poland 0.006* 0.277 0.000• 0.000• 0.98 0.896 o.oos• 0.030*• 0.000• 0.97 0.386 0.l 13 0.071 ... 0.53 

[16.280] [-0.527] [-0.072) (0.124) [0.025] [-1.03]. [5,751] [0.124] [-3.907] b17.07J (-0.29] 
Australia 0.000• 0.827 o,os2u• 0.000• 0.98 0.000• 0.750 0.048** 0.03** 0.98 0.001• 0.000• 0,002• 0.98 

-------" [I 8.008] _ (0.230) [-0.061] [0.066] [2.5671 f-0.041 f-79.11 . [0.1821 J:3,007) [23.6621 f-0.0521 

Note:•,••,••• denote significance at the 1 percent, 5 percent and 10 percent level, respectively. In parentheses t-statistics are mentioned. 
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On the contrary, the estimated coefficients of population size are negative and statistically 

significant at five percent level in Germany, UK., Italy and.France. The results reported in 
. -- - ,. . 

 Table 4.8 shows that if there are one million increases in ·the-popularion size the CO2 

emissions will decrease by 10.71 MT, 19.84 MT, 34.30 MT and 10.90 MT: in Germany, 

UK, Italy and France, respectively. It is due to population.gr.owth can encourage the 

· manifestation and development of technological innovations, and improve human 

capability to present technological solutions to decrease environmental problems. The 

 results are inconsistent with You et al.(2015). Ho

-South Korea is statistically insignificant even at IO percent. HenC'e, there is no long run 

. relationship between population and CO2 emissions in the case of South Korea. 

The coefficient of GDP growth of Japan is negative and statistically significant at five 

percent level. The reported results show that one percent increase in the GDP growth leads 

to decrease in CO2 emissions by 0.019MT. These results are in line with C. F. Tang and 

B. W. Tan (2015) and Al-mulali (2012) who also found negative.relationship between 

· GDP growth and CO2 emissions. Similarly, results contradict with Alshehry and Belloumi 

(2015) and Zeb et al. (2014) who found positive relationship. The studies of Alshehry and 

Belloumi (2015) and Zeb et al. (2014) suggested that GDP growth have significant 

positive and negative impact on energy consumption and CO2 emissions depends on the 

stages of development. At the first stage, pure grov,th in the economy scale would result 

in a proportional growth in pollution and other negative environmental impacts. The 

second stage shows that the transformation of the economy change composition from 

agriculture production to more resource intensive heavy manufacturing industries leads to 
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more pollutant emissions. In the later stages of development, pollution decreases as the 

composition of the economy shifts towards service and light manufacturing industries . 

. Japan is a high-income country and its economy has already shifted towards service and 

· .light manufacturing industries. Hence, GDP growth of Japan helps to reduce. the level of 

CO, emissions. The coefficients of.GDP growth are statistically insignificant even at I 0 

percent level of significance in· most of the selected high-income countries. The 

coefficients of GDP growth are insignificant in the panel of high income countries and 

individual countries such as US, Germany, Canada, Italy, France, South Korea, Poland 

and Australia. These results are in line with studies by Wendy N Cowan, Tsangyao Chang, 

Roula lnglesi-Lot2, an<l Rangan Gupta (;:014). 

The coefficients oi international trade are positive and statistically significant at five 

percent level in Japan, Italy, South Korea and at 10 percent level in !JK. The results 

suggest that $i biilio1> increase in international trade of these countries will leads to 

increase in CO2 emissions by O. I 70MT, 0.072MT, 0.027MT and 0.056MT in Japan, Italy, 

South Korea and UK reapectively. These positive results are supported by the studies like 

Faiz-Ur Rehman, Ali, a~d Nasir (2007) and Farhani, Chaibi, and Raul: (2014). where 

results are contrary with the studies like B. Lin and Sun (2010) who found negative 

relationship. It is argued that the rapid increase in international trade can boost the energy 

use especially through transportation, which is the main source of CO2 emissions. On the 

contrary, international trade coefficients are negative and statistically significance in 

group of high income countries like the US, Germany, Poland and Australia at 10 percent 

significance level. The results are consistent with Kohler (20136) and inconsistent with 

Farhani et al.(2014) who are also found similar results. These results support the argument 
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that international trade can play a fundamental role in the 'greening' of the energy sector, 

in particular, by facilitating the technology transfer for renewable energy and by 

responding to demand for sustainably energy sources. This demand has led to several trade 

opportunities, including exports of raw materials and components for renewable energy 

supply products and finished products, hence reduction in pollutant emissions. Fmally, 

international trade coefficients of Canada and France are statistically insignificant even at 

10 percent level. The results are consistent with the study of Sharma (2011) in 69 

countries and Kohler (2013b) in case of South African perspective who also found 

insignificant relationship. 

The coefficients of energy consumption are positive and statistically significant a, one 

percent level in all countries. The reported results show that if there is I KT increase in 

energy consumption will lead to increase in CO2 emissions by 0. I I I MT 0.953M1, 

1.090MT, 0.1 I0MT, 0.057MT, 0.074MT, 0.1 i2MT, 0.042MT, 0.l l lMT, 0. l24MT and 

0.066MT in the panel of high income countries, the US, Japan, Germany, UK, Canada, 

ltaly, France, South Korea, Poland and Australia, respectively. These results are i , line 

with many recent studies like Alshehry and Bclloumi (2015) in the Saudi Arabia, C F. 

Tang and B. W. Tan (2015) in the Vietnam and Dogan and Turkekul (2016) in the case of 

the US who also found positive relationship between energy consumption and CO2 

emissions. Whereas, results are inconsistent with Ozturk and Acaravci (2010b) in case of 

Turkey. It is suggested that energy is a key factor of production and used in commercial 

and non-commercial activities, which leads to economic growth ofa country. Most of the 

energy comes from fossil fuels and non-renewable sources such as oil, coal and gas, which 

consequently leads to increase in CO2 emissions. 
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The coefficients of financial development are positive and significant at one percent level 

in the panel of high income countries, Japan, UK and Australia. The reported results show 

that one percent increase in financial development will lead w.increase CO2 emissions by 

0.070MT, O.O'.i2MT, 0.341MTand 2.567MT in the panel of high income countries, Japan, 

UK.and Australia, respectively. These positive relationship results -are supported by the 

studies such as M. 'vi. Alam et al. (2016) and Shahbaz, Hye,. et al: (2013b). It is argued 

that financial development contributes to CO2 emissions through the.aiding manufacturing 

· activities. Due lo financial development, it is easy to borrow funds to purchase energy 

consumable products, get access to financial capital in order to develop existing business 

or f,tart a new one which increase the energy consumption and consequently increase CO2 

emissions. 

In contrast, coefficients of financial development are negative and statistically siguificr.nt 

in Australia and South Korea at five percent significance level. If there is one percent 

increase in financial development, it will help to decrease CO2 emissions by 0.05 MT in 

Australia and 0.06 MT in South Africa. These studies argue that financial development 

provides with the motive and opportunity to use new technologies with clean and 

environment friendly production processes. Consequently, such technologies also 

improve the global environment by lowering the CO2. It is also suggested that financial 

development may also play a significant role in improving the environment. Greater 

financial sector development can facilitate financing at lower costs investment in 

environmental projects. Since much of environmental protection will be a public-sector 

activity, the ability to raise such financing is especially important for governments at the 
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local, state, and national levels. At last, coefficient of financial development in the US, 

Germany, Canada, Italy, France and Poland are found statistically insignificant. 

. The effect of FD! off.the natural environment of the host country is controversial subject .. 

The wefficients ofFDI are positive and significant at one percent level in the panel cf 

high income countries and in Canada at five percent level. The results show that $1 billion 

increase in the FD! of selected panel of high income countries and Canada will increase 

the COiemissions by 0.012MT and 0.12lMT, respectively. These results support the 

hypothesis of scale effect and composition effect. The scale effect suggested that the 

environmental quality ·vould decrease with the increr,se in economic growth due to FD!, 

and vice versa. Similarly, in composition effect pollution emissions would change as n 

resu It of the structural changes in the economy specifically owing to FD!. This means a 

move toward pollution intensive production would generate more pollution and ,·ice versa. 

The coefficient of FD! is negative and statistically significant at the five percent level in 

Poland. The reported results show that $1 billion increase in the FD! of Poland will lead 

to decrease in CO2 emissions by l .03MT. These results support the hypothesis of 

technique effect of globalization. The technique effect of globalization entails that if scale 

and structure of economic growth remains the same, innovative technology introduced 

due to FD! will alter the amount of pollutant emissions per unit of output and 

consequently, reduce the total emissions. However, coefficients of FD! are insignificant 

even at IO percent level of significance in most of the countries like the US, Japan, 

Germany, UK, Italy, France, South Korea and Australia. The results are in line with Atici 

(2012) and contrary to Dean et al. (2009). 
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In addition, in majority of cases, coefficients of population density are positive and 

statically significant at five percent level such as panel of high income countries, US, 

Canada, South Korea, France and Poland: The results argue that one percent increase in 

the population density of these countries.will lead .to increase in the CO2 emissions by 

0J66MT, 0.IS0MT, !53AMT, 2,927MT, 1.609MT and 5.751MT, respectively. These 

positive relationship results are in line with Q: .Zhu and Peng (2012) and contrary to S, 

Alam et al. (2007) who found insignificant relationship between population density and 

CO, emissions. It is argued that the more is the population density, the higher is the 

demand of energy which may cause increase in the pollution emissions. 

Meanwhile, the coefficients of population density are negative and statistically 

significance at five percent only in UK and Australia. The results reveal that one percent • 

mcrease in the population density of UK and Australia can help to reduce the CO, 

emissions by 2.68MT and 79. IMT in both countries. It is suggested that the population 

density may reduce the CO2 emissions, since energy demand depends on per capita energy 

. consumption and population density has a negative impact on the per capita road 

transportation energy consumption. This implies that populous and highly urban citie, 

have less demand for personal transport, therefore, it lowers the amount of CO2 emissions. 

Finally, coefficients of population density are insignificant even at IO percent level in case 

of Japan and Italy. Therefore, there is no relationship between population density ofJapan 

and Italy and CO2 emissions, The results are in line with Begum et aL (20 I Sb) and contrary 

with the studies like Fan et al. (2006). 
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All coefficients of non-renewable energy consumption are positive and statistically 

significant at five percent significance level. The results are evident that !KT increase in 

the non-renewable energy can increase the CO2 emissions by 0.847MT, 0.002MT, 

·LJ72MT, 0.908MT, 0.077MT, 0.078MT, 0.831MT, 0.174MT, 0.525MT, 0:124MT and 

0.l 82MT in the panel of high countries, the lJS, Japan, Germany, UK, -Canacla, Italy, 

France, South Korea, Poland and Australia, respectively. These positive results are 

supported by the studies such as B51Uk and Mert (2014) and Farhani and Shahbaz (2014) 

but are inconsistent with Apergis and Payne (2012) who found insignificant relationship. 

. · The results are very much logical since 80 percent energy comes from the ·fossil fuels 

which are consumed for production, transportation and construction purpose. It is reported 

in Table 4. l that high-income countries are one of the highest consumers of non-renewable 

energy consumption and emitting highest amount of CO2 emissions. 

The -:oefficient of industrial production (IND) is positive and statistically significall\ al 

five percent level only in Canada. It is suggested that one percent increase in the IND will 

leads to increase in CO, emissions by 18.6581\·H. Tbe results are consistent with Du <'I 

al. (2012) who also found positive relationship between IND and CO2 emissions and 

inconsistent with Gregg, Andres, and Marland (2008) who found negative relationship. 

Canada is one of the bigh-income countries that have massive IND and which are using 

non-renewable energy. Hence, Canada's industrial production hurts the environment by 

emitting high CO, emissions. On the other side, coefficient of IND is negative and 

statistically significant at five percent level in the panel of high income countries such as, 

the US, Japan, UK, Italy, France, Soutb Korea and Australia. The results sugge5t that one 

percent increase in the IND of these countries will lead lo decrease of CO2 emissions by 
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19.SIMT, I0L54MT, 0.97MT, 7.742MT, 52.80MT, L51MT, 3.05MT, 3.07MT, 

respectively. The study suggests that while IND is at initial stage, pollution emissions 

increase due to lack of environmental policies and old machinery. At a later stage pollution 

relatively decreases due 10 improvement in polices and replacement ofold machinery with 

the latest Since, US, Japan, CK, Italy, France, South Africa and Australia are high income 

countries and using latest technology. Hence, there is less potlution emissions during the 

industrial production in these countries. Finally, coefficients of IND are insignificant in 

case of Germany and Poland even at 10 percent significancdeveL Therefore, there is no 

relationship found between industrial ·production of Germany and Poland with the CO2 

emissions. The results are in line with the studies like Heede (2014) who alsc, found 

insignificant relationship. 

Population living in the urban area is another suspected culprit of CO2 emissions. The 

reported results in Table 4.8 show that the coefficients of urbanization are positive and 

statistically significant at five percent level in the panel of high.income countries, South 

Korea and Australia and Canada. The reported results argue that if there is one percent 

increase in the urbanization, it will lead to increase in CO2 emissions by 17.0IMT.. 

5.02MT and 23.71MT in the panel of high income countries, South Korea and Australia, 

respectively. These are surprising result because it is expected that greater urbanization 

leads to more public transport use and thus to lower emissions. In different studies, it can 

be observed that the relationship between urbanization and emissions is complex, even in 

countries with the same levels of income and development However, developed and 

largely urbanized countries are in a better position to achieve low carbon intensity by 

adopting new energy technologies. Hence, ii seems that the relationship between 
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urbanization and emissions can be better explained by the EKC hypothesis in developed 

countries. 

It is argued that urbanization and environment are the interconnected processes between 

th<c.physical growth of cities and human activities, which increase:the use of motor vehicle, 

production and consumption of other goods. These activities .required energy, which 

consequently increase the pollutant emissions like CO2 emissions. · 

The coefficients of urbanization (UB) are negative and significant in the US, Germany 

and { JK. lta1y and France at five percent significance level. The results.recommended that 

one percent increase ir, the urbanization of the US, Germany, UK, Italy and France 

consequently will decrease in the CO2 emissions by 90.30MT, 5.48MT and 48.21MT, 

0.048MT and 0.012MT, respectively. These results indicate that at a higher level uf 

urbanization, CO2 emissions decrease. In other words, when a certain level of urbanization 

is achieved, emissions tend to decline in these high-income countries. This finding 

confirms. the ecological modernization theory, which argues that if the environment and 

the economy are properly managed through structural changes or modernization, 

emissions can be curbed. Therefore, as urbanization is a key indicator of modernization, 

it is expected that at higher levels ofurbanization, the environmental impact decreases. In 

addition, Ehrhardt-Martinez (1998) explains this phenomenon by. stating that the 

urbanization process in its initial stages depends more on resource extraction. However, 

advanced urbanization is accompanied hy largely complete urban infrastructure as well as 

increased use of less-polluting fuels. 

147 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

The similar results are found by Sharma (201 I) and different results found by Sadorsky 

(2014). It is investigated that urbanization can increase in the efficiency of public 

transportation that will decrease the negative impact on the environment. On the other 

. side, ,:oetlidents of urbanization are insignificant in the US,Japan and Poland even at I 0 

percent level of significance .. 

The coefficients of renewable energy are negative and statistically significant at one 

percent level in Germany and Australia, at five percent level in the US, Italy and France, 

andat·l0 percent level of significance in Poland. These results argue that IKT increase in 

the renewahle energy consumption cf" the US, Germany, Italy, France, Poland and 

Australia can decrease the CO2 emissions by 0.028MT, 0.002MT, 0.0 I 5MT, 0.0!3MT, 

0.07 lMT, respectively. The similar results are found by Boltik and Mert (2014) and 

Robalino-L6pez et al. (2014) and different results by Farhani and Shahbaz (2014). It is 

argued that the renewable energy consumption positively affects the economic growth hut 

also helps to reduce pollutant emissions in the host countries. On the other side, 

coefficients of renewable energ) consmnptinn are insignificant even at l O percent level 

of significance in case of high income countries panel, Japan, UK, Canada and South 

Korea. 

According to results reported in Table 4.8, it is summarized that both total energy 

consumption and non-renewable energy consumption are the main culprit of CO2 

emissions in the high-income countries. The coefficients of both variables are positive and 

statistically significant at different level of significance. Similarly, population density 
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followed by population growth., financial development and urbanization are a few other 

major reasons of high CO2 emissions in these countries. 

However, industrial productiorr, renewable energy consumption and international trade 

are found to be environmental friendly and mainly help to reduce the CO2 emissions in 

these high-income countries. It might be due to an increase in the trends of renewable 

energy consumption and improved technology used for transportation in international 

trade and in industrial production by high income countries. Finally, results show that 

GDP growth does not have any comribution· in the CO2 emissions of selected high-iricome 

countries. Similarly, financial development and FOi are also insignificant with respect t0 

CO2 emissions in the most of countries. 

4.5.2 Upper Middle Income Countries 

The results of long nm estimates are reported in the Table 4.9. The results show that the 

coefficients of population growth are positive and statistically significant at one percent 

level in the panel of upper middle-income countries and individual countries like China, 

Mexico, South Africa, Iran, Brazil, Venezuela and Romania. It is evident that, if there is 

an increase of one million population in these countries, it will lead to increase in the CO2 

emissions by 0.95MT, 4.26MT, 0.282MT, 5.857MT, 4.502MT, 2.866MT, 8.898MT and 

9.895MT, respectively. These results support the argumenrs of Malthus and 

Hollingsworth (I 973), which reveal that each person creates some demand on energy for 

the necessities of life, food, shelter, clothing, water, and so on. Hence, the greater is the 

population growth, the higher is the demand of energy and consequently, it increases the 
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CO2 em1ss1ons. The world population 7238.18 million was recorded in 2014 and 

cumulative population of selected upper middle-income countries was 2078.69 million 

which is the one fourth (28. 72 percent) of the world's total population. Therefore, this 

2078.69 million population creates the higher demand of energy, ,,,hich consequently 

causes a high level of CO2 emissions. 

On the other hand, coefficients of population growth are insignificant in Turkey, Thailand 

and Romania even al 10 percent level of significance. It means that there is no long run 

relationship found between population growth and CO2 emissions in ·these countries. 

These· results are consistent with the results of Begum et aL (2015b} and ·inconsistent with 

Brantley Liddle (2013). 

The coefficient of GDP growth is positive and significant al IO percent level or,iy in China. 

The reported results in Table 4.9 show that if there is one percent increase in the GDP 

growth of China, it will lead to the increase of CO, emissions by 26.93MT. According to 

results among se!ectec1 upper middle-income courtiers, only China's GDP growth 

contributes to the CO, emissions. The results are consistent with Wendy N. Cowm, 

Tsangyao Chang, Roula Inglesi-Lotz, and Rangan Gupta (2014) and Lotfalipour, Falahi, 

and Ashena (2010a) who also found positive relationship between GDP growth and CO2 

emissions, whereas inconsistent with Kasman and Duman (2015) who found negative 

relationship. It is investigated that GDP growth have significant positive and negative 

impact on energy consumption and CO2 emissions depends on the stages of development. 

150 



--------------------
Table 4.9 
Estimation Results _(U - ... -- Middle-I C l 

Model I Model 2 Model 3 
POP y TR TEC R' Fl) FDI POD NEC R' IND UR REC R' 

Group p 0.000* 0.359 0.001 * 0.000* 0.95 0.070* 0.000* 0.145 0.050* 0.96 0.012* 0.000* 0.010* 0.95 
[0.953] [-0.008] [0.035] [ 1.097] [2.501 j [24.24] [-6.33] [0.154] [0.467] [2.834] [-0.22] 

Individual P 
China 0.000* 0.052*** 0.000* 0.000* 0.96 0.414 0.093*** 0.453 0,000* 0.90 0.894 0.000* 0.001* 0.86 

[4.261] [26.938] [0.773] [2.264] [-0.09] [0.035] [0.473] [0.971] [0.077] [1.527] [-1.209] 

Mexico 0.000* 0.424 0.004* 0.004* 0.96 0.006* 0.928 0.000• (),000* 0.97 0.349 0.000* 0.039* 0.93 
[0.282] [-0.716] [0.074] [0.265] [-1.31] [-0.04] [6.784] [0.238] [ 1. 727] [18,162] [-0.53] 

South Africa 0.000* 0.049** 0.004* 0.002* 0.94 0.635 0.733 0.001.• 0.000* 0.92 0.019** 0.000* 0.183 0.95 
[5.857] [-2.746] [0.331 l [0.066] [0.047] [-0.06] [0.752] [0.883] [4.636] [29.267] [0.085] 

Iran 0.008* 0.388 0.202 0.000* 0.95 0.001 * 0.877 0.000* 0.019* 0.98 · 0.019** 0.000* 0.348 0.92 
[4.502] [-1.081] [l.759] [0. 156] [3.797] [-1.09] [11.83] [0.064]. [0. 154] [4.458] [-0.0l] 

Brazil 0.000* 0.745 0.003* 0.693 0.85 0.836 0.000• 0.000* 0.001* 0.90 0.163 0.027** 0.007* 0.90 
[2.866] [-0.531 l [0. l 87] [-0.03 l [-0.01] [0.870] [16.67] [0.255] [-3.154] · [8.128] [0.350] 

Turkey 0.412 0.828 0.009* 0.008* 0.97 0.000* 0.000* 0.000• 0.007* 0.99 0.000* 0.000• 0.005• 0.95 
[l.706] [-0. I 80] [77.40] [-84.5] [0.886] [1.175] [5.074] [0.03 l] [-10.08] [11.091] [-0.542] 

Thailand 0.252 0.072*** 0.007* 0.000* 0.97 0.804 0.035** 0.016* 0.000• 0.97 0.047** 0.651 0.000* 0.89 
[ l.126] [-0.567] [-0.075] [0.203] [0.012] [0.959] [0.951] [0.178] [0.196] [-0.040] [-l.085] 

Venezuela 0.000• 0.001 * 0.605 0.783 0.95 0.005* 0.163 0.000* 0.760 0.76 0.427 0.000* 0.001* 0.87 
[8.898] [-1.044] [-0.040] [-0.04j [-0.14] [0.044] [ l.565] [0.156] [-0.542] [16.650] [-0.32] 

Romania 0.005* 0.405 0.182 0.000* 0.98 0.139 0.007* 0.841 0.000* 0.93 0.009* 0.434 0.001• 0.86 
[9.895] [0.164] [0.091] [0.079] [-0.07] [0.042] [0.137] [0.676] [8.520] [3.213] [-0.16] 

Malaysia 0.846 0.918 0.004* 0.127 0.89 0.113 0.018** 0.01 ** 0.03** 0.97 0.001• 0.000* 0.109 0.97 
[-0.09] [-0.003] [0.527] [0.529] [-0.15j [2.111 l [2.4831 [0.045] [-4.064] [7.391] [-0.60] 

Note:*,**,*** denote significance at the I percent, 5 percent and 10 percent level, respectively. In parentheses I-statistics are mentioned. 
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At the first stage pure growth in the scale of the economy would result in a proportional 

growth in pollution and other negative environmental impacts. The second stage shows 

that composition of the economy has mainly been transformed from agriculture 

production to more resource intensive heavy. manufacturing industries which lead to m0re 

pollutant emissions. !n the later stages of development, pollution decreases as the 

composition of the economy shifts towards service and light manufacturing industries. 

Hence. China is still in the first stage of production where her heavy manufacturing 

industries lead to more CO2 emissions. 

Furthermore, coefficients of GDP growth are negative .and statistically ~ignificant at one 

percent level in Venezuela, at five percent in South Africa and at IO percent in Thailand. 

The results show that, one percent increase in the GDP growth ofVene20ela, South Afri~a 

and Thailand will lead to decrease in the CG2 emissions by l.044~n', 2, 745MT ano 

0.567MT, respectively. The countries like Venezuela. South Africa and Tha1Jand .;,e 

upper middle-income countries and the composition of the economy shifted towards 

service and light manufacturing industries. Hence, GDP growth of these countrie•, : ,.:J,,s 

· decrease the level of CO, emissions. On the other hand, coefficient; of GDP ';rnwth are 

insignificant in group of upper middle-income countries, Mexico, Iran, Brazil, Turkey, 

Romania and Malaysia even at 10 percent level of significance. 

Similarly, coefficients of international trade are positive and statisticaHy significan\ at one 

percent level in group of upper middle-income countries, Mexico, South Africa, Brazil, 

Turkey and Malaysia. The obtained results suggest that $1 billion increase in the 

international trade of these countries will lead to increase in the CO2 emissions by 
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0.773MT, 0.074MT, 0.33!MT, 0.!87MT, 77.40MT and 0.527MT, respectively. The 

results are in line with the studies like McCamey and Adamowicz (2005) and Al-mulali 

and Sheau-Ting (2014) who also found positive relationship between international trade 

. and CO, emissions but different results found in Kohler (2013a.). There.are two schools 

of thought about the impact of international trade on CO2 emissions. The first .sehool of 

thought argues that trade openness provides an offer to each country to have access to 

international markets which enhances the market share among countries (Shahbaz·et al., 

2012). This leads to competition between countries and increases the efficiency of using 

sc,arce resources and encourages importing cleaner technologies in order to lower the 

CO2 emissions (Ford Rnnge ~ Davis, 1995; Helpman, 1998). Another group proposes 

that natural resources are depleted due to international trade. This depletion of natmal 

resources increases CO2 emissions and causes a decrease in environmental quality (Bnan 

R Copeland & Taylor, 2001; Schmalensee, Stoker, & Judson, 1998). The resulls ofthi., 

study support the arguments of second group where they argue that the 'natural resomces 

are depleted due to international trade. 

On the other side, the coefficients ot international trade are negative and' statistically 

significant at one percent level in China and Thailand. It is due to the governments of 

China and Thailand has undertaken many measures to curb pollution in China and 

improve the country's environmental situation. Those measures included cleaner energy, 

green technology, carbon taxing and so on. The results suggest that $ I billion increase in 

the international trade of China and Thailand cause a decrease in the CO2 emissions by 

0.035MT and 0.075MT. It is argued that the international trade is beneficial to 

environmental quality through environmental regulations and capital-labor channels. It is 
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argued that the impact of international trade on environmental quality. They introduced 

composition, scale and technological effects by decomposing the international trade 

model Their study concluded that international trade is beneficial to the environment if 

the technological effect is greater than the composition effect and scale effect. The . 

international trade will. improve the:income level of developing nations and induce them 

to import less polluted techniques to enhance production. The authors documented that 

free trade decreases CO2 emissions because international trade will shift the production of 

pollution-intensive goods from developing countries to the developed nations. 

Furthermore, quality of the environment is improved if the environmental regulatory 

effect is stronger than the capital-labor effect. It is suggested that the international trade 

improves environmental quality depending on government policies. The local governn:ent 

ca11 reduce CO2 emissions through their environmental policies. 

Finally, coefficients of international trade are insignificant in Iran, Venezuela and 

Romania even at i O percent level of significance. Hence, international trade of these 

countries doesn't have a11y relationship with CO2 emissions in the long run. The results 

are in line with B. Lin and Sun (20 JO) in case of China who also found insignificant 

relationship between international trade and CO: emissions. 

The coefficients of total energy consumption are positive and statistically significant at 

one percent level in group of upper middle-income countries, China, Mexico, South 

Africa, Iran, Turkey, Thailand and Romania. The results suggest that I KT increase in the 

consumption of total energy by these countries can increase CO2 emissions by l.097MT, 

2.264MT, 0.265MT, 0.066MT, 0.156MT, 8.005MT, 0.203MT and 0.077MT, 
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respectively. The results are consistent with many studies like Halicioglu (2009b), Chang 

(2010) and Menyah and Wolde-Rufael (2010b) who also fuund positive relationship 

between energy consumption and CO, emissions and inconsistent with the studies like 

Odhiambo (2012) who found different .results. On the contrary; the coefficients of total 

energy consumption are insignificant in Brazil, Venezuela, Romania arid Malaysia. lt 

means that there is no long run relationship between energy consumption of these 

countries and CO2 emissions. The results are similar to the study ofOdhiambo (2012) and 

different from the results ofSoytas et al. (2007b). 

According to the result~ reported in the Table 4.9 the coefficients·of financial de•.'elopmer>l 

are positive and statistically significant at one percent level in the panel of upper middle­

income countries, Iran and Turkey. The results suggest that if there is one percent increast 

in the financial development of these countries, 1! will lead to un incre~se in CO2 embsior,s 

by 2.501M i, 3.797MT and 0.886MT, respectively. It is ,,rgued that the financii,l 

development causes the environmental degradation by emitting CO2 emissions due to 

inefficient allocation of financial resources to enterprises. Similarly, Ozturk and A~aravd 

(2013) conclude that financial development increases the demand of energy which 

ultimately contributes to the CO2 emissions. On the other side, the coefficients of energy 

consumption are negative and statistically significant at one percent level only in two 

countries like Mexico and Venezuela. The results suggest that if there is one percent 

increase in the financial development of Mexico and Venezuela, it will lead to a decrease 

in CO2 emissions by 1.31MT and 0.14MT. The same results have been found by Yuxiang 

and Chen (2011) andAl-Mulali and Sab (2012c) Yuxiang and Chen (2011) who argue that 

financial sector policies enable the firms to utilize advanced technology which emits less 
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CO2 emissions and enhances domestic production. They also claim that financial 

development promotes capitalization and financial regulations that favor environmental 

quality, Likewise, AI-Mulali and Sab (2012c) reported that energy consumption spurs 

· ·economic growth. A rise in ee'onomic groMh and energy consumption adds totlre demand 

nf financial services and hence financial development increases the improvement in 

environmental quality by controlling CO2 emissions through the implementation ofwell• 

organized and transparent financial policies, These results are.inconsistent with Tamazian 

et al. (2009) in case ofBRICS countries, At last, coefficients of financial development are 

insignificant even at IO percent level in most of countries like China, South Africa, Brazil, 

Thailand; Romania and Malaysia. The similar results have been found by Tamazian and.·

Rao (2010) in case of transactional economies. 

The empirical studies like J. W. Lee (2013) explore that FOi is considered as one of the 

major factor·, ,ha, could lead to environmental degradation. According to results reported 

in the Table 4.9 the coefficients of FD! are positive and significant at one percent level in 

the pand of upper middle-income countries, Turkey and Romania, at five percent 

significance level in Thailand and Malaysia and at IO percent significance level in China. 

The reported results show that if there is $ I billion increase in the FDI of upper middle­

income countries, China, Brazil, Turkey, Thailand and Malaysia, it will lead to an increase 

in CO, emissions by 24.24MT, 0.035MT. 0.870MT, 1.175MT, 0.959MT, L565MT, and 

2.483MT, respectively. It is documented that FD! has a positive effect on CO2 emissions 

where, pollution-intensive industries are more likely to move from developed to less 

developed countries because the environmental rules and regulations in the less developed 

countries are relatively weak. Consequently, the impact of FD! on pollutant emissions will 
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be positive, commonly known as pollution haven hypothesis. It is evident that, most of 

developing countries like China, Turkey and Thailand has attracted the FDI in the past 

years by lax the environmental laws. These studies suggest that FDI flows may have· 

resulted in pollution havens and that lowering the environmental regulations may help to. 

attract and retain foreign investments .. 

On the contrary, the coefficients ofFDl are statistically insignificant even at 10 percent in 

Mexico, South Africa, Iran and Venezuela. The results reported in the Table 4.9 document 

that there is no long run relation.ship between FDI inflow of these countrit:s and CO, 

emissions. The similar results have been foJnd by Atici (201?) and Merican (2007). 

The studies suggest that there is a strong rela!Ionship between population density and CO2 

emissions. In this regard, the reported results show that the coefficients of populatic,,1 

density are positive and statistically significant at one percent level in Mexico, South 

Africa, Iran, Brazil, Turkey, Thailand and Venezuela and at five percent in Malaysia. The 

results document that if there is one petcent increase in the population density these 

countries can contribute to CO, emissions by 6.784MT, 0.752MT, l l.83MT, 16.67MT, 

5.074MT, 0.951MT, l.565MT and 2.483MT, respectively. It is argued that energy use 

these countries with respect to the population is close to the unity. As the living standard 

rises and population continues to grow, energy use and. CO, emissions in city areas do the 

same. Similarly, Brant Liddle (2004) found that urbanization and population density have 

a negative impact on the per capita road transportation energy use. This implies that 

populous, highly urban cities have less demand for personal transport. The coefficients of 

population density are insignificant in group of upper middle-income countries, China and 
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Romania. It means that there is no long run relationship between population density of 

these countries and CO2 emissions. The results are consistent with Heres-Del-Valle and 

Niemeier (2011) and C. Liu and Shen (2011). 

The empirical studies suggest that non-renewable energy consumption is ·one of the inain 

contributors in CO2 emissions. The results presented in the Table 4.9 show that the 

coefficients of non-renewable energy consumption are positive.and statistically significant 

at one percent in the panel of upper middle-income countries and individual countries like 

China, Mexico •. South Africa, Iran, Brazil, Turkey, Thailand .and Romania and at five 

petcenl m Mala.ysia. it means th~t !KT increase in the non-renewable energy consumption 

in the grour of upper middle-income countries, China, Mexico, South Africa, lean, Brazil, 

i urkey, ·nllliland, Romania and Malaysia will lead to increase in the CO2 emissions tf 

0.154MT, 0.9'/lMT, 0.238MT, 0.883MT 0.064MT, 0.255MT 0.03i'v1T, 0.178MT 

0.676MT and 0.045MT, respectively. It is argued ·that CO2 emissiuns from ene1g;y 

consumption have significantly increased in newly industrialized countries since the 

l'l90s as compared to industrialized countries. Energy consumption is essential to all 

economic activities and to human well-being. Lack of access to reliable and affordable 

modern energy represents a constraint to economic and social development in many parts 

of the world. Unfortunately, most of the energy comes from the fossil fuels and non­

renewable resources like oil, coal and gas. Its endowment in fossil fuel resources has 

caused over-use of energy and high levels of CO, emissions. The coefficients of non­

renewable energy are insignificant in Venezuela even at IO percent level of significance. 

The comparable results have not been found by any other study previously. 
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The empirical studies documented that there is a recent threat of climate change in many 

developing or newly industrialized countries due to poor industrialization. The results of 

this study partially support these arguments. The reported results in Table4.9 show that 

 the coefficients of industrial production are positive and significant at one percent level in·

group ofupper middle-income countries and Romania, at five percent level of significance 

in Brazil, South Africa, Iran and Thailand. It shows that one percent increase in the 

industrial production of upper middle-income countries, Brazil, South Africa,· Iran, 

Thailand and Romania leads to increase in CO, emissions by 0.467MT, 0.870MT, 

4.636M'I', O. l 54MT, 0. I 96MT and 8.520MT, respectively. It is evident that industrial 

production in the upper middle-income countries is polluting the environment by emitting 

CO, emissions. It might be because of non-renewable and fossil fuels energy used in the 

process of industrial productio11. It appears that industrialization, through the extraction 

and consumption of raw materials, the emission of industrial pollutants and increased 

energy demand, can ,ntensify CO, emissions. 

On the other side, in Turkey and Malaysia. the coefficients of industrial production are 

negative and statistically significant at one percent level. It means that one percent 

increase in the industrial production of Turkey and Malaysia decreased the CO, emissions 

by 10.07MT and 4.064MT. These negative results are supported by the study of Paul and 

Uddin (2011) in case of Bangladesh and contrary to Hasanbeigi, Morrow, Sathaye, 

Masanet, and Xu (2013) in case of China. In addition, coefficients of industrial production 

are insignificant in four countries like China, Mexico, Brazil and Venezuela. Hence, there 

is no long run relationship between industrial production of these countries and CO2 
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emissions. Similar results have been found by Benhelal, Zahedi, Shamsaei, and Bahadori 

(2013). 

The role of urbanization is still unresolved as it may either reduce or ac~elerate emission 

level of a country. The repo1ted· results. in the Table4.9 show .that the coefficients of 

urbanization are positive and significant at one percent level in almost all the countries. 

It is evident that if there is one percent increase in the·urban population of upper middle­

income countries (panel), China, Mexico, South Africa, Iran, Turkey, Venezuela and 

Malaysia, it can increase CO2 emissions·by 2.834MT, L527M1, 18.162MT, 29.267MT, 

4.458MT, 1 L091MT, 16.650MT and 7.39!MT, respectively. Although the coefficients 

of urbanization are positive but the magnitude is bigger in South Africa and Mexico and 

smallest in China. It is argued that urban areas typically have better infrastructural 

facilities and netw0rks that ease the use of energy than rural areas, therefore emitting 

more CO,. Conversely, the distribution of urban population is more concentrated 

relative to the rural population; therefore, urban areas can earn the advantage of 

increasing return to scale in energy consumption including a centralized heating system. 

Moreover, urban citizens are more likely to adopt cleaner fuels, which may reduce 

CO2 emissions too. Contrary, coefficient of urbanization is negative at I percent in case 

of Brazil. Brazil experienced a great success over the last decade at shielding its forests 

and averting deforestation. More startling, even with these regulations to improve 

environmental degradation, Brazil has had a dramatic increase in food output. Thus, Brazil 

is an example that a country can attain environmental and economic gains simultaneously. 
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On the contrary, the coefficients of urbanization are insignificant in two countries such 

as Thailand and Romania even at IO percent level of significance. Hence, this study did 

not find any long run relationship between urban population of Thailand and Romania 

and CO2 emissions. Similar results have been-found by studies like·Xu and Lin (2015a) 

in case of western region of China. 

Although fossil fuels are still the primary energy source worldwide, renewable .energy is 

the world's fastest growing energy source, projected to increase by 2.5 percent per 

year (Outlook, 2010). The results of this study show that the coefficients of renewable 

energ; consumpfr,n ~re negative and statistically significant at one percent level in the 

panel of upper middle-income countries and individual countries like China, Mexico, 

BraLil, Turkey, Thailand and Venezuela. The results show that one percent increase in the 

renewable energy consumption of these countries will lead to a decrease in the CO2 

emissions by 0.220MT, l.209MT, 0.530MT, 0.350MT, 0.542MT, l.08SMT and 

0.320MT, respectively. Renewable energy consumption in these countries is the growing 

interest in the world due to environmental friendly behavior and has been supp0rted by 

various government incentive policies such as feed-in tariff, subsidies for renewable 

technologies, tax rebate and so on. As a result, the share of renewables in total power 

generation has increased. 

The coefficients of renewable energy consumption are insignificant even at 10 percent 

level in some cases like South Africa, Iran, Romania and Malaysia. It suggests that 

renewable energy in these countries does not have any long run relationship with CO2 

emissions. Similar results have been found by Payne (2012) and suggested that there is 
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no long run relationship between renewable energy consumption and CO2 emissions in 

US during the period 1949 - 2009. 

To summarize, this section inciudes the results of upper middle-income countries foun..: 

by this study. The owrali results reveal that the non-renewable energy consumption has 

the largest negative impact on the CO, emissions, followed by Urbanization, population 

growth, FDI, energy consumption and international trade. Whereas, renewable energy 

consumption has been found most helpful in curbing the CO2 emissions in most of the 

selected upper middle-income couniries for the year 1980 2015. 

4.5.3 tower Middle Income Countries 

The long run ~stim~t;ons result of lawn middle-income countries are repcrted in the 

Table4. l0. The results have doCllmented that the coefficients of population gio\\th are 

positive and statistically significant at one percent level of significance in the group of 

lower middle-income countries and individual countries like India, Indonesia, Egypt 

Pakistan, Philippines, Morocco and Bangladesh. ll shows that SI billior, increase in the 

population of these countries can increase the CO2 emission by 0.2l3MT, 3.090MT, 

4.61 IMT, 3.l86MT, 0.94IMT J.086MT, l.937MT and 2.263MT, respectively. It is 

investigated that the population and economic growth is major driving forces behind 

increased energy use, and a cause of CO, emissions. Contrary, coefficients of population 

growth are insignificant at five percent level in three countries like Nigeria, Vietnam and 

Syria. This indicates that there is no long run relationship existing between population of 

these countries and CO2 emissions. Similar results have been found by M. M. Alam et al. 
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(2016) in case of China and Indonesia and different results have been found by Islam, 

Shahbaz, Ahmed, and Alam (2013) in Malaysia. 

Several. studies have suggested that there is a strong relationship between GDP growlh 

and CO2 emissions. The reported results in the Table 4.10 indicate that the coefficients of

GDP growth are positive and significant at one percent level in group of lower middle­

income countries and Nigeria and at five percent significance level in Egypt. It implies 

that one percent increase in °the GDP growth of lower middle-income countries and 

individual countries like Egypt and· Nigeria will lead to increase in the CO2 emissions by 

0.044MT, l.045MT and 6.169MT, respectively. These results are in line with Apergis and 

Payne (2009b), Sharma (2010) and Saboori, Sulaiman, and Mohd (2012b) who also found. 

positive relationship between GDP growth and CO2 emissions and contrary with the 

studies like (Lau et al. 2014 & Tang and Tan, 2015). 

It is suggested that energy is an input in the production process, as it is used in commercial 

(transport) and non-commercial (public sector) activities. This means that energy has a 

direct link to a country's GDP. The link could effectively be through consumption, 

investment or exports and imports, as energy production and consumption affects all these 

components of aggregate demand. Hence, high demand of energy for production 

negatively impacts the environment and increases the level of CO, emissions. This 

implies that degradation of the environment has a causal impact on economic growth, and 

a persistent decline in environmental quality may exert a negative externality to the 

economy. In contrast, coefficients of GDP growth are insignificant in most of countries 

like India, Indonesia, Pakistan, Vietnam, Philippines, S)Tia, Morocco and Bangladesh. 
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Table 4.10 

-- - -- ., 
M,,del I Model 2 Model 3 
POP y TR TEC R2 FD FIJI POD NEC R2 IND UR REC 

Group~ 0.000• 0,062* 0,009* 0.005* 0.99 0.389 0.356 0.000* 0.000• 0.98 0.053* 0.000* 0.014* 
f0.2131 

lndivid-ual B 
f0.044] [0.099] (0.3!0] f0.0321 [0.0121 [0.882] [0.948] f0.4871 [2,760] [-0.49] 

India 0.000* 0.508 0.000* 0,002* 0.98 0.032** 0,009* 0.000• 0.727 0.96 0.405 0.000* 0.000• 
[3,090] [-3.88] [L076] [2.58] [I0.51] (8,577] [6.427] [0.219] [-10.84] [242. 74] [-12.18] 

lndlsia 0.000• 0.536 0.000• 0.015** 0,97 0,!78 0.000* 0.000* 0.505 0.97 0.! 15 0.000* 0.04** 
[4.611] [0.873] [0-456] [+0.23] (-0.54) [7.393] (7.429] (-0.11] [-7.6121 [19.209] [-0.89] 

Egypt 0.000• 0.09** 0.000• 0.4S0 0,98 0.185 0.04** 0.000• 0.835 0.96 0.000• 0.000* 0.471 
[l 186] [1046] [0.560] [-0.0l J [-0.44] [2.62 !] [4,052] [0.009] [9,998] [-50.62] [0.253] 

Pakistan 0.000• 0,182 0.009* 0.002• 0.98 0.047** 0.001 * 0.000• 0.000* 0.99 0. 753 0.000• 0.009* 
(0.941] [0.635] [0.085] [0.173] [0.079] [0.033] [1.644] [0,238] [0,238] . [!5.957] (-0. l l] 

Nigeria 0.300 0.001• 0_003• 0.231 0.64 0.000• 0.005* 0.001• 0.000• 0.71 0. 125 0.021•• 0.642 
(-0.18] [6.169] [0.175] (0.09 l] [0.670] (-0.20] [1.416] [2. 168] [-l.012] . [l.700] [0.022] 

Vietnam 0.230 0.463 0.001• 0.000• 0.97 0.006* 0.152 0.008* 0.668 0.96 0.016** '. 0.000•• 0.888 
[0.122] (0.637] [0.364] [0.267] [l.096] I 1.933] [0.234] [0,029] [-2.180] [14,150] [-0.06] 

Philippines 0.000• 0.515 0.003* 0.000• 0,98 0.001• 0.499 0.000* o.oor• 0.98 0.658 0.289 0.000• 
[1.086] [0.102] [0.266] [0.235] [0.249] [-0.46J [0.2'15] [0.122] [0.7!5] , [1.036] [-0.50] 

Syria 0.968 0.345 0.323 0.360 0.87 0.356 0.766 0.000* 0.648 0.87 0.040** · 0.000• 0.008* 
[O. l 05] f0.159] [-1.23] [0.009] [0.40)] [-0,78]. [0.478] [0.002] [-0:424] [3,635] [-0.51] 

Morocco 0.000* 0.809 0.000• 0.997 0.95 0.000• 0.000* 0.000• 0.229 0.97 0.259 0.004* 0.002* 
[ I. 93 7] [-0.01] [0.283] [0.223] [0.23 l] [4.073] [0.6,14] [0.009] [1.122] · [l.892] !-0.908] 

Bangladesh 0.000* 0.278 0.683 0.003* 0.95 0.762 0414 0.103 0.005* · 0.96 0.696 0.000• 0.000• 
[2,263] 1-0.06] [0.033] [0.902) [-0.17] - [0.017f [1478] [0.919] [OJ 87] · [3.943] [-0.799] 

Note:*,••,••• denote significance at the I percent, 5 percent and 10 percent level, respectively. In parentheses t- statistics are 
mentioned. 
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The coefficients of international trade are positive and statistically significant at one 

percent level in almost all the selected countries except Syria and Bangladesh. It is 

revealed that $1 billion increase in the international trade of lower middle-income 

 countcies (panel), India, Indonesia, Egypt, Pakistan, Nigeria, Vietnam, Philippines and 

 Morocco will lead to increase in CO2 emissions by 0.099MT, L076MT, · 0.456MT, 

. 0.560MT, 0.085MT, O. l 75MT, 0.364MT, 0.266MT and 0.283MT, respectively. It is due 

.to some-of lower middle-income countries like India did not propose to reduce its CO2 

emissions. Thus, proponents speculate CO2 emissions would still tr"iple by 2030. 

'Acwrd·ing to the BP Statistical Review, India emits third most CO2 emissions in the world. 

In 2014; India emitted 2088 million metric tons of CO2. If India triples its emissions b) 

2030, it will be emitting 13 percent more CO2 emissions than the emissions that the ElA 

expects the United States to emit in that year. The results are in line with the studies like 

McCamey and Adamowicz (2005), Ozturk and Acaravci (2013) and S. Ren et al. (2014) 

who also found similar results and contrary with Sebri and Ben-Salha (2014) and Shahbaz 

et al. (2012). These studies suggest that natural resources are depleted due to international 

trade. This depletion of natural resources increases CO, emissions and causes a decrease 

in environmental quality. On the other side, coefficients of international trade are 

insignificant in only two countries like Syria and Bangladesh. It is revealed that 

international trade of Syria and Bangladesh does not have any long run relationship with 

the CO, emissions. The results are similar with the findings of Brian R. Copeland and 

Taylor (2005). 

Energy consumption is one of the leading factors of high CO, emissions. The results of 

lower middle-income countries reported in the Table 4. l O show that the coefficients of 
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energy consumption are positive and statistically significant at one percent and five 

percent level of significance. The coefficients of countries including panel of lower 

middle-income countries, India, Pakistan, Vietnam, Philippines and Morocco are 

significantat one. percent level and Indonesia is significant at five percent level. It implies 

that !KT increase in the energy consumption of these countries will lead to increase in 

CO2 emissions by 0.31 0MT, 2.580MT, 0. l 73MT, 0.267MT, 0.235MT, 0.902MT and 

0.230MT, respectively. It is documented"that emissions from the burning of fossil fuels 

are the primary cause of rapid and accelerating growth in atmospheric CO2 emissions. In 

contrast, the coefficients of energy consumption are insignificant even at 10 percent level 

in four countries including Egypt. Nigeria, Syria and Morocco. The results reveal that 

there is no long run relationship between energy consumption ofthest four lower middle 

income countries and CO, emissions. The similar results have been found by Ozturk and 

Acaravci (2010a) in case of Turkey. 

The empirical studies like J. A. Frankel and D. Romer (1999), Claessens and Feijen (2007) 

show that financial development can impact environment both in negative and positive 

way. The coefficients offinancialdevelopment are positive and statistically significant at 

one percent level in Nigeria, Vietnam, Philippines and Morocco and at five percent level 

of significance in India and Pakistan. The results reported in the Table 4.10 show that one 

percent increase in the financial development of India, Pakistan, Nigeria, Vietnam, 

Philippines and Morocco can lead to increase in the CO2 emissions by 10.SIMT, 

0.079MT, 0.670MT, l.096MT, 0.249MT, 0.23 IMT, respectively. The results are 

consistent with the studies like Kumbaroglu, Karali, and Ankan (2008), Tamazian and 

Bhaskara Rao (2010) and Y.-J. Zhang (2011) who also found positive relationship 
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between financial development and CO2 emissions and inconsistent with Jal ii and Feridun 

(2011). It is suggested that financial development can contribute to CO2 emissions because 

financial development may attract FDI to the transitional countries, which in turn can 

speed up economic growth on one side and increase the energy demand on the other side. 

The financial development provides motive and opportunity to ·use new electronk 

appliances and automobiles which can also increase the· demand of energy and 

consequently increase CO2 emissions. In another study Tamazian and Bhaskara Rao 

(201 O} argue that financial development may stimulate economic growth but it may result 

in more industrial pollution and environmental degradation .. Besides, since environmental 

controls increase manufacturing costs, pollutant industries·· and enterprises will he 

transferred to underdeveloped areas where environmental standards are relatively low, and 

tum these areas into pollution slums. 

The financial development coefficients of lower middle-income countries and Indonesia 

are negative and statistically significant at one percent level. The results suggest that one 

percent increase in the financial development can lead to decrease in CO2 emissions by 

0.032MT in the panel of lower middle-income countries and 0.540MT in Indonesia. 

Financial development of these countries may also play a significant role in improving the 

environment. Greater financial sector development can facilitate financing at lower costs 

investment in environmental projects. Since much of environmental protection will be a 

public-sector activity the ability to raise such financing is especially important for 

governments at the local, state, and national levels. This is also important for private 

sector's investment in the environment protecting equipment. Finally, coefficients of 

financial development are insignificant in three countries including Egypt, Syria and 
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Bangladesh even at 10 percent level of significance. These results indicate that there is no 

long run relationship between financial development of Egypt, Syria and Bangladesh and 

CO2 emissions. 

The -gruwing importance of FD! as an engine for economic growth has caused

considerable debate concerning the effect of FDl on the environment. The results of this 

study reported in the Table 4.10 show that the coefficients of FD! are positive and 

statistically significant at one percent level in India, Indonesia, Pakistan and Morocco and 

at five percent in Egypt. The results reveal that $1 billion increase in the FDI of lndia,.

Indonesia, Egypt, Pakistan and Morocco will lead to increase in CO2 emissions by 

8.577MT, 7.393MT, 2.62JMT, 0.033MT and 4.073MT, respectively. It is documented 

. that multinational FDI operations would significantly increase economic growth of host 

countries and due to the degraded environmental results, foreign investors would prefer 

to invest in those countries which have relatively lax environmental regulations. This 

policy is beneficial for developed countries while detrimental for developing economies 

of the globe. Further, multinationals have shifted high polluted industries from developed 

world to developing countries and this has increased pollution and is termed as "Pollution 

haven", 

On the other hand, the coefficient of FD! is only negative and statistically significant in 

Nigeria. The results evident that $1 billion increase in the FD[ of Nigeria can reduce the 

CO2 emissions by 0.20MT. The similar results have been found by (Hao and Liu (2015); 

X. Y. Ren and Yang (2013)) and different results by Porter and Van der Linde (1995). It 

is concluded that environmental quality is a normal good and hence free movement of 
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capital and resulting economic growth are good for environment. For instance, X. Y. Ren 

and Yang (2013) concluded that FD! promotes environmental-friendly technology and 

products in host countries. lt is also observed that FD! Granger caused carhon emission in 

host countries and found that FD! lowers environmental pollutants, Finally, coefficients 

of FOi are insignificant in case of group of lower middle-income countries, Vietnam, 

Philippines, Syria and Bangladesh. It shows that there is no long run relationship between 

FD! of these countries and CO2 emissions. ·Similar results have been found by Blanco et 

al. (2013) and Shaari et al. (2014). 

As the living standard rises and population continues to grow, energy use and CO2 

emissions in city areas show the same trend (Fong, Matsumoto, Lun, & Kimura, 2007), 

The results reported in the Table 4. IO indicate that coefficients of population density ar~ 

positive and statistically significant al five percent level in almost all the countries except 

Bangladesh. The results imply that one percent increase in the population density of lower 

middle-income countries (panel), India, Indonesia, Egypt, Pakistan, Nigeria, Vietnam, 

Philippines, Syria and Morocco can increase the CO2 emissions by 0.882MT, 6.427MT, 

7.429MT, 4.052MT, L644MT, L416MT, 0.234MT, 0.275MT, 0.478MT and 0.644MT, 

respectively, Although population density of almost all selected lower middle-income 

countries is contributing in CO2 emissions but the magnitude is varying from one country 

to another country, Such as, population density oflndonesia is leading contributor in CO2 

emissions, whereas population density ofVietnam has least impact on CO2 emissions. The 

results are in line with the studies like Huang, Hwang, and Yang (2008), Shaari, Rahim, 

and Rashid (2013) and Islam et al. (2013) who also found positive relationship between 

population density and CO2 emissions, Similarly, results are inconsistent with the studies 
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like Chen, Gong, and Paaswell (2008) and Su (2011 ). At last, coefficient of population 

density is insignificant only in one country namely Bangladesh. It indicates that there is 

no long run relationship between population density of Bangladesh and CO2 emissions . 

. The similar results have been found by Martinez-Zarzoso-and.lvt:aruotti{201 l) .. 

Energy is considered to be the life line of an economy, the most vital instrument of socio.

 economic development and recognized as one of the .most. important · strategic 

commodities. However, nonrenewable energy consumption negatively relates with 

environment and increase the level of CO2 emissions. The reported re3uJts in the Table 

4.10 show that th~ coefficients of non-renewable energy consumption are positive and 

statistically significant at one percent level. It means that I KT increase in. the non 

1enewable energy consumption by panel oflower middle-income countries and individual 

countries like Pakistan, Nigeria, Philippines and Bangladesh can lead to increase in CO, 

emissions by 0.948MT, 0.238MT, 2.168MT, 0. !22MT and 0.919MT, respectivel;,. These 

positive results are supported by the studies like Tiwari (201 !) and Shabbir, Shahbaz, and 

Zeshan (2014). According to IPCC (2016), the consumption of fossil fuels ha:, been 

increased dramatically since last three decades and the combustion of fossil fuels is the 

largest contributor to CO2 emissions 

On the other hand, coefficients of non-renewable energy consumption are insignificant in 

more than half selected countries like India, Indonesia, Egypt, Vietnam .. Syria and 

Morocco. It implies that there is no long run relationship between non-renewable energy 

consumption of these countries and CO2 emissions. These results are similar with the 

study Lotfalipour, Falahi, and Ashena (2010b) in case oflran. 
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The rapid industrialization has created huge challenges for the environment, especially in 

terms of energy consumption CO, emissions. According to the reported results in Table 

4; IO the coefficients of industrialization are positive and statistically significant at one 

percent level in two cases such as panel of lower middle-income countries and Egypt. It 

indicates that one percent increase in the industrial production of these countries can lead 

to increase CO, emissions by 0.487MT and 9.998MT. It is also revealed that among 

selected lower middle-income countries, the industrial production of Egypt has the highest 

contribution in CO, emissions. The results are .in line with the studies like Gurney et al. 

(2009), Y. Li and Xia (2013) and Zhou, Zhang, and Li (2013) who also found similar 

results, which are contrary to the studies like Akbostanc1 et al. (2011) who found opposite 

results. It is suggested that financial development and trade openness are the value-added 

of a country. These factors are impo1tant for industrialized countries like lower middle­

income countries. In fact, developed economies would specialize in human or physical 

capital-intensive activities which would cause less emission in developing countries. 

Industrial production therefore may result in increased pollution in developing countries. 

The coefficients of industrial production are negative and statistically significant at five 

percent level in two countries like Vietnam and Syria. The results unveil that one percent 

increase in the industrial production can decrease the CO, emissions by 2.180MT and 

0.424MT. The similar results have been found by Shahbaz, Uddin, Rehman, and lmran 

(2014b) and Xu and Lin (2015b) who also found negative relationship between industrial 

production and CO, emissions and different results found by Ahamad and Islam (2011). 

The positive and negative impact of industrial production can be understood with the 
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concept of EKC curve. Some empirical studies which found nonlinear influence of 

industrialization on CO2 emissions show an invened "U-shaped" pattern in the tail of the 

curve. It means that in the early stages of industrialization, the emission intensity of 

industrialization would gradually increase. However,. when industrialization level 

surpasses a certain point, the carbon inteusiLy ofindustrialization would gradually decline. 

fina!ly, coefficients of industrial production are insignificant in most of countries 

including India, Indonesia, Pakistan, Nigeria, Philippines, Morocco and Bangladesh. It 

shows that there is no long run relationship between industrial production of these 

countries and the CO2 emissions. 

According to results reponed in the Table 4.10 the coefficients of urbantZati:Jn are-positive 

and statistically significant in most of countries. The coefficients are ,ignificant at one 

percent level in panel oflower middle -income countries, India, [ndonesia, Pakistan, Syria, 

Mor0cco and Bangladesh and at five percent level in Nigeria and Vietnam. It implies that 

one percent increase in the urban population of these countries can increase the CO2 

emissions by 2.760MT, 242.74MT, 19.209MT, 15.957MT, 3.635MT, '.892MT 

3.943MT, l.700MT and 14.!S0MT, respectively. Rapid urbanizati0n of lowt'r middle 

income countries has created huge challenges for the environment, especially in terms of 

energy consumption and CO2 emi:,;ions. The human activities involving the combustion 

of fossil fuels and the burning of biomass produce GHGs that affect the composition of 

the atmosphere and the global climate. These activities constantly increase with the rapid 

pace of urbanization in recent decades, which ultimately cause serious damage to 

environment through energy consumption. 
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On the other hand, the coefficient of urbanization is negative and statistically significant 

at one percent level in Egypt. It is evident that one percent increase in the urban population 

of Egypt can help to decrease CO, emissions by 50.62MT. This result is consistent with 

 tile previous studies like Cole and Neumayer (2004}, Mariinez-Zarzoso, Bengochea­

Moraneho, and Morales-Lage (2007) and H.-M. Zhu, You, and Zeng (2012b). who also 

found similar results. This is because urbanization is extensive at the early stages, leading 

to a ·rapid increase in CO2 emissions. When urbanization surpasses-a certain level, the 

pressure of emissions-reduction and increasing environmental awareness prompts to 

strengthen the R&D investment in energy-saving, leading to gradual decline in the 

emissions-intensity of urbanization. Finally, coefficient of urban population is 

insignificant at one percent level only in PhilippiPes. It indicates that there is no long run 

relationship between the urbanization of Philippines and CO2 emissions. The similar 

results have been found by Xu and Lin (20 I 5b)in western region of China. 

Renewable energy consumption considered as an environmental friendly and one of the 

contributors for curb the CO, emissions. The reported results show that the coefficients r>f 

renewable energy consumption are negative and statistically significant at different level 

in most of countries. The coefficients are statistically significant at one percent in the panel 

of lower middle-income countries, India, Pakistan, Philippines, Syria, Morocco and 

Bangladesh and at five percent in Indonesia. The results reveal that I Btu increase in the 

renewable energy consumption by these countries will lead to curb the CO2 emissions by 

0.490MT, 12.180MT, 0.1 l0MT, 0.500MT, 0.510MT, 0,908MT, 0.799MT and 0.890MT, 

respectively. These results arc supported by studies like Sadorsky (2009), Duffour (2012} 

and Ruhul A. Salim, Hassan, and Shafiei (2014) who found similar results and contrary 
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results with the study Payne (2012). These studies suggest that the climate change 

intimidation and the increasing threat of global warming raise worldwide concerns and 

impose serious social and political pressure to curb emissions. Therefore, to combat 

climate change and to secure and diversify the supply of ene, gy mix there has been. • 

heightened interest in renewable· energy sources in both developed and developing 

countries in recent years. This growing interest has been supported by various government 

incentive policies such as feed-in tariff, subsidies for renewable technologies, tax rebate 

and so on. As a result, the share of renewables in total power generation has increased 

which is helping to curb the CO, emissions. 

On the contrary, the coefficients of renewable energy are insignificant even at 10 percent 

level of significance in three different lower middle-income countries like Egypt, Nigeria 

and Vietnam. The results are evident that there is no long run relationship between 

renewable energy consumption of these countries and CO, emissions. The similar results 

have been found by Menyah and Wolde-Rufael (20 I Ob) in case of US and different results 

have been found by Apergis, Payne, Menyah, and Wolde-Rufael (2010) for a group ofl9 

developed and developing countries for the period 1984-2007. 

It is concluded that most of the included variables are found positively significant in the 

lower middle-income panel. The population density is positively significant in almost all 

the countries and implies that increase in the population density of lower middle-income 

countries leads to increase in CO, emissions. The urbanization remains second biggest 

contributor of CO, emissions followed by international trade, urbanization, population 

growth, total energy consumption, financial development and FD! in the lower middle-
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income countries. On the contrary, renewable energy consumption is found most helpful 

to reduce the mitigation ofCO:c emissions in the selected lower middle-income countries. 

Besides the renewable energy consumption, none of the variable was found helpful to 

reduce the amount of CO2 emissions in.the lower middle-income countries. 

4.5.4 Low Income Countries 

The estimation results oflow income countries are reported in the Table4. I I. The results 

show that the coefficients of population are positive and statistically significant at one 

p~rcent level in Zimbabwe, Senegal, Ethiopia, Tanzania, Nepal, Benin and 

Mozambique. fl is implied that $1 billion increase in the population of these countries 

can lead to mcrease in CO2 emissions by 7.554MT, 0.545MT, 0.l0lMT, 0.085MT, 

0.24,JMT, 2.067MT and 0.189MT, respectively. Energy demand depends on per La pita 

entrgy use. As energy consumption rises due to the increase in population, it will le;.d 

to increase in CO2 emissions. On the other hand, coefficients of population growth are 

insignificant even at 10 percent level in four countries includi,1g panel of low iJ,come 

countries, Congo, Togo and Niger. It implies that there is no long run relationship 

between population of these countries and CO2 emissions. Similar results have been 

found by Davis and Caldeira (2010). 

There are several empirical studies that have found both positive and negative 

relationship between GDP growth and CO2 emissions. However, in case of low income 

countries all the coefficients of GDP growth are insignificant even at 10 percent level. 

These results reveal that there is no long run relationship between the GDP growth of 
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all selected low-income countries and CO2 emissions. It might be due to very small GDP 

size of these countries. According to facts in 2014 these selected 10 countries are 

contributing only 0.29 percent in the world GDP (Global Economy, 2016). Hence, it is 

·not surprising that GDP growth of these countries does not have any., relationship with 

CO2 emissions, 

Empirical studies suggest that international trade is another culprit of .pollution 

emissions. The results reported in the Table 4.11 document that the coefficients of 

·international trade are positive and significant in seven different countries. For instance, 

coefficients are significant at one percent level in panel of low income countries, 

Zimbabwe, Tanzania and Togo and at five percent level in Nepal, Mozambique and 

Congo. It is evident that $1 billion increase in the international trade of these countries 

can lead to increase in CO2 emissions by 0.154MT, 8.356MT, 0.147MT, 0.248MT, 

0. I 92MT, 0.075MT and 0.058MT, respectively. The results are in line with the studies 

like Halicioglu (2009b), Nasir and Rehman (2011) and Yuxiang and Chen (2011) who 

also found positive relationship between international trade and CO, emissions and 

contrary with the studies like Ozturk and Acaravci (2010a) and Jafari, Othman, and Nor 

(2012). It is suggested that the environmental effect of international trade depends on 

the policies implemented in an economy. They argue that natural resources are depleted 

due to international trade. This depletion of natural resources raises CO2 emissions and 

causes a decrease in environmental degradation. In another study Halicioglu (2009b) 

argues that international trade is one of the main contributors to economic growth while 

income raises the level of CO2 emissions. 
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Table 4.11 
Estimation Results (Low Income Countries) 

Group P 

Individual P 
Zjmbabwe 

Senegal 

Ethiopia 

Tanzania 

Nepal 

Benin 

Mozambique 

Congo 

Togo 

Niger 

Model I 
POP 
0.000 
[0.096] 

0.000• 
[7.554] 
0.000• 
[0.545] 
0.000• 
I 0.10 I l 
0.003* 
[0.085] 
0.000• 
[0.244] 
0.000• 
[2.067] 
0.000• 
[0.189) 
0.168 
[0.383] 
0.183 
[0.127] 
0.271 
[-0.06] 

y TR TEC 
0.721 0.000• 0.000• 

[-0.005] [0.154) [0.007] 

0.706 0.000• 0.183 
[0.008] [8.356] [-0.04] 
0.528 0.675 0.003* 

[-0.024] [0.037] [0.016] 
0.878 0.456 0.04** 

[0.002] [-0.041] [0.026] 
0.869 0.001• 0.010• 

[-0.009] [0.147! [0.011} 
0.999 0.012•• 0.523 

[0.054] [0.192] [-0.06] 
0.300 0.210 0.950 

[-0.093] [[0.283i [0.037] 
0.911 0.015•• 0.000• 

[-0.001 l [0.075] [0.012] 
0.306 0.034** 0.411 

[-0.018] [0.058] [0.010] 
0.740 0.004* 0.05** 

[-0.001] [0.248] [0.002] 
0.644 0.008* 0.268 

r-0.0021 ro.256J [-0.01] 

Model 2 
R2 FD 

0.90 0.376 
[0.0081 

0.84 0.941 
/0.007] 

0.88 0.000 
[0.107] 

0.94 0.100 
[0.258} 

0.96 0.123 
[0,036] 

0.92 0.009* 
[0.679] 

0.97 0.003* 
[O.os 1 I 

0.92 0 270 
[-0.02] 

0.47 0.664 
[0.048] 

0.93 0.001• 
0.020 

0.62 0.191 
f·-0.011 

Model 3 
ff)I POD NEC R2 IND UR REC R2 

0.001• 0.000• 0.000• 0.94 0.000• 0.000• 0.527 0.86 
[0.5431 f0.040j [0.028] [O 788] [l.8811 ro 1141 

0.346 0.000*"' 0.000• 0,89 0.452 0.443 0.003* 0.13 
[-1.221 [0.232] [0.041] [0.092] [-0.16] [-0.05] 
0.03** 0.000• 0.436 0.93 0.833 0.000• 0.000• 0.85 
[-2.62] [0.164] [-0.05] [0.031] [0.855] [-0.046] 
0.888 0.008* 0.04*• 0.93 0.045'* 0.000• 0,04** 0.94 
(-0.04] (0.790] l0.751} [0.117] [0,735] [-0.017] 
0.432 0.000• · 0.000• 0.96 0.009* 0.000• 0.000• 0.90 

[0.245] [0.096] [0.076] [-0.20] [0.450) [-0.033) 
0,002* 0.000* 0.000• 0,92 0.05*** 0.000• 0.001• 0.93 
[-30.5} [l.231]: fl.588] [-0,064] [0.450] . [-0.03] 
0.480 0.002*' 0.638 0.96 0.697 0.002• 0.854 0.72 

[0.880] [IJ.087] [0.002] [0.021} [0.270] [-0.01 l 
0.105 0.000* · 0.000• 0.93 0.020•• 0.04** 0.154 0.25 

[0.107] [0.1051 [0.072] [0.105) [0.253] f0.024] 
0.04** 0.08* .. 0.248 0.47 0.099 0.02•• 0.633 0.25 
[-0.47] [0.076] [0.021) [-0.054] [0.126] [0.012] 
0.855 0.000• 0.04*' 0.92 0.81 I o.oos• 0.402 0.84 
[-0.05] !O.IJ20] [0.004] [0.009] [0.162] [-0.041 
0.005• 0.975 0.456 0.71 0.000• 0.000• 0.002• 0.75 
[0.81 il [0.009] [0.004] [0,040] [0.314] r-0.0021 

Note:*, **, *** denote significance at the I percent, 5 percent and IO :iercent level, respectively. In parentheses t-statisl1cs are 

mentioned. 
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On the other hand, coefficients of international trade are negative and statistically 

significant at one percent level in only two countries including Ethiopia and Niger. The 

results show that if there is $1 billion increase in the international trade of Ethiopia and 

Niger, it will lead to curb CO2 emissions by 0.04 IMT and o:·256MT. Similar results have 

been found by Tamazian et al. (2009) and Shahbaz et al. (2012) and different results 

have been found by Jalil and Feridun (201 l)andYuxiang and Chen (2011). It is argued 

that the financial sector polices enable the firms to utilize advanced technology which 

. emits less CO, emissions and enhances the production. They also claim that intemational 

trade helps to promote capitalization and financial regulations that favor environmental 

quality Furth~rrnore, international trade provides an offer to each country to·have access 

to mtemat1onal markets which enhances the market share among countries. This leads to 

competition between countries and increases the efficiency of using scarce resources ar.d 

encourages importing cleaner technologies to lower the CO2 emis~" ns. At iast. 

coefficients of international trade are insignificant even at maximun; ievcl in t\\o im, 

income countries like Senegal and Benin. 

lhe empirical studies have investigated that ~nergy consumption is one of the main 

contributors of CO2 emissions. The results reported in Table 4.11 shov. \hat the 

coefficients of energy consumption are positively significant at one percent level in the 

panel of low income countries, Senegal, Tanzania and Mozambique and at five percent 

level in. Ethiopia and Togo. It is evident that I Btu increase in the energy consumption 

of these countries can impede CO2 emissions by 0.007MT, 0.0 l6MT, 0.01 I MT, 

0.012'.v1T, 0.026MT and 0.002'.v1T, respectively. The results are consistent with the 

studies like Soytas et at (2007b), Ang (2007b), Chebbi (2010) and Menyah and Wolde-
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Rufael (2010b) who also found positive relationship between energy consumption and 

CO2 emissions, whereas inconsistent with the studies such as M. J. Alam et al. (2012) 

and. Odhiambo (2012) who found different results. It is suggested that energy 

consumption is the most significant source of pollution. It is evident that, major portimr

of this energy supply comes from conventional non-renewable sources such as coa~ oil 

and natural gas. As a result, there. is a sharp increase in CO2 emissions in the atmosphere 

which is the main source of GHGs effect that led to environmental degradation. 

On the ·other hand, the coefficients of energy consumption are insignificant even at 

maximum level in case of five selected low-income countries like Zimbabwe, Nepal, 

Benin, Congo and Niger. It shows that there is no long run relationship between energy 

consumption of these countries and CO2 emissions. 

The coefficients of financial development are positive and significant at one percent 

level only in three selected low-income countries including Nepal, Benin and Togo. The 

results reveal that one percent increase in the financial development of these countries 

can lead to increase in CO2 emissions by 0.679MT, 0.05 IMT and 0.020MT, 

respectively. These positive results are supported by studies like Sadorsky (2010), 

Koma! and Abbas (2015) and Dogan and Turkekul (2016) and contrary to the studies 

like AI-Mulali, Tang, and Ozturk (2015) who found different results. It is argued that 

financial development may lead to lower financing costs and better and larger financing 

networks through which enterprises can have higher opportunity to make more 

investment and buy new machines and equipment, resulting in more energy consumption 

and CO:i emissions. Because financial development likely links to cheaper personal loan 
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rates, it may trigger consumers to purchase houses, cars, and durable goods like 

refrigerator and dish washer, which increases output, energy consumption, and CO2 

emissions. Furthermore, financial development increases CO2 emissions due lo 

inefficient allocation of financial resources to enterprises. 

On the contrary, the coefficients of financial development are negative and statistically 

significant at five percent level only in Zimbabwe. It shows that one percent increase in 

the financial development of Zimbabwe can help to decrease CO2 emissions by 

0.007MT. The results are consistent w'ith Al-mulali and Che Sab (2012) and Yuxiang 

and Chen (201 I) who also found positive relationship between financial development 

and CO2 emissions and inconsistent with the studies. like Ang (2009) and Farhani et £1. 

(2014) who found different results. It is argued that financial development may d,tract 

energy consumption and CO2 emissions as it can potentially stimulate the efficiency of 

business performance as well as energy efficiency. The study of Ang (2009) suggests 

that energy consumption spurs economic growth and a rise in economic growth and 

energy consumption adds to the demand of financial services and hence financial 

development increases the improvements in environmental quality hy controlling 

CO, emissions through the implementation of well-organized and transparent financiai 

policies. 

Finally, coefficients of financial development are insignificant even at 10 percent level in 

most of selected low-income countries such as Senegal, Ethiopia, Tanzania, Benin, 

Mozambique and Togo. The results indicate that there is no long run relationship between 
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financial development of these six countries and CO2 emissions. The similar results have 

been found by Ozturk and Acaravci (2013). 

FDI inflows have been encouraged and welcomed by. LDCs beeause of the important 

·role they play in domestic economies as a source of growth and Job creation (Barbier & 

 Hultberg, 2007). However, effect of FDI on environment is still under discussion. 

According to results reported in the Table 4.11 the coefficients of FD! are positive and 

statistically significant in the panel of low income countries and Niger at one percent 

level. It implies that$ I billion increase in the FD! of these countries can •lead to increase 

in CO2 emissions I.')' 0.543MT and 0.811 MT. it is argued that there are concerns that 

least developed countries (LDCs) could competitively undercut each other's 

environmental regulations to attract FD!. This "race to the bottom" especially in the LDCs 

may result in these countries becoming "pollution havens", where MN Cs locate operations 

to sa·ve on environment-related costs. In this scenario, the MNCs that have more to gain 

from relocating are those in the most pollution-intensive or "dirty" industries. Therefore, 

a, LDCs continue to attract significant shares of FD! flows, it is important to assess 

whether FDI inflows to LDCs are associated with higher levels of pollution. Furthermore, 

FD! inflows to LDCs have been prompted by lax environmental regulations. 

On the other side, the coefficients of FD I are negative and statistically significant in Nepal 

at one percent and in Senegal and Congo at 5 percent. It implies that$ I billion increase in 

the FD! of these countries can help to curb the CO2 emissions by 30.5MT, 2.62MT and 

0.47MT, respectively. These negative results are supported by Zeng and Eastin (2007), 

Doytch and Uctum (2011), Blanco et al. (2013) and J. W. Lee and Brahmasrene (2013), 
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which are inconsistent with the studies like Ornri, Nguyen, and Rault (2014b) who found 

different results. These studies suggest that the positive environmental spillovers are very 

-similar to its .positive productivity spillovers. These positive externalities are largely due 

. to the.fact that,PDI has the potential of transferring superior technologies from mnie 

developed to less developed ·economies. It is also believed that foreign companies use 

better management practices and ad'-'.anced technologies that result in clean environment 

in host countries. It is generally believed that FD! also help to develop managerial and 

specialized technological skills, innovations in the techniques of production, by means of

training programmes and the process of learning by doing in the host country. 

The justifications as to why JiHeign owned firms might be cleaner than domestically 

owned firm generally full into two categories. Firstly, this cleanliness may be driven by 

factors which are external to the firm .. For example, it has been argued that multinationals 

will typically utilize cleaner technology and possess more sophisticated environmental 

management system than many domestic firms in developing countries, often due to the 

more stringent regulatory environment that exists in these countries. Pressure to continue 

to use such technologies in their affiliates in developing countries may arise because such 

multinationals may have large export markets 'in these countries where they have to meet 

the r.equirements of environmentally aware consumers. Sueh technologies may also be 

indirectly passed on to domestic firms via, for example, backward or forward linkages. 

Secondly, foreign owned firms may be'cleaner than domestically awned firms for reasons 

that are internal to the firm, for example due to the firms' management practices. Lastly, 

coefficients of FD! are insignificant even at IO percent level in most of selected low-
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income countries including Zimbabwe, Ethiopia, Tanzania, Benin, Mozambique and 

Togo. Similar results have been found by Shofwan and Fong (2011) and Keho (2015). 

In recent years.natura.l environment basbadlybeen affected·hy.demographic changes. The 

results reported in Table 4.11 shows that the coefficients ofpopulation density are positive 

and statistically significant I percent, five percent and 10 percent lev.el of significance. 

The coefficients of population density are significant11t'One·percent ]eve! in the panel of 

low income countries and individual countries like Senegal, Ethiopia, Tanzania, Nepal, 

.Benin, Mozambique and Togo, at.five percent inZimbabwe·and•at 10 percent in Congo. 

The results reveal that one percent increase in the population density of these countries 

t:an contribute in the CO2 emissions by 0:040MT, 0. 164MT, 0. 790MT, 0.096MT, 

1.23 lMT, 0.087MT, 0.105MT and 0.020MT, respectively. The results are consistent with 

'.he results of Heres-Del-Valle and Niemeier(201 l) and C. Liu and Shen (2011) who also 

found positive relationship between population density and CO2 emissions. It is suggested 

,tlraJ: the energy demand depends on per capita energy use. As the living standard rises and 

population continues to grow, energy use and CO2 emissions in city areas d<> the same. On 

the other hand, coefficient of population density is insignificant at maximum level only in 

case of Niger. It means that there is no long run relationship between population density 

ofNiger and CO2 emissions. 

The results reported in the Table 4.11 show that the coefficients of nonrenewable energy 

consumption are positive and statistically significant in most oflow income countries. The 

coefficient of nonrenewable energy consumption is significant at one percent level in the 

panel of low income countries, Zimbabwe, Tanzania, Nepal and Mozambique and at five 
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percent in Ethiopia and Togo. Similar results have been found by Fei et al. (2011), S. 

Wang, D. Zhou, P. Zhou, and Q. Wang (20! lb) and Dogan and Turkekul (2016), which 

are inconsistent with Begum et al. (2015b). These studies indicate that major portion of 

this energ3/ supply comes fi-om conventional non-renewable souroessucln,s;coal, oil·and . 

. natural'gas. As a result, ihere is a sharp increase in CO2 emissions in the atmosphere'.Which ·· 

is considered to be the main source ofGHG effect that leads to environmental-degradation. 

Oni!he contrary; the coefficients of some low-income countries such as Senegal, Benin,- ·

Congo and Niger are insignificant even at IO percent level. Similar result;; have been found 

 by;Ozturk and Acaravci (201 Ob). It means that there is no long run relationship between 

nonrenewable energy consumption of these countries and CO2 emissions. 

Moreover, rapid industrialization has created huge challenges for. the ·environment, 

especially in terms of energy consumption and CO2 emissions. According to results 

reported in the Table 4.11 the coefficients of industrial production are positive and 

statistically significant at one ,percent in panel of low income countries and Niger and at 

five percent in Ethiopia and Mozambique.The results reveal that one percent.increase in 

the industrial production of these countries can lead to increase in CO2 emissions by 

0.788MT, 0.3 I 4MT, 0. !17MT and 0.105MT, respectively. The similar results have been 

found by C.-<j. Hu, Chen, Zhang, Qi, and Yin (2006), Hossain (201 lb) and Zhujun and 

Boqiang (2012). These studies conclude that industrialization is one of the most important 

factors affecting CO, emissions. These are attributable to low energy efficiency, 

consumption of nonrenewable energy consumption, heavy industrialization and absence 

of environmental awareness . 
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On the other hand, coefficients industrial production found negative and stati<;tically 

significant in two low income countries like Tanzania and Nepal. The coefficients are 

. significant at one percent level in. Tanzania and at IO percent in Nepal. The results imply .

that one percelit; increase 'in industrial production of these countrie1[ can help. to mitigate ,

CO, emissions by0:201MT'and ,0.G64Mf. The results are consistent with the ~iudies like 

Shahbaz, Salah Uddin, et al. (2014) and Xu and Lin (2015b) who also found negative 

relationship between industrial production and CO2 emissions. These studies suggest that 

the industrial production can help to curb the CO2 emissions if the renewable and cleaner 

energy will utilize during the production: Finally, coefficients of industrial production are 

round insignificant in most of selected low-income·.countries even at JO percent level. 

These results indicate that there are no long run relationships between the industrial 

production oflow income countries like Zimbabwe, Senegal, Benin, Congo and Togo and 

the CO2 emissions. 

The rapid industrialization has created huge challenges foNhe environment, especially in 

terms of energy consumption and CO, emissions. According to results reported in the 

Table 4.11 the coefficients of industrial production are positive and statistically significant 

at one percent in panel of low income countries and Niger and at five percent in Ethiopia 

and Mozambique. The results reveal that one percent increase in the industrial production 

of these countries can lead to increase in CO2 emissions by 0. 788MT, 0.314MT, 0.1 I 7MT 

and 0.105MT, respectively, Similar results have been found by C.-q. Hu et al. (2006), 

Hossain (201 lb) and Zhujun and Boqiang (2012). These .studies conclude that 

industrialization is one of the most important factors affecting CO2 emissions. These are 

attributable to low energy efficiency, consumption of nonrenewable energy consumption, 
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heavy industrialization and absence of environmental awareness. Furthermore, human 

activities involving the combustion of fossil fuels and the burning of biomass produce 

GHGs that affect the composition .of the atmosphere and the global climate. These 

. activities constantly increase- with-the rapid,pace.ofinduswialization in recent decades, 

which ultimately cause serious damage to .environ·mehtthraugh energy consumption and 

consequently lead to pollutant emissions. 

On the otber hand, coefficients of industrial production found negative .and statistically 

significant at five percent level in two low. income countries-like Tanzania and Nepal. The 

· coefficients are significant at one percent level in Tanzania and at IO percent in Nepal. 

The results imply that one percent increase in the industrial production of these countries 

can help to mitigate CO2 emissions by 0.201MT.and 0.064MT. The results are consistent 

with the studies like Shahbaz, Salah Uddin, et al. (2014) and Xu and Lin (2015b) who also 

found negative relationship between industrial production and CO2 emissions. It is 

suggested ,that the industrial production can help to curb the CO2 emissions if the· , 

renewable and cleaner energy is utilized during the production. Finally, coefficients of 

industrial production are found insignificant in most of selected low-income countries . 

even at l O percent level. These results indicate that there are no long run relationships 

between the industrial production of low income countries like Zimbabwe, Senegal, 

Benin, Congo and Togo and the CO2 emissions . 

Urbanization is found to be another main culprit of high CO2 emissions. According to the 

reported results the coefficients ofurbanization are positive and statistically significant in 

selected low-income countries except Zimbabwe. The coefficients of urbanization are 
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significant at one percent level in panel of low income countries, Senegal, Ethiopia, 

Tanzania, Nepal, Benin, Togo and Niger and at five percent level in Mozambique and 

Congo. These results show that one percent increase in the urban population of these 

countries will iead to increase in CO2 emissions by 1.881 MT, 0.8.55MT, 0. 735MT, 

0A30~1T, 0.450MT, 0.270MT, 0.l62MT, 0.IJ4MT, 0.253MT and 0.126MT,.

respectively. Similar results are found by Poumanyvong and Kaneko (2010b), Brant 

Liddle and Lung (2010), C. Zhang and Lin (2012b) and H.-M. Zhu et al. (2012b). They 

are inconsistent with the studies like Martinez-Zarzoso and Maruotti (2011) and-Ruhul A. 

 Salim et· al. -(2014) who found negative relationship between urbanization and CO2 

em1ss1(ms. These studies imply that urban population leads to increase in CO2 emissions 

which is mainly attributed to tne rapid growth ol private transport, large scale construction 

of public infrastructure (like; road networks, sanitation and drainage systems) and skei 

and cement jlroduttion caused by urban co11struction. In addition, rapid urbaniza• ion amt 

rising incomes lead ,o urban dwellers exhibiting high energy - consuming feature, sud 

as more household appliances and increasing private car ownership. At last, coefficient of 

urban population is insignificant at maximum level only in c~se of Zimbabw,'. ;, .­

inditatea that the urban population of Zimbabwe does not have any long run re!,,,iun,bp 

with the COi emissions. 

Several empirical studies have found that renewable energy is the most helpful to mitigate 

amount of CO, emissions in the world. The results of low income countries reveal that the 

coefficients ofrenewable energy are negative and statistically significant. The coefficients 

are significant at one percent level in case of Zimbabwe, Senegal, Tanzania, Nepal, and 

Niger and at five percent in Ethiopia. The results are similar with the study like Sadorsky 
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(2009) and Payne (2012) who also found negative relationship between renewable energy 

consumption and CO, emissions and different results have been found by Ruhul A Salim 

and Rafiq (2012). These studies suggest that with the growing concerns over the 

environmental consequences_.of GHGs emissions from fossil fuels, high and volatile 

energy prices, and the geopolitical climate sun-ounding fossil fuel production, renewable 

energy sources have emerged as an important component in the world energy consumption 

mix. Since the source ofrenewable energy consumption is environmental friendly, it helps 

to reduce the amount of CO, emissions in the World. 

On the other side, the coefficients ofrenewable energy con,urnption are insignifica,1t in 

the selected low-income countries like panel of lov. income countries, Benin, 

Mozambique, Congo and Niger. Similar results have been found by Apergis et al.(2010) 

and Menyah and Wolde-Rufael (2010a). The results indicate that there is no long run 

relationship between renewable energy consumption of these low-income countries and 

CO, emissions. 

lt is summarized that most of the included variables have been found positively significant 

in the panel of select low income countries. However, the magnitudes of these coefficients 

are very small and which shows small contribution in the CO, emissions. The urbanization 

and population density are positively significant in all selected low-income countries 

except Niger and Zimbabwe. The results suggest that the population density and 

urbanization of these selected countries contributing in the CO2 emissions. Similarly, 

population growth, international trade, nonrenewable energy consumption and total 

energy consumption are found main contributors of CO, emissions in most of selected 
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low-income countries. On the contrary, renewable energy consumption as usual is found 

helpful to curb the CO2 emissions in most of selected countries. Similarly, FOi of some 

countries is also found to be helpful to reduce the amount of CO2 emissions. Beside 

renewable energy consumption and FDI none of.the variable is found helpful to reduce 

the mitigation of CO2 emissions. 

The overall results of high income, upper middle income, lower middle income and low­

income countries suggest that population density is the most important culprit of CO2 

emissions. Population density is positively and statistically significant in 34 countries out 

uf 44 selected countries. Similarly, nonrenewable energy consumption has been found 

,mother biggest reason for high amount of CO2 emissions, followed by nonrenewable 

energy consumption, urbanization, population growth, international trade and total energy 

consumption. The nonrenewable energy consumption is positively significant in 33 

countries, urbanizatton in 32 countries, population growth in 28 countries, international 

trade in 27 countries and total energy consumption in 27 counties out of total 44 selected 

countrie~. 

On the other side, renewable energy consumption is found to be most helpful to curb the 

CO2 emissions in the selected countries. The coefficients of renewable energy 

consumption are negative and statistically significant in 28 countries, which.lead to infer 

that increase in the renewable energy consumption can help to reduce the amount of CO2 

emissions. The industrial production of these selected countries is also found helpful to 

lower the amount of CO2 emissions in 14 counties. All other variables are negatively 

significant in only few countries. The results matrix is presented in Table 4.12. Finally, 
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GDP growth is found most insignificant variable in majority of the selected high income, 

upper middle income, lower middle income and low-income countries. The GDP growth 

is insignificant in 36 countries out of44 selected countries. These results imply that GOP 

 gmwth.does- not have long run relationship with CO2 emissions in most of the selected· 

countries. Furthermore, FD! and financial development are also insignificant in most of 

countries selected high income, upper middle income, lower middle income and low­

income countries. It is noted that all the demographic variables included in this study like 

population density, urbanization and population growth lead to increase in the amount of 

. CO2 emissions in most of selected countries. Whereas, from economic variables only 

international trade significantly contributes tn the CO2 emissions in selected countries, It 

can be concluded that policy makers and urban planners sh0uld focus more on 

demographic side and do efforts to decrease the harmful effects of these factors by 

applying different ,rmthod, The details of suggested policies will be discussed in the next 

chapter. 
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I 
Summary of Estimation Results 

Panell Model I Model II Model m 
Countries 

POP y TR TEC FD FDI POD 1'EC IND UR REC 

I High Income + X + + + + + X 

us + X X X + + X 

Japan X + + + X X + X X 

Germany X + X X X + X 

I UK X + + X .+ X 

Canada + X X + X + + + +· + X 

Italy X + + X X X + 

I 
France X X X + X X + + 
South Korea X X + + X + + X 

Poland +· X + X + ·r X X 

AustraJia + X + + X + + 

I t:pper Middle Ineome + X + + + + X + .,. 
China + + + + X + X + ·x + 
Mexico + X + ➔;' X + + + 
South Africa + + X X + + + + 

I Iran + X X + + X + + 
Brazil X X + X X + ·+ ,. + X 

Turkey X X + + + + + 
Thailand +. X + + X 

I Venezuela + X X X + X X 

Romania + X X + X X + 
Malaysia X X + X X + + + + X 

Lower l\'Jiddle Income + + + + X + + + + 

I India + X + t- ·I + 
lndlsia X + + + + X X ' Egypt + + X X + + X + X 

I 
Pakistan + X + + .,. + + + X + 
Nigeria X + X + + + X + X 

Vietnam X X + + + X + X + X 

Philippines + X + + + X + + X X 

I Syria X X X X X + 
Morocco + X X X + ·I X X + 
Bangladesh + + X X X + X + 

Low Income X X + + X + + + + X 

I Zimbabwe + X + X X + + X X 

Senegal + X X + X + X X + 
Ethiopia + X + X X + + + + 
Tanzania + X + + X X + + + 

I Nepal + X + X + + + + 
Benin + X X X X + X X + X 

Mozambique + X + + X X + + + + X 

I 
Congo X X .,. X X + X X + X 

Togo X X + X + .,. X + X 

Niger X X X X + X X + + 
Total Positive Signitieant 28 4 27 27 16 16 34 33 13 32 0 

I 
Total Negative Significant 4 4 8 I 6 5 2 0 14 5 28 
Total Insignificant 12 36 9 16 22 23 8 11 17 7 16 

Note: sign of+.•, x are denoted positive, negative and insignificant relationship~ respectively. 

I 
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4.6 Granger Causality Tests Results 

The present study has also explored causal relationship between the variables using error 

correction models based Granger causality tests which mentioned long~run Granger 

causality models. The results of long- run Granger causality models of high income, upper 

middle income, lower middle income and low-income countries are reported in reported 

in Table 4.13 to Table 4.17. 

4.6.l High Income Countries 

The results of Granger causality tests result for the panel of high income counti ies rue 

reponed in the Table 4.13. The results can be summarized that there is unidirectional 

~ausality running from population size, GDP grov.th, total energy con$Ulnption, 

population density, and urbanization to CO2 emissions. In addition, there is bidir1,ctio11al 

causality found between FD! and CO, emissions and non-renewable energy consumption 

and CO2 emissions. The bidirectional causality between FD! and CO2 emissions has 

co11firmed--both hypotheses like pollution heaven hypothesis and pollution hRlo 

hypothesis. Similarly, bidirectional causality is found between GDP growth and 

international trade, GDP growth and total energy consumption, international trade and 

total energy consumption and financial development and non-renewable energy 

consumption. The results show that the international trade is contributing to the GDP 

growth of high income countries on one side and increase the energy consumption on the 

other side. Hence, policy makers should focus on the source of energy used during the 

shipments of international trade to overcome the negative externalities of energy 
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consumption on the environment. Additionally, results also witnessed that financial 

development of high income countries leads to the environmental degradation through 

non-renewable energy consumption. 

Table 4.13 
Granger Causalit:z; Test Results (High Income Countries) 

Model I: CO2= f(POP, Y,TR,TEC) 
Dependent Variables 61nCO, 6lnPOP 6lnY &lnTR 6lnTEC 

AlnCO2 X 3.123 4.121 1.340 5.908 
(0.019)** (0.022)** (2.129) (0.000)* 

AlnPOP 1.234 X 1.009 5.908 4.872 
(1.100) (0.051)*** (2.098) ( 1.230) 

6lnY 3:094 1.876 X 2.763 4.321 
(2.903) (I.000) (0.000)* (0.041)** 

6lnTR 6.908 4.872 1.983 X 5 009 
(2.987) (1.000) (0.081Y'** (0.078)*** 

6lnTEC 3.987 4.098 5.941 3.876 ~ 

( l.009) (2.178) (0.000)* (0.098)*** 
Model [I: CO2= f(PD, FDI, FD, NEC) 

Deeendent Variables 6lnCO2 AlnPD AlnFDI 6lnFD AlnNEC 
AlnC02 X 6.432 4.321 3.121 5.091 

(0.004)* (0.051) .. ' (4.098) (0.067)*** 
6lnPD 7.676 X 2.866 3.987 5. 195 

(0.768) (1.098) (3.091) (2.134) 
AlnFD1 1.212 3.876 X 4.673 1.285 

(0.000)* (0.981) (0.001)* (2,987) 
AlnFD 3.987 2.874 1009 X 7.512 

(3,098) (0.234) (0.897) (0.004)* 
AlnNEC 6.876 8.654 2.390 l.980 X 

(0.000)* (1.209) (0.786) (0.000)* 
Model 111: CO2= f(UR, IND, REC) 

Dependent Variables 6lnCOc AlnUR AlnIND t;lnREC 
t;JnCO2 X 5.674 4.564 3.212 

(0.001)* (0.900) (0.121) 
AlnUR 6.897 X 1.009 8.321 

(1.210) (0.789) (3.2 I 2) 
t;InIND 2.121 8.321 X 8.109 

(1.211) (0.000)* (0.05)** 
AlnREC 7.876 4.563 1.234 X 

(0.100) (0.121) ( 1.232) 
Note:•~•"', and*** denote statbiical significance at the 1%: 5%. and lO ~'0 levels~ respectivety 
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Finally, unidirectional causality is found running from financial development to FDI, 

urbanization to industrialization, and renewable energy consumption to industrialization. 

The results suggest that fmancial development simultaneously increase the consumption 

ofrenewable and non-renewable energy consumption. Hence, policy makers should focus 

 on the replacement of non-renewable energy consumption products to renewable energy 

consumption products to reduce the non-renewable energy. effects on environmental 

degradation. 

4.6.2 Upper Middle Income Countries 

The results of Granger causality tests and the· results of the panel of upper middle are 

presented in Table 4.14. The results suggest that there is unidirectional causality found 

running from population size, international trade, total energy consumption. population 

density, urbanization and industrial production to CO2 emissions. All three demographic 

factors such as population size, population density and urbanization are contributing to 

the CO, emissions which endows the arguments of Malthus and Hollingsworth (1973) 

. that the impact of population growth on environmental quality is evident. Each person 

creates some demands on energy for the necessities of life Hke food, shelter, clothing, 

water, and so on. The unidirectional causality from international trade to CO, emissions 

suggest that most of energy used during the transportation of international trade comes 

from non-renewable sources. Hence, international trade of upper middle-income countries 

is creating environmental issues by emitting high amount of CO, emissions. 
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Table 4.14 
Granger Causality Test Results (Ueeer Middle-Income Countries) 

Model I: CO2= f(POP, Y, TR, TEC) 
Deeendent Variables AlnCO, AlnPOP AlnY AlnTR AlnTEC 
AlnCO, X 2.897 2.908 6.786 6.098 

(0.0IO)* (0.990) (0.056)*** (0.012)** 
.AlnPOP 2.564 X 1.112 · 3,212 · 0.980 

(0.987) (0.001)* (1.211) (1.181) 
Alt\Y 7.908 2.343 X 5.432 1.232 

( 1.000) (1.231) (0.001)* (0.021 )** 
AlnTR 4.12] 7.090 0.870 X · 7.098 

(0.908) ( 1.000) (0.881) (0.000)* 
AlnTEC 2.897 2.098 0.122 2.321 X 

(1.111) (0.999) (0.090)*** (0.000)* 
Model II: CO2= f(PD, FDI, FD, NEC) 

Deeendent Variables AlnCO2 AlnPD AlnFDI AlnFD AlnNEC 
AlnCO2 X 2.908 7.897 · 6.786 9.043 

(0.00 I)* (0.000)* (0.189) (0.001 )* 
t',lnPD 2,908 X 1.231 7.672 2.908 

(2.321) (0.900) (0.000)* (1.231) 
AlnFDI 3.7-18 4.908 X 5.675 3.900 

(0.000)* (0.390) (0.901) (0.110) 
AlnFD 2.908 3.091 3.212 X 5.674 

(0.909) (0.121) (0.765) (0.400) 
1,111.i\/EC 4 564 7.098 3.343 8.908 

(0.00 I)* (2,220) (0.888) (0.786) 
·--·-

Model III: CO,= f(UR, IND, REC) 
Dependent Variables AlnCO, AlnUR AlnIND AlnREC 
AlnCO, X' 4.786 0.987 7.809 

(0.000)* (0.021 )** (0.100) 
LilnUR 7.908 X 3.098 4.321 

(2.321) (0.200) (0.765) 
AlnlND 3.432 1.234 X 4.122 

(0. 111) (0.400) (0.000)* 
AlnREC 7,786 1.098 3.212 X 

(0.398) (0.0 IO)* (2.100) 
Note: *,**~and*** denote staristical significance at the 1%, 5%, and 10 % levels, respectively 

Correspondingly, bidirectional causality is found between FD! and CO, emissions and 

non-renewable energy consumption and CO, emissions. The bidirectional causality 

between FD! and CO2 emissions validates the presence of pollution heaven hypothesis 

and pollution halo hypothesis. Since both hypotheses are valid in case of upper middle-
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income countries it is suggested that the policy makers of upper middle-income countries 

must review the policy related to the environmental law for foreign investors. Similarly, 

bidirectional causality is found between total energy consumption and GDP gro,1,th and . 

international trade and total energy consumption. It shows that energy consumption is the 

leading contributor in the economy of upper middle-income countries. Finally, 

unidirectional causality is also found running from GDP gro\\th to population size. The 

results show that high GDP gro,1,th can help to increase in health expenditure which leads 

to higher life expectancy and consequently increases the population size. 

4.6.3 Lower Middle Income Countries 

The results of Granger causality for lower middle-income countries are reported in Table 

4.15. The reported results found unidirectional causality running from population siz.e, 

population density, urbarnzation, GDP growth, financial development FDl and industrial 

production to CO2 emissions. Unidirectional causality is running from population size, 

population density and urbanization confirm the argument of Malthus and Hollingsworth 

(1973 ). Similarly, causality from fDI to CO, emissions validates the hypothesis of scale 

effect which implies that trade liberalization causes emissions due to economic expansion 

which is detrimental to environment. In addition, unidirectional causality from industrial 

production to CO2 emissions confirms the composition effect hypothesis in case of lower 

middle-income countries. 

There is a bidirectional causality found between non-renewable energy consumption and 

CO2 emissions, total energy consumption and CO2 emissions and international trade and 
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total energy consumption. It implies that most of energy used in the lower middle-income 

countries comes from fossil fuels which contribute to the environmental degradation 

through emitting CO, emissions. 

Table 4.15 
Granger Causal it~ Test Results (Lower Middle-Income Countries) 

Model 1: co,~ f(POP, Y, TR, TEC) 
Dependent Variables L'>lnC02 L'>lnPOP L'.lnY L'>lnTR L'>lnTEC 
L'>lnCO-. X 6.908 4.323 · 1.212 2.121 

(0.000)* (0.091)*** (0.100) (0.041 )** 
t.lnPOP 5.098 X 1.112 6.765 2.000 

(0.560) (0.099)*** (2.200) (2.987) 
L\lnY 3.765 5.765 X i.222 4.777 

(2.999) (2.333) (0.041)** (0.00 I)* 
L'>lnTR 7.121 4.120 0.564 X 1.678 

(0.700) (2.121) . (l.219) (0.041)''' 
L'>lnTEC 5.678 4.121 0.122 7.343 X 

(0.00 !)* (0.099)*** (0.090)*** (0.011 )** 
Model 11: co,~ f(PD, FD!, FD, NEC) 

Dependent Variables L'>lnC02 L'>lnPD L'>lnFDI L'>lnFD L'>lnNEC 
L'>lnC02 X 2.908 7.897 6.786 9.043 

(0.00 I)* (0.001)* (0.089)*** (0.00 I)' 
L'>lnPD 2.340 X 4.111 4.17.0 0.112 

(0.987) (0.4 12) ( l .227) (3 121) 
L'>lnFDI 4.120 3.121 3.122 5.121 

(0.321) (0.432) (0.110) (0.110) 
L'>lnFD 1.211 4.001 1.098 X 0.345 

(0.309) (0.987) (0.999) (0.212) 
L'>lnNEC 2.121 3.781 5.678 2. 104 X 

(0.000)* (1.111) (0.200) (l.221) 
Model lll: co,~ f(UR, IND, REC) 

Dependent Variables L'>lnCO, L'>lnUR L'>lnIND t.lnREC 
L\lnC02 X 5.897 7.897 4.908 

(0.000)* (0.099)*** (0.222) 
L'>lnUR 5.121 X 2.122 2.098 

(l.222) (0.999) (0.122) 
L'>lnIND 2.908 1.001 X 3.121 

(0.330) (0.400) (0.222)* 
L'>lnREC 5.121 5.121 2. 121 X 

(0.222) (0.332) (0.100) 
Note: •, **, and *** denole statistical significance at the 1 %, 5%, and 10 % levels, respectively 

197 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Furthermore, unidirectional causality is found running from GDP growth to population 

size, international trade to GDP growth and total energy consumption to GDP growth. It 

shows that international and energy consumption have positive role in the GDP growth of 

 low·.er .middle-income countries. ln this regard, policy maker should focus on alternative · 

energy resources to overconm.the environmental issues without hurting the GDP grm,th. 

4.6.4 Low Income Countries 

The results oH,ranger causality for lo,v income countries are presented in Table 4.16. The 

results fou!ld ur,idirectional causality running from population size, GDP growth, 

population density anJ non-renewable energy consumption to CO, emissions. As 

compared to high income, upper middle income and lower middle-income countries only 

f<.w variables a,, contributing to CO, emissions in case of low income countries. ,t might 

be due to less nrbi,nization, low rate of financial development, less energy consumption, 

less international trade and FD! in the low-income countries. However, population size, 

GDP growfh, population density and non-ren<'wable energy consumption are still causing 

C' emissions which showed that energy used in low income countries comes from rossil 

fuels. 

In addition, unidirectional causality is found running from population size, GDP growth 

and international to CO2 emissions, renewable energy consumption to FD! and 

urbanization to financial development. It implies that energy consumption has a 

fi.indamental role in the growth of low income countries. In this regard, policy makers of 
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low income countries should focus on exploration of energy resources to fulfill the 

required demand. 

Table 4.16 
Granger Causality Test Results (Low Income Countries) 

Model I: CO2= f{POP, Y, TR, TEC) 
Dependent L'>lnCO2 L'>lnPOP L'>lnY L'>lnTR L'>lnTEC 
Variables 
L'>lnCO2 X 3.540 1.056 3.567 7.098 

(0.088)*** (0.000)' (0.456) (0.345) 
L'>lnPOP 2.982 X 3.098 2.678 4.098 

(1.432) (0.079)*''' (1.000) (3.111) 
/:,JnY 6.433 0.987 X 4.123 !.000 

(2,001) · · ·. (0:543) · (0.000)* (0.C'J)••• 
t.hffR 3.212 3.098 2.342 ,;· 4.7.09 

(0.543) · (0.987) (0:432) (0.001)* 
LilnTEC 3.120 3,098 0.675 3 564 " 

(0.200} (0.076}**·• (0.001)' · (0.0ll)H 
·---·---·-···-· 

Model II: CO2= f (F'Q,.FDI, FD, NEf) 
Dependent L'>lnCO2 L'>lnPD L'>lnFDI L'>lnFD L'>lnNEC 
Variables --- ------------·-- ,_ 
L\lnC02 X 1.543 1.876 3.098 9.043 

(0 078)**' (0.201) (0.725) (0.001)* 
L'>lnPD 3.876 X 2.564 6,091 9.876 

(0.675) (0.335) (0.987) (0.100) 
MnFDI 7.456 5.234 X 5.432 3.543 

(1.000) (0.321) (0.222) (0.1 lO) 
L'>lnFD 2.!09 5 .111 2.543 0.376 

(0.330) (0.654) ( 1.209) (0.880) 
L'>lnNEC 5.675 4.121 4.876 3.654 X 

(0.050)** (2.543) (0.312) (0A32) 
Model Ill: CO2= f(UR, IND, REC} 

Dependent L'>lnC02 L'>lnUR L'>lnlND t.InREC 
Variables 
L'>lnCO2 X 3.432 4.121 1.222 

(0.111) (0.199) (0.897) 
L'>lnPD 5.908 X 3.435 5.098 

(0.412) (0.111) (1.000) 
L'>lnFDI 3.675 3.012 X 4.543 

(0.171) (0.765) (1.345)* 
L'>lnFD 2.343 4.540 5.987 X 

(0.987) (1.045)* (3.876) 
:Note: •,**,and *"'"' denote statistical significance at the 1 %, 5%, and 10 % levels, respectively. 
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4.6 Conclusion 

This chapter details the empirical results of this study. First, descriptive statistics such as, 

.minimum, maximum, mean and standard deviation are reported:.Second; the panel unit 

root test .namely IPS suggested by Im, K. S., Pesaran, M. Ha, &.Shin,. Y, (2003) was 

applied. The results reveal that the null hypothesis of the existence .of a unit root could not 

.. be rejected for all the variables at level. However, the unit root null hyp0thesis for the 

variables at the first difference could almost be completely rejected. Third, two different 

panel cointegration tests like Pedroni cointegration test introduced by Pedroni (!999) and 

Kao cointegratio!l test proposed by Kao (1999) were applied. The Pedroni co integration 

test has proposed seven test statistics. Out of seven most of tests confirm the presence of 

cointegration among all variables in the panel of high income, upper middle income, lower 

middle income and low-income countries. For more robustness, this study also applied 

Kao co integration to confirm the existence of long run equilibrium. The results are in the 

support of long run relationship among all the proposed variables, The proposed models 

are further empirically tested by using FMOLS proposed by (Pedroni (2004)). The results 

show that population, nonrenewable energy consumption, urbanization, pop1,lation 

growth, international trade and total energy consumption are the main culprits of CO2 

emissions in high income, upper middle income, lower middle income and low-income 

countries. Whereas, renewable energy consumption and industrial production are found 

helpful to curb the amount of CO2 emissions. In addition, GDP growth, FD! and financial 

development have established insignificant relationship with CO2 emissions. Hence, these 

variables do not have any long run relationship with CO2 emissions in most of selected 

countries for the year 1980 - 20 I 5. Finally, Granger causality test applied to investigate 
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the causal relationship between the proposed variables. The results suggest that the 

population size, population density and urbanization are granger that causes CO2 

emissions in most of cases. 
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CHAPTERS 

CONCLUSION AND POLICY RECOMMENDATION 

5.1 Introduction 

This chapter summarizes key findings of the study, according to the research questions. 

In addition, it gives policy recommendations, limitations of the study, and suggestion for 

future research. 

5.2 Summary of Findings 

This study sets out to determine the effect of energy cons•1mption and economk groMh 

in the panel of high income, upper middle income, lower middle income and 1ow-inco:ne 

countries for the year 1980 - 2015. The top ten CO2 emitted countries were selected from 

e~,h income group. Generally, STIRPAT has been used as n main underpinning theory. 

However, EKC has been applied as a supporting 1heory. f'oc empirical investigation, tl,is 

study is basically divided into three different models to avoid the statistical issues such as 

multicollinearity and heteroscedasticity. Following the recommendations of York et al. 

(2003) additional factors of technology, affluence and population have been included. The 

factors like total energy consumption, non-renewable energy consumption and renewable 

energy consumption have been utilized as additional factors of technology. Similarly, 

GDP growth, international trade, FD!, financial development and industrial production 

are selected as additional factors of affluence. The factors like population siz.e, 
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urbanization and population density are used as proxies of population in the STIRPAT 

model. 

The FMOLS approach to panel cointegration has been used to estimate three difforent 

models from four different panels. Prior to the estimation, mean and the standard deviation 

of time series variables are obtained in order to understand the characteristics. Afore to 

the FMOLS test, the important time series property of unit root was tested using the JPS· 

test. The unit root test confirms that all the variables included in this study are integrated 

at first difference I (1). ln the next ·step. this study examines whether a long-run 

equilibrium exists between all the variables. For this purpose, panel cointegration test 

suggested by Pedroni (1999b) was applied and it was concluded that all the three models 

in high income, upper middle income, lower middle income and low-income panei series 

,hared a long-run equilibrium relationship. For robustness, this study also estimated lont;•· 

run relationships among the variables using another panel cointegration ,tchnique 

proposed by Kao (1999). The results from Kao's cointegration test also confirmed the 

existence of long-run equilibrium relationship among the variables. 

The first objectives of this study were to investigates the effects of technology, atlluence 

and population on the CO2 emissions in high income, upper middle income, lower middle 

income and low-income countries. The results show that total energy consumption and 

non-renewable energy consumption was positively related to CO2 emissions in all income 

panels. Whereas, renewable energy consumption in the panel ofupper middle income and 

lower middle income was found negatively related with CO2 emissions. Finally, 
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renewable energy consumption in the panel of high income countries and low-income 

countries found insignificant relationship with CO2 emissions, 

Similarly, variables like GDP growth, international trade, FDl, financial development and 

industrial production was used·as additional factors of affluence. Among them GDP 

growth was found positively contributing to CO2 emissions only in the panel of lower 

middle-income countries and insignificant in high income, upper middle income and low­

income countries. The international trade- was another factor of affluence included in this 

study. The results show that international trade of upper middle income, lower middle 

income and low-income countries are positively contributing to the CO2 emissions. 

Whereas, international trade of high income countries is found helpful in curbing the CO2 

emissions. 

FD! was added as a factor of affluence in the basic STRJPAT model. The results show 

that FD! of the panel of high income, upper middle income and low-income countries are 

positively related with CO2 emissions. Whereas, FDl of lower middle-income countries 

found insignificant in relationship with CO2 emissions. Financial development is one of 

the key indicators of economic development in a country. ln this regard, this study 

includes financial development as additional factors of affluence. The results show that 

financial development in the panel of high income, upper middle income, lower middle­

income countries show positive relationship with CO2 emissions. While, financial 

development of low income countries found insignificant in relationship with CO2 

emissions. Industrial production of upper middle, lower middle and low-income countries 
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are positively related with CO2 emissions. Similarly, industrial production in the panel of 

high income is found helpful in curbing of CO2 emissions. 

'fhe population was also the part of STRIP AT ·model. Three different proxies were us~d 

such as population size, population· density and urban population. The reported results 

show that the population in the panel of high income, upper middle income and lower 

middle-income countries show positive relationship with: CO2. emissions. In addition, 

population of low income countries does not show any relationship with CO2 emissions. 

3i111ilarly, urbanization and population density in all panels show significan! pusitive 

relationship with CO2 emissions. 

The second objective of this study was to examine the effect of technology, 1ff1uence, 

population on CO2 emissions in the selected heterogeneous single countries. The results 

she;" that the total energy consumption of 23 countries (most 0f high income countne,J 

have positive results, only one country shows negative and 16 countries reported 

insignific&m relationship with CO2 emissions. Similarly, nor,-rencwabk energy 

consumption of29 individual countries are positively contribming to the CO2 ~missbns 

where 1 I countries show insignificant relationship. Renewable energy consumption in 28 

countries was found negatively related with CO2 emissions. Correspondingly, renewable 

energy consumption in 16 individual countries show insignificant relationship with CO2 

emissions. 

The variables like GDP growth, international trade, FD[, financial development and 

industrial production was used as additional factors of affluence. GDP growth was found 
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positively contributing to CO2 emissions countries like China, Egypt and Nigeria. 

\Vhereas, GDP growth was found helpful to mitigate CO2 emissions in countries like 

Japan, South Africa, Thailand and Venezuela. Finally, relationship between GDP growth 

·and CO2 emissions found insignif1cam in most of cases likf panel of high income, upper 

middle, low income countries and 33 individual countries. 

The international trade was another factor of atlluence included in this study: The results 

show that international trade of upper middle income, lower middle income, low income 

co\mtries· and 24 individual countries are positively contributing to the CO, emissions. 

Thcinternalional trade ofhieh ;ncome countries and seven individual countries are found 

helpful in i;u,bing the CO2 emissions. In addition, international trade of nine individual 

~ountries from all panels found insignificant relationship withCOi emissions. 

FDI was added as a factor of affluence in the basic STRJPAT model. The results sho~ 

that 13 countries are positively related with CO2 emissions. Whereas, FDI of only 5 

countries like Poland, 1':igeria. Senegal, 1'iepal and Congo seems helping to mitiga1e CO2 

emissions. Finally, FD! in the panel of lower middle-income countries and 27. individm;J 

countries is found insignificant in relationship with CO2 emissions. Financial development 

is one of the key indicators of economic development in a country. In this regard, this 

study includes financial development as additional factors of affluence. The results show 

that financial development in 13 countries show positive relationship with CO2 emissions. 

While, financial development of 5 countries like South Korea, Mexico, Venezuela, 

Indonesia and Zimbabwe is found helpful to reduce the amount of CO2 emissions. At last, 
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financial development of21 countries from all panels is show insignificant relationship 

with CO2 emissions. 

Industrial production of ten countries like Canada, South Africa, Iran, Brazil, Thailand, 

Romania, Egypt. Ethiopia, Moz.ambique· and Niger are positively related with CO2 

emissions. Similarly, industrial production in 13 individual countries is found helpful in 

curbing of CO2 emissions. Finally, there is no relationship found between industrial 

production of 17 countries from differenl panels and CO2 emissions. 

The variables like population size, urbanization and population density were used as 

additional factors of population. The reported results show that the population in 24 

countries show positive relationship with CO2 emissions. Population of only 3countries 

like Germany, UK and Italy are found helping -in the reductk,n of CO2 emissions. In 

addition, populations of 14 found no relationship with CO2 emissions. Tbe urbanizatior, 

in the panel of 28 countries is significantly and positively related with CO2 emissions. 

Whereas, urbaniz.ation of 5 countries like G~rmany, UK, Italy, France and Egypt show 

negative relationship and seven other countries like the US, Jnpan, Poland, Thailand, 

Romania, Philippines and Zimbabwe show insignificant relationship with CO2 emissions. 

Population density was another additional factor that is included as.proxy of population. 

The results have reported that the population density of 31 individual countries have 

positive relationship with CO2 emissions. Whereas, population density of only two 

countries like UK and Austria have negative relationship with CO2 emissions. Finally, 
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population density in the six countries including Japan, Germany, Italy, China, Romania 

and Bangladesh found no relationship with CO2 emissions. 

The third objective of this study was to coilfirm the causality between .technology 

afl1uence, population and CO2 emissions in selected heterogenous- incotne paneb. 

population size, GDP growth, total energy consumption, population density, and 

urbanization to CO2 emissions. In addition, there is bidirectfrlnal causality.found between 

. FDf and CO, emissions and non-renewable energy consumption and CO2 emissions. The 

bidirectional causality between FD! and CO2 emissions has confirmed both hypotheses 

like pollution heaven hypothesis and pollution halo hypothesis. Similarly, bidirectional 

causality is found between GDP growth and international trade, GDP growth and total 

energy consumption, international trade and total energy consumption and financial 

developrnent and non-renewable energy consumption. The results show that the 

international trade is contributing to the GDP growth of high income countries on one side 

and increase the energy consumption on the other side. Additionally, results also 

witnessed that financial development of high income countries leads to the environmental 

degradation through non-renewable energy consumption. Finally, unidirectional causality 

is found running from financial development to FD!, urbanization to industrialization, and 

renewable energy consumption to industrialization. 

The Granger causality of the panel of upper middle suggest that there is unidirectional 

causality found running from population size, international trade, total energy 

consumption, population density, urbanization and industrial production to CO, 

emissions. AH three demographic factors such as population size, population density and 
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urbanization are contributing to the CO2 emissions. The unidirectional causality from 

international trade to CO2 emissions, suggest that most of energy used during the 

transportation of international trade comes from non-renewable sources. 

. Correspondingly, bidirectional causality is found between FD! and CO2 emis·sions and· · 

non-renewable energy consurription and CO2 emissions. The bidirectional causality 

between FD! and CO2 emissions. validates the presence of pollution heaven hypothesis 

and pollution halo hypothesis. Similarly, bidirectional causality is found between total 

energy consumption and GDP growth and international trade and total energy 

consumption. Finally, unidirectional causality is also found running from GDP growth to 

population size. 

The Granger causality for lower middle-income countries found unidirectional causality 

running from population size, population density, urbanization, GDP grov.1h, financial 

development, FD! and industrial production to CO2 emissions. There is a bidirectional 

causality found between non-renewable energy consumption and CO2 emissions, total 

energy consumption anrl CO, emissions and international trade and total energy 

consrnr,ption. Furthermore, unidirectional czusaiity is found running from GDP grov.ih to 

population size, international trade to GDP growth and total energy consumption to GDP 

growth. It shows that international and energy consumption have positive role in the GDP 

grov.1h of lower middle-income countries. 

The results of Granger causality for low income countries found unidirectional causality 

running from population size, GDP growth, population density and non-renewable energy 

consumption to CO2 emissions. In addition, unidirectional causality is found running from 
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population size, GDP growth and international to CO2 emissions, renewable energy 

consumption to FD! and urbanization to financial development. 

The findings ofal' research qllestion~·provide sevet·al vital contributions to the knowledi;c 

and the existing literatur~. The.CO2 emissions is one of the.main issues 0fenvironmenta1 

degradation and climate change. Currently, reduction in the CO2 emissions is one of the 

main objectives of United Nations - sustainable development goals (UNs -· SDGs). It is 

important here to highlight that all the objectives of the current ,tvdy ~re important 

cornp,ments of the UNs SDGs set to he achieved by 2030 for the smvh·al c,fthi,. pla,,,'t. 

The findings of this study present clear scenario of CO, emi,<.iAn~ by technology, 

afltuence and population of high income, upper middle income, bwer middk incumc ard 

i01, .. i11come countries. Consequently, the findings of this study w,11 be more usefui to 

solve basic obstacle, to achieve the UNs -- SG Ds. 

The major findings of this study show that the overall demographic factors like population 

.•dz~. "rhanization and population density are the mujor culpritc. behind t!,,, hieh amount of 

CO: emissions. However, demographic factors of lower rniddle-•inc.omr countries hav~ 

most and high-income countries have least contribution in the intensification of CO2 

emissions. It might be due to the most populous countries like India, Indonesia, Pakistan, 

Nigeria and Bangladesh are in the panel of lower middle-income countries. 

The next interesting findings that can be observed from this study are the effects of total, 

renewable and non-renewable consumption on CO2 emissions. The results show that the 

total energy consumption and non-renewable energy consumption are the leading sources 
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of CO2 emissions. Interestingly, total energy consumption and non-renewable energy 

consumption in the panel of high income countries and all individual countries are 

positively contributing to the CO2 emissions, followed by upper middle income, lower 

middle income and low-income co11111ries. Similarly, renewab.!e: energy co11sutnption i11 

. the panel or high income countries is found most helpful in the mitigation of CO2 

emissions. 

Among the factors that have been included as proxy of affluence kthe international trade 

in the panel oflower middle-income countries and individual co.untrie:r. Jntern11tiona! trade 

is found a leading rulprit behind the rapid increase in the CO2 emissions. Whereas, GD!' 

gro,,1h in the all selected panels a,1d selected countries found insignificant rel~iiunship 

with CO2 emiss:ons except Japan. South Africa, Thailand and Venezuela. 

The overall results show that the factors of technology, affluence and popul&ti011 i,·, the 

panel of upper middle income and lower middle-income countries are most and in the 

panel oflow income .;ountries have least impact on the intensification ofCOJ ~mi.ssk-1,,. 

It might be because of development stage of most of countries in thi& panel Th" ~oun:.fo · 

like China, India, South Africa, Iran, Brazil, Turkey, Thailand, Pakistan and Bangladesh 

are having big proportion of world population, rapid industrialization and consuming high 

amount of non-renewable energy, which is causing high intensification ofC()2 emission, 

Similarly, most of countries in the panel of low income countries like Tanzania, Nepal. 

Benin, Congo, Togo and Niger are having less population, low industrialization and 

consuming less amount of energy leading to produce less CO2 emissions. Finally, 

countries in the panel of high income countries are having moderate effect on the CO2 
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emissions. It might be because of improved technology, adequate population size and 

increasing trends of renewable energy consumption. 

Finally; . this study has added to existing knowledge and made contribution .to 

environmental economics by deep and comprehensive analysis of the impact of

technology, affluence and population on the environmental degradation in the panels of 

heterogeneous income level countries by employing appropriate underpinning theories 

and econometric techniques. 

5.3 Policy Implication · 

This section provides relevant policy recommendation based on the findings for all 

research questions that emerge from the FMOLS approach to cointegration. This study 

aims to investigate the effects of technology, affluence and population on environmental 

degradation. The first important finding of this study shows that the population size, 

urbanization and population density of 4pper middle income and lower middle-income 

countries are highly contributing to the intensification of CO2 ernissions. The findings of 

this study support the arguments of Malthus and Hollingsworth {1973) where they 

mentioned that the irnpact of population growth on environmental quality is evident. Each 

person creates some demands on energy for the necessities of life, food, shelter, clothing, 

water, and so on. According to Malthusian tradition, the higher is the number of people, 

the greater is the energy demanded. In this regard following policies can be adopted to 

reduce the adverse environmental effects of population growth. 
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First, the government has to make scientific planning for urban development. For instance, 

they should assign preponderant weightage to energy saving and environmental protection 

components in the planning, such as encouraging energy saving infrastructure and 

designing a series of developing. indicators· for. energy .. saving and environmental 

protection. Also, they have to balance the development of urban land and population and 

to prevent environment pollution and damage resulting from over population beyond 

environment capacity. 

Second, urban managers should increase environmental awareness among urban residents 

in a bid to promote energy conservation. Because electrical energy in most cities is 

produced from coal, saving electricity consumption will indirectly reduce the amount of 

CO2 emissions. 

Third. transportation plays basic role in the population den,;ty ,.,1d urbanization. The clea, 

.efforts to lower future CO2 emissions from transport need to focus on vehicle technology 

like encouraging the adoption of more fuel-efficient vehicles as well as increasing fuel 

efficicr,cy. Furthermore, increasing the entire costs of private transporl .like registration, 

parking and road tolls could lower the energy consumption and CO2 emissions. In 

addition. governments at all levels should encourage green travel, and control the 

excessive growth of private passenger cars. 

Fourth, upper and lower middle-income countries are, however, currently on a trajectory 

of increasing population. Consequently, a reduction in CO2 emissions is going to have to 

come from an increase in energy efficiency and a greater effort at fuel switching from 
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fossil fuels to renewables. These upper and lower middle-income countries can become a 

low - carbon economies if more stringent regulations and low-carbon technologies that 

use renewable energy (a clean and low-carbon energy source} are developed. 

Additionally, a number ofmure active measmes should also be taken-to improve energy 

efficiency. 

Another interesting finding of this study shows that the international trade in the panel of 

lower middle-income countries is contributing to the CO2 emissions. Ironically, it appears 

.that n-lthough developed countries may shift emission intensive production to developing 

c,,untrie, through welfarr enhancing trade system, still the former shall have better 

emissiur, conlrol technology. 

As a policy implication, it is advised that policymakers should regulate such policy to 

trigga international trade activities as international trade detracts CO2 emissions. In this 

regard, exploring the alternative energy policies, such as developing energy conservation 

strategies, decreasing the energy intensity, increasing the energy efficiency, and 

increasing the utilization of cleaner energy sources can be better strategies to handle this 

issue. Furthermore, it is also noted that the technology gap between developing and 

developed countries is also a reason of high intensification of CO2 emissions. In this 

regard, governments of lower middle-income countries should encourage the import of 

cleaner and low carbon technologies to encounter the high CO2 emissions. Similarly, 

transportation have major role in the international trade, especially for countries having 

land borders. By promoting the use of more energy efficient vehicles or even hybrid 

vehicles will be important to curb the CO2 emissions. Reducing the energy intensity of the 
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transport sector may also require the government to promote and invest in public transport, 

develop clean technology, as well as establish regulatory-like emission standards and 

vehicle occupancy or encourage car pool to reduce congestions. New investments in road 

u!Jgrading and maintenance arc also needed. 

Finally, renewable energy consumption in all countries are found most helpful indicators 

to curb the CO2 emissions. It is recommended that the policymakers and the respective 

governments of all countries pay more attention to replace non-renewable energy with 

renewable energy Hence, various government incentive policies such as feed .. in tariff, 

subsidies, incentives, duty exemptions and tax rebate for the import of renewable 

technologies can increase the share t•frenewable energy in the total power generntio1;. 

5.4 Limitations of the Study 

This study provides several contributions in the field of environmental degradation and 

climate change, which are highly important to achieve the UN Sl)Gs, However, there 

are some limitations. This stndy is genernlly limited to the diect nftechnoloj!y. affluence 

and population on the environmental degradation in panel of high income, upper middle 

income, lower middle income and low-income countries for the time period 1980- 2015. 

This study fuced various issues, The key issues related to this study were the availability 

of accurate and reliable data on the selected variables. There was a lot of missing values 

especially in case of low income countries, Several countries like Kazakhstan Ukraine, 

Uzbekistan, North Korea and Burkina Faso were eliminated from different panels due to 
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unavailability of complete data from 1980 -2015. However, few missing values in other 

variables were handled using interpolation and extrapolation method. 

The second issue related to this study was .-the lack· of relevant theories to support this 

study. After the in-depth investigation of the literature this study was able to ,,xplore only 

Green Solow model and EKC hypothesis. However, both theories explain the impact of 

economic gro'Nlh on the environmental degradation. Finally, stt1dy could find STRIP AT 

model which simultaneously explains the impact of technology, affluence and population 

an tlw environmental degradation. 

Next issue related to this study was the limited selection of pr,r,ics for technology. 

atTluence, populalion and environment due to time constraints. Th,s ,;tudy used t,nly 

selected p•oxies of technology, affluence, population and envi1onr,,~ntal degradaiion :n 

the STRIPAT model whereas a few other proxies could be include,J fo; better results. 

finally, considering the time limits and availability ofdala, this study li111its 1h, estimhfr,i, 

only in the selected top ten CO2 emitted countries fl<@ high inco1.ic. uppe1 m,ddlr 

income, lower middle income and low-income countries from the year 198G • 2015 

5.5 Suggestions aud Further Research 

Given the limitations of the present study, some recommendations are suggested for 

further research. This study mainly used international databases for the purpose to collect 

data for the empirical investigation. Although. there were numerous problems with the 
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data definitions, data coverage and accuracy, but by employing local countries' databases 

in this study made it easy to handle the missing values. 

Considering the availability of data, this study has included only. :total energy 

· consumption, non-renewable and renewable energy consumption as. proxies , o.f.

technology, GDP growth, international trade. FD[, financial development and industrial 

. production selected as proxies of affluence, population size, population density and 

urbanization represent population in the STRlPAT model. However, agricultural 

production, tourism and population ageing are also key factors that extremely affect the 

environmental degradation. Similarly, CO, emissions were used as proxy of

environmental degradation. Howfver, SO, emissions arP also important proxy for 

environmental degradation. Hence, further studies are suggested to include these factors 

for better and comprehensive results for the effective policy implication. 

This study generally investigates the effects of energy consumption and economic growth 

on the CO2 emissions. Whereas, governmental policies on environment and level of 

governance like voice and accountability, political stability and iack of violence, 

government effectiveness, regulatory quality, Rule of law and control of corruption are 

particularly important for the environmental degradation prospective. Therefore, further 

studies are highly recommended to investigate the effects of these factors with the 

environmental degradation. 

Finally, this study limited to selected top ten CO2 emitted countries from high income, 

upper middle income, lower middle income and low-income countries from the years 
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1980 2015. However, further studies can include more countries and create world panel 

with more updated data for the better and lucid empirical results. 

5.6 Conclusion 

This chapter details the conclusion and policy recommendation. First, summary of the 

findings with respect to objectives of this study are explained. Second, some policies are 

recommended for the improvement. Furthermore, hurdles faced during this study are 

mentioned in the limitation section .. Finally, b_ased on findings some suggestions are given 

tor further research. 
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