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ABSTRAK
(BAHASA MELAYU)

Salah satu perkara yang dititikberatkan oleh sistem pengajian tinggi ialah
dalam menilai dan menambahbaik organisasi pendidikan. Untuk mencapai
objektif, sesebuah organisasi itu perlu mempunyai pengetahuan mendalam
untuk mencapai, menilai dan membuat perancangan ke arah proses pembuatan
pemutusan yang lebih baik. Teknik Perlombongan Data merupakan alat bantu
analisis yang boleh digunakan untuk menperoleh pengetahuan dari pangkalan
data yang besar. Kajian ini membentangkan dapatan kajian penggunaan
Perlombongan Data dalam bidang pengajian tinggi, terutamanya bagi
Universiti Sebha, Libya. Sumbangan utama kajian ini ialah satu model analisis
yang boleh digunakan sebagai alat bantu pembuatan pemutusan. lanya
berfungsi, sebagai garis panduan untuk mengenalpasti bahagian yang boleh
dipertingkatkan melalui teknologi Perlombongan Data serta bagaimana
teknologi tersebut menambahbaik proses konvensional. Dua pendekatan yang
digunakan, pertama, kaedah descriptive statistic terutamanya cross tabulation
analysis digunakan bagi menerangkan maklumat yang terdapat dalam data.
Analisis pengelompokan telah digunakan untuk mengkelaskan data ke dalam
beberapa kelompok berdasarkan kesamaan. Kluster tersebut digunakan sebagai
target bagi ujikaji peramalan. Bagi Analisis Peramalan, tiga teknik telah
digunakan iaitu Rangkaian Neural, Regresi Logistik dan Pohon Pemutusan.
Dapatan kajian menunjukkan Rangkaian Neural memperolehi ketepatan

tertinggi berbanding dua teknik Regresi Logistik dan Pohon Pemutusan.



ABSTRACT
(ENGLISH)

One of the main concerns of higher educational system is evaluating and
enhancing the educational organization. For achieving this quality objective the
organizations need deep knowledge assess, evaluate and plan towards better
decision making process. Data mining techniques are analysis tools that can be
used to extract meaningful knowledge from large databases. This study presents
applying data mining in the field of higher educational especially for Sebha
University in Libya. The main contribution of the study is an analysis model that
can be used as a decision support tool. It acts as a guideline or roadmap to
identify which part of the processes can be enhanced through data mining
technology and how the technology could improve the conventional processes
by getting advantages of it. Two main approaches were used in this study.
Firstly the descriptive statistics, particularly cross tabulation analysis was
carried out and presents a lot of useful information within data. Cluster analysis
was performed to group the data into clusters based on its similarities. The
clusters were also used as targets for prediction experiment. For predictive
analysis, three techniques have been used Neural Network, Logistic regression
and the Decision Tree. The study shows that Neural Network obtains the highest

results accuracy among the three techniques.
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CHAPTER ONE
INTRODUCTION

1.1 BACKGROUND

Data collection was a very expensive activity in time and resources. Due to the
advance in computing and the availability of Internet, this activity had become
much cheaper and easier to undertake. Data has become so plentiful that
corporation has created data warehouses to store them and hired statisticians to
analyze their information. Administrators of student registrations office would
make important use of data to inform their registrar's office practice if such
information can be easily available to them in a way that fit their needs and

answer their questions.

Nowadays, higher educational organizations are placed in a very high
competitive environment and are aiming to get more competitive advantages
over the other business competitors. These organizations should improve the
quality of their services and satisfy their customers (industry, government).
They believe that their students and professors are the main assets and they
want to improve their key process indicators by effective and efficient use of

their assets. To remain competitiveness among educational filed, these
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